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ABSTRACT

Artificial intelligence (AI) and AI-based chatbots, such as ChatGPT, are
transforming the approach to education. In particular, ChatGPT’s potential to
process large amounts of data and learn from user interactions makes it a beneficial
resource for students, albeit with some reluctance from some teachers. This study
aimed to explore the acceptance of ChatGPT by university students. The researchers
administered an online survey to 400 Spanish university students aged 18-64 (M =
21.80; SD = 6.40). The results of the methodological approach based on the
UTAUT2 model for technology adoption showed that: 1) gender was not a
determining variable in any construct while the experience of use was a factor
conditioning a higher score on all constructs; 2) experience, performance
expectancy, hedonic motivation, price value, and habit were influential in behavioral
intention to use ChatGPT; 3) facilitating conditions, habit, and behavioral intention
were conditioning factors in user behavior. Finally, this report discusses the findings
and practical implications of the work and recommends some good uses for
ChatGPT.

Keywords ARTIFICIAL INTELLIGENCE, CHATBOT, COMPLEX THINKING,
HIGHER EDUCATION, UTAUT2, EDUCATIONAL INNOVATION

1 INTRODUCTION
The reality of education today includes addressing the digital transformation affecting uni-
versities and other educational institutions (Anderson et al., 2023). The development of
Artificial Intelligence (AI) has led to digital disruption in the education system because
of the rapid advances it necessitates for education (García-Peñalvo, 2023). Along these
lines, UNESCO (2019) differentiates three dimensions of linking AI and education: (i)
learning to use AI tools in the classroom; (ii) learning to know AI and its technical pos-
sibilities; (iii) raising public awareness of the impact of AI on people’s lives.

Among the tools offered by AI, ChatGPT has become very popular by the first quarter of
2023. This AI launched for free to the public on 22 November 2022. In the first five days, it
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had one million users; in the following two months, it attained 100 million (Tong & Zhang,
2023). ChatGPT allows the creation of texts, codes, stories, poems, etc., of considerable
quality (Rozencwajg & Kantor, 2023). It is a highly complex language model that brings
together more than 175 billion parameters to generate coherent responses in the context of
the conversation with this AI (Kung et al., 2023). It also facilitates dialogue and interaction
between the user and the AI. The response is generated quickly, structured, well-written,
and based on various sources of information (Carrasco et al., 2023).

Since the publication of this tool, its impact in the university context has been almost
immediate. While there is little empirical peer-reviewed research on its impact on universi-
ties (Crawford, Cowling, & Allen, 2023), there are known implications for teaching, learn-
ing, academic research, epistemology, the digital transformation of educational institu-
tions, and even ethics (García-Martínez, Fernández-Batanero, Fernández-Cerero, & León,
2023; García-Peñalvo, 2023; Stokel-Walker, 2022; Stokel-Walker & Van Noorden, 2023;
Tamboleo-García, 2023).

In particular, the University of Tasmania has published a statement on the uses of AI
for teachers and students, highlighting its potential for learning and the need for care in its
use to respect academic integrity. The Royal Melbourne Institute of Technology University
has organized teaching courses for ChatGPT. The University of Granada is leading train-
ing courses for its use in the university (Torres-Salinas & Arroyo-Machado, 2023). How-
ever, some universities, such as those in Hong Kong and some in France, have banned its
use or have established severe sanctions in some instances. Other universities are updat-
ing their academic integrity policies and adapting exams to prevent misuse of ChatGPT by
students (Tlili et al., 2023).

In the field of research, some published studies have recognized the authorship of Chat-
GPT (Stokel-Walker & Van Noorden, 2023). This tool saves time by making certain pro-
cesses more flexible and focusing more deeply on the experimental design of the research.
However, concerning the authorship of scientific articles, it would not currently qualify
unless the ICMJE/COPE guidelines are modified (Sallam, 2023). This technology cannot
yet create new ideas, show spontaneity or manifest critical thinking (García-Martínez et al.,
2023).

The use of ChatGPT by students and teachers does not seemwidespread currently. How-
ever, there is a range of questions regarding its use. It offers various advantages for training,
research, and management. Concerning the main issues, the following stand out:

• The answers it provides contain errors. The probability of a more or less correct
answermay vary depending on the context of the question, and the responsesmust be
checked for accuracy before being considered valid. Interestingly, the study by Car-
rasco et al. (2023) shows that the ChatGPT could answer 51.4% of the questions in
the Medical Intern Resident (MIR) exam correctly.

• Replacing human writing with artificial writing would affect the acquisition of key
competencies (O’Connor, 2022). Educational tasks should be redesigned to favor
more complex university assessments (Salvagno, Taccone, & Gerli, 2023). Teachers
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may be overburdened and stressed with new control functions over the results pro-
vided by this tool (Lim, Gunasekara, Pallant, Pallant, & Pechenkina, 2023).

• The reply does not include a reference for its information and lacks acknowledgment
of intellectual authorship. It implies the need to reinforce training in academic ethics,
good practice, ethics, self-awareness, and the definition of plagiarism in the use of
ChatGPT (Graf & Bernardi, 2023).

• Responsesmay include existing socio-cultural biases (Curtis, 2023). The information
in their responses comes from big data provided primarily by Western cultures. The
inclusion of these tools in education policy justifies the need for a process of techno-
logical domestication (Engen, 2019).

• Access to and registration in this tool is currently free of charge. Equity could be
affected if the free use of the tool is removed (Kasneci et al., 2023). Thus, univer-
sities may need to integrate new technologies to check the misuse of this AI. These
technologies would mean increased expenditures to safeguard the quality of teach-
ing. University malpractice can lead to reputational harm and, consequently, to the
devaluation of the university degree. Such situations would mainly affect university
institutions with fewer resources.

However, most studies so far argue in favor of AI’s responsible use (Anderson et al., 2023;
Carrasco et al., 2023; Crawford et al., 2023; Dwivedi et al., 2023; Kung et al., 2023; O’Connor,
2022; Sallam, 2023).García-Peñalvo (2023) defends the importance ofChatGPT for improv-
ing teaching and learning processes, developing critical thinking in the classroom, training
in searching, comparing sources, and preparing targeted questions for this AI. Crawford
et al. (2023) warn of the stressful and anxious situations that students suffer to meet the
goals established by the universities and reflect on the possibilities for educational innova-
tion that this tool can offer. The latter includes allowing the student to obtain immediate
answers to problems, concepts, theories, treatments, and diagnoses (Carrasco et al., 2023).
Finally, Anderson et al. (2023) argue for the possibilities that ChatGPT offers to learn a new
language, experience personalized learning, correct texts, and be more effective in manag-
ing their time.

Based on these considerations, this study aimed to explore the acceptance of ChatGPT
by university students.

1.1 Theoretical Background and Hypotheses Development
The UTAUT2 model (Unified Theory of Acceptance and Use of Technology 2) is a theo-
retical framework to understand and explain technology acceptance and use (Venkatesh,
Thong, & Xu, 2012). This model is based on its predecessor, the original UTAUT
model (Venkatesh et al., 2012), and has been widely used to predict and explain user
behavior with technology (Arista & Abbas, 2022; Hassan, Islam, Yusof, Nasir, & Huda,
2023; Uncovska, Freitag, Meister, & Fehring, 2023).

In particular, it considers sevenmain factors that influence the adoption and use of tech-
nology: (i) performance expectancy; (ii) effort expectancy; (iii) social influence; (iv) facil-
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itating conditions; (v) hedonic motivation; (vi) price value; (vii) habit. Furthermore, age,
gender, and previous experience can influence the correlations between these factors and
technology acceptance and use.

TheUTAUTmodel has been reported in previous research on user acceptance and use of
artificial intelligence (Gansser & Reich, 2021; García, Sarmiento, & Antonovica, 2022; Shin-
ners, Aggar, Grace, & Smith, 2019; Sohn & Kwon, 2020). After consideration, we applied
this model as the theoretical basis for the present study on using and adopting the ChatGPT
artificial intelligence tool.

The proposed research model included the UTAUT2 constructs of performance
expectancy (PE), effort expectancy (EE), social influence (SI), facilitating conditions (FC),
hedonic motivation (HM), price value (PV), habit (H), behavioral intention (BI), and user
behavior (UB). In the hypothetical model, BI is affected by PE, EE, SI, FC, HM, PV, and H.
In turn, UB is influenced by BI, FC, and H. The socio-demographic variables of gender and
age affect FC, HM, PV, and H. Finally, experience influences FC, HM, H, and BI (Figure 1).

Figure 1 Research model

1.1.1 Performance Expectancy (PE)
Performance expectancy is ”the degree to which an individual believes that using the system
will help him or her to attain gains in job performance” (Venkatesh et al., 2003, p. 447). This
construct is considered one of the strongest predictors of behavioral intention (Venkatesh
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et al., 2012). In the academic context, performance expectancy refers to academic per-
formance (Khechine, Raymond, & Augier, 2020). Therefore, we proposed the following
hypothesis: H1. Performance expectancy has a significant effect on the behavioral inten-
tion to use ChatGPT.

1.1.2 Effort Expectancy (EE)
Effort expectancy is ”the degree of ease associated with using the system” (Venkatesh et
al., 2003, p. 450). Similarly, this construct is considered one of the strongest predictors of
behavioral intention (Venkatesh et al., 2012). In the academic context, effort expectancy
refers to students’ ease of use (Khechine et al., 2020). Considering this construct, we put
forth the following hypothesis: H2. Effort expectancy has a significant effect on the behav-
ioral intention to use ChatGPT.

1.1.3 Social Influence (SI)
Social influence is the ”degree to which an individual perceives that important others believe
he or she should use the new system” (Venkatesh et al., 2003, p. 451). This construct is also
considered among the strongest predictors of behavioral intention (Venkatesh et al., 2012).
In the academic context, social influence refers to the opinion of other students, teachers,
friends, and family about using a given technology (Khechine et al., 2020). The hypothesis
linked to this construct was H3. Social influence has a significant effect on the behavioral
intention to use ChatGPT.

1.1.4 Facilitating Conditions (FC)
Facilitating conditions are defined as the ”degree to which an individual believes that
an organizational and technical infrastructure exists to support the use of the system”
(Venkatesh et al., 2003, p. 450). Like the previous ones, this construct is considered one of
the most influential predictors of behavioral intention (Venkatesh et al., 2012). In the aca-
demic context, facilitating conditions refer to human, organizational, and technical support
for using technology (Khechine et al., 2020). The hypotheses linked to this construct were:
H4. Facilitating conditions significantly affect behavioral intention to use ChatGPT; H5.
Facilitating conditions have a significant effect on user behavior in ChatGPT; H6. Age is a
factor that significantly affects facilitating conditions of ChatGPT; H7. Gender is a factor
that significantly affects facilitating conditions of ChatGPT; H8. Experience is a factor that
significantly affects the facilitating conditions of ChatGPT.

1.1.5 Hedonic Motivation (HM)
Hedonic motivation is ”the fun or pleasure derived from using a technology” (Venkatesh et
al., 2012, p. 161). The hypotheses linked to this construct were: H9. Hedonic motivation
has a significant effect on the behavioral intention to use ChatGPT; H10. Age is a factor
that significantly affects the hedonic motivation of ChatGPT; H11. Gender is a factor that
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significantly affects the hedonic motivation of ChatGPT; H12. Experience is a factor that
has a significant effect on the hedonic motivation to use ChatGPT.

1.1.6 Price Value (PV)
Price value is ”the cost and price structure that can have a significant impact on consumers’
use of technology” (Venkatesh et al., 2012, p. 161). The hypotheses linked to this construct
were: H13. Price value has a significant effect on the behavioral intention to use ChatGPT;
H14. Age is a factor that significantly affects the price value of ChatGPT; H15. Gender is a
factor that has a significant effect on the price value of ChatGPT.

1.1.7 Habit (H)
Habit is ”the extent to which people tend to perform behaviors automatically because of
learning” (Venkatesh et al., 2012, p. 161). The hypotheses linked to this construct were:
H16. Habit has a significant effect on the behavioral intention to use ChatGPT; H17. Habit
has a significant effect on user behavior in ChatGPT; H18. Age is a factor that significantly
affects the habit of ChatGPT; H19. Gender is a factor that significantly affects the habit of
ChatGPT; H20. Experience is a factor that has a significant effect on the habit of ChatGPT.

Finally, the last two hypotheses considered the behavioral intention construct: H21.
Experience is a factor that has a significant effect on the behavioral intention of ChatGPT;
H22. Behavioral intention has a significant effect on ChatGPT user behavior.

2 METHOD
2.1 Participants and Procedure
The researchers adopted a cross-sectional design, applying a self-administered survey at
a single point in time to undergraduate students at the University of Granada (n = 400)
enrolled during the 2022/2023 academic year. Participant data were collected using Google
Forms; the participants received the survey via the University of Granada student mailing
list. Thus, the sampling was by convenience, as all students enrolled at the University were
invited to participate, and the final sample comprised those students who freely chose to
participate.

Participants answered questions about their socio-demographic data (age, gender, and
experience) and the UTAUT2 model scale adapted to the ChatGPT tool. Before answering,
all respondents received information about the study’s purpose and the data’s anonymous
treatment. All participants had to give their informed consent to participate. The data col-
lected were processed following the legislation in Spain (Organic Law 3/2018 of 5 Decem-
ber on Personal Data Protection and Digital Rights Guarantees). The data collection period
took place during the first week of March 2023.

Finally, the sample of university students included 110 males and 290 females, ages 18 to
64 (M = 21.80; SD = 6.40), with ChatGPT usage experience ranging from less than 1 month
to more than 1 month (Table 1). The age ranges conformed to the groupings established by
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the World Health Organization (WHO, 2017): ≤20 = teenagers, 21-35 = young adults, and
≥36 = older adults.

Table 1 Socio-
demographic data

n %
Age
≤20 249 62.3
21-35 135 33.8
≥36 16 4
Gender
Male 110 27.5
Female 290 72.5
Experience
<1 333 83.3
>1 67 16.7

2.2 Measures
The UTAUT2 model was applied through a self-reported questionnaire. The constructs of
performance expectancy (PE), effort expectancy (EE), social influence (SI), facilitating con-
ditions (FC), hedonic motivation (HM), price value (PV), habit (H), behavioral intention
(BI), and user behavior (UB), were adapted from Venkatesh et al. (2012) for the ChatGPT
tool. The mode of responses to the questionnaire items was a seven-level Likert scale (1 =
strongly disagree to 7 = strongly agree).

Previous studies on UTAUT2 showed adequate internal consistency and good psycho-
metric properties in the different constructs (Arista & Abbas, 2022; Gansser & Reich, 2021;
García et al., 2022; Hassan et al., 2023; Shinners et al., 2019; Sohn & Kwon, 2020; Uncovska
et al., 2023). For this study, adequate reliability values, calculated through Cronbach’s alpha
coefficient, were obtained for each construct: PE = .929, EE = .958, SI = .945, FC = .910, HM
= .959, PV = .967, H = .886, BI = .907, and UB = .924. Overall reliability was also adequate
(Cronbach’s α = .977).

2.3 Data Analysis
Researchers used IBM SPSS and IBM SPSS Amos, version 25 statistical packages. The sta-
tistical tests were: T-test to test for significant differences between two populations (gender
and experience variables), ANOVA to test for significant differences betweenmore than two
populations (age variable), convergent and discriminant validity (using the measurement
model, Hair et al., 2006, 2017) and structural equation modeling (from path analysis, Stage
et al., 2010).

Before the path analysis, we confirmed the hypotheses of univariate and multivariate
normality of the data employing the Kolmogorov-Smirnov (K-S) test with Lilliefors correc-
tion, taking as a reference that the values of skewness were less than three and kurtosis less
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than 10 as criteria of data adequacy (Kline, 2005), and with Mardia’s coefficient (Mardia,
1970). Finally, the goodness-of-fit indices of the model reflected its adequacy.

3 RESULTS
Descriptive statistics showed differences in the means of each construct according to gen-
der (Table 2). Men obtained higher scores in all constructs of the UTAUT2 model. Thus,
statistically significant differences existed for: EE (p = .009); FC (p = .001); HM (p = .017);
PV (p = .016).

Table 2 Descriptive statistics and significance based on
gender

Construct Men Women p
M SD M SD

PE 15.94 7.541 14.70 7.115 .127
EE 17.95 7.658 15.67 7.759 .009
SI 9.83 5.122 9.22 5.208 .297
FC 18.88 6.795 16.04 7.597 .001
HM 13.47 5.734 11.92 5.773 .017
PV 12.64 6.329 11 5.911 .016
H 10.11 5.749 10.08 6.156 .969
BI 9,78 5.187 8.89 5.137 .121
UB 19.02 9.646 16.87 10.190 .057

Descriptive statistics based on age also showed differences in the means (Table 3). The
highest means in the UTAUT2model were attained by the population over 21 years. Signif-
icant differences existed in the constructs of EE (p = .000), FC (p = .000), HM (p = .021),
PV (p = .021) and UB (p = .033).

Table 3 Descriptive statistics and significance based on age

Construct ≤20 21-35 ≥36 p
M SD M SD M SD

PE 14.43 7.315 15.99 7.050 16.56 7.164 .091
EE 15.03 7.759 18.49 7.484 17.56 6.811 .000
SI 9.30 5.082 9.61 5.446 8.81 4.736 .770
FC 15.51 7.562 18.96 6.965 19.38 5.909 .000
HM 11.78 5.895 13.10 5.514 14.88 5.524 .021
PV 10.84 6.076 12.63 6.028 11 4.953 .021
H 10.05 6.081 10.28 6.050 9.12 5.536 .758
BI 8.66 5.128 9.93 5.265 9.69 4.012 .064
UB 16.49 10.099 18.84 9.926 21 9.423 .033

Regarding descriptive statistics based on experience, the highest means in the UTAUT2
model were obtained by the population with the most user experience, with significant dif-
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ferences in all constructs (Table 4).

Table 4 Descriptive statistics and significance based on
experience

Construct <1 >1 p
M SD M SD

PE 14.12 7.130 19.61 6.018 .000
EE 14.95 7.604 23 4.596 .000
SI 9.01 5.161 11.28 4.920 .001
FC 15.57 7.408 23.04 3.929 .000
HM 11.49 5.720 16.63 4.030 .000
PV 10.61 5.834 15.63 5.466 .000
H 9.75 6.067 11.78 5.648 .012
BI 8.42 5.058 12.66 4.140 .000
UB 16.55 10.319 21.99 7.306 .000

Regarding the instrument, the convergent validity had adequate values (Table 5). Thus,
the composite reliability (CR) values of the constructs were above .8, and the average vari-
ance extracted (AVE) values were above .5 (Hair et al., 2017).

For the discriminant validity analysis, we used the square root of AVE to correlate the
latent constructs (Table 6). Thus, each factor represented a different dimension, and the
psychometric characteristics of the instrument were acceptable (Ratchford, 1987).

Before the path analysis, the normality values showed a skewness value of -.237, an asym-
metrically negative curve, and a kurtosis value of -.868, translating into a platykurtic dis-
tribution. However, the skewness and kurtosis values were within appropriate values (< 3
and < 10). In contrast, the K-S test with Lilliefors significance correction established that
the data did not follow a normal distribution (K-S = .079; df = 399; p = < .000).

Although the univariate normality hypothesis was not met, multivariate normality was
confirmed (Mardia = 42.77), being a value lower than p*(p + 2), where p was the number
of observed variables (in total 34 scale items) (Bollen, 1989) . In turn, the goodness-of-fit
indices of the PA model were adequate (Byrne, 2013) (Table 7).

The results of the hypothesis testing showed that only 11 of the 22 hypothesized rela-
tionships were supported (Table 8). Moreover, these relationships were positive between
the different variables, so the higher the score, the higher the two variables increased. The
unsupported hypotheses were rejected.

Finally, in the path analysis, the relationships between the constructs were collected,
and only the values of supported hypotheses were established (Figure 2). Based on this, the
path coefficients supported 11 hypotheses (H1, H5, H6, H8, H9, H12, H13, H16, H17, H21,
H22). These data showed that effort expectancy, social influence, and facilitating conditions
did not influence the behavioral intention to useChatGPT.The coefficients of determination
(R2) of the model for each endogenous variable were for PE (R2 = .000); EE (R2 = .000); SI
(R2 = .000); FC (R2 = .081); HM (R2 = .051); PV (R2 = .003); H (R2 = .003); BI (R2 = .800);
UB (R2 = .606).
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Table 5 Convergent validity measures

Construct Item Factor Loading CR AVE
PE PE1 .856 .930 .769

PE2 .884
PE3 .913
PE4 .854

EE EE1 .921 .958 .852
EE2 .889
EE3 .944
EE4 .938

SI SI1 .923 .945 .851
SI2 .933
SI3 .913

FC FC1 .893 .910 .718
FC2 .872
FC3 .871
FC4 .747

HM HM1 .935 .958 .886
HM2 .959
HM3 .930

PV PV1 .929 .967 .907
PV2 .973
PV3 .955

H H1 .872 .891 .674
H2 .781
H3 .710
H4 .907

BI BI1 .879 .918 .790
BI2 .835
BI3 .949

UB UB1 .827 .924 .670
UB2 .883
UB3 .826
UB4 .726
UB5 .799
UB6 .845

4 DISCUSSION
This research explored the acceptance of ChatGPT by university students using the
UTAUT2 model as a reference. The results showed assent and recognition of the potential
of this chatbot in the learning process. This finding aligns with the international strategy
established by UNESCO (2019) to promote artificial intelligence in education so that
students learn with it and about it to prepare for its impact on different areas of their lives.
This study also aligns with the conclusions of previous studies that defend favoring its
use, for example, as a first approach to the information content on a subject (Carrasco
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Table 6 Discriminant validity measures

PE EE SI FC HM PV H BI UB
PE .877
EE .808 .923
SI .767 .620 .923
FC .758 .925 .617 .847
HM .796 .824 .627 .838 .941
PV .664 .735 .572 .768 .743 .952
H .625 .504 .697 .454 .528 .531 .821
BI .759 .658 .713 .635 .704 .664 .899 .888
UB .681 .583 .644 .592 .652 .579 .734 .817 .819

Note: Diagonals represent the average variance extracted, while the other
matrix entries represent the squared correlations

Table 7 Goodness of fit measure

Index Values obtained Criteria
χ2 43.71
gl 16
χ2/gl 2.73 ≤3
GFI .983 ≥.90
RMSEA .046 <.05
NFI .988 ≥.90
CFI .992 ≥.90
AGFI .915 ≥.90
SRMR .406 <.08

Note. df = degrees of freedom; GFI =
goodness-of-fit index; RMSEA = root mean
squared error of approximation; NFI =
normalised fit index; CFI = comparative
fit index; AGFI = adjusted goodness-of-
fit index; SRMR = standarized root mean-
square

et al., 2023) , comparing sources (García-Peñalvo, 2023), or experimenting with more
personalized learning (Anderson et al., 2023). Acceptance by university students and
evidence about its positive impact on the educational process can lead to educational
innovations.

As a novel contribution to this field of study, we explored some socio-demographic char-
acteristics affecting the acceptance of ChatGPT by university students. The confirmation of
hypotheses H8, H12, andH21 shows that university students’ experience of using ChatGPT
determines their perception of facilitating conditions, hedonic motivation, and behavioral
intention to use ChatGPT. Gender was not a determining variable. Age was only a deter-
minant in perceiving facilitating conditions (H6). This knowledge can lead to adapting
practices and experiences according to the needs of university students and to improving
the effectiveness of their use in educational settings.
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Table 8 Hypothesis testing results

Hypothesis Relationship Path coefficient CR Results
H1 PE→ BI .102 3.40 *** Supported
H2 EE→ BI -.001 -.025 .980 Not supported
H3 SI→ BI .005 .128 .898 Not supported
H4 FC→ BI .019 .571 .568 Not supported
H5 FC→ UB .218 4.051 *** Supported
H6 FC← Age 1.205 2.579 .010 Supported
H7 FC← Gender -.071 -.152 .879 Not supported
H8 FC← Exp 4.486 6.230 *** Supported
H9 HM→ BI .143 3.857 *** Supported
H10 HM← Age .134 .382 .702 Not supported
H11 HM← Gender .134 .333 .739 Not supported
H12 HM← Exp 3.416 5.507 *** Supported
H13 PV→ BI .069 2.302 .021 Supported
H14 PV← Age .381 .908 .364 Not supported
H15 PV← Gender -.356 -.740 .459 Not supported
H16 H→ BI .509 19.167 *** Supported
H17 H→ UB .355 3.814 *** Supported
H18 H← Age -.321 -.791 .429 Not supported
H19 H← Gender .495 .975 .330 Not supported
H20 H← Exp .410 .656 .512 Not supported
H21 BI← Exp 1.416 4.320 *** Supported
H22 BI→ UB .968 7.739 *** Supported

Note: Exp = experience; CR = critical radio; ***Significant at p < 0.001

Another important finding is the confirmation of the influence of user experience (H21),
hedonic motivation (H9), and habit (H16) on the behavioral intention to use ChatGPT. It is
consistent with themagnitude of user adoption in the short time since its inception (Tong&
Zhang, 2023). Evidence has also shown how the price value (H13) influences this behavioral
intention to use. So far, access and enrollment in this chatbot are free of charge, but if this
condition is removed, it may affect the equity of student use (Kasneci et al., 2023). On the
other hand, performance expectancy (H1) also determined the behavioral intention to use.
This data was linked to the probability of correct answers to official exam questions (Car-
rasco et al., 2023). This information helps understand university students’ perception of
ChatGPT and its influence on the intention to use it in education.

Finally, this research confirmed that facilitating conditions (H5), habit (H17), and inten-
tion to use this tool (H22) were conditioning factors of user behavior. This result is
explained by the complexity of the language model developed (Kung et al., 2023), giving
rise to the ease of access and use, the variety of brief and concrete responses, the number of
information sources, user confidentiality, and compatibility with other devices, among oth-
ers (Carrasco et al., 2023; Rozencwajg&Kantor, 2023). Furthermore, this research indicates
the need to study in depth the factors that condition the use of AI tools such as ChatGPT
for proposals adapted to training demands and positively impact the quality of education.
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Figure 2 Structural measurement model

5 CONCLUSIONS
This study has reported on the acceptance of ChatGPT by university students. In terms of
the socio-demographic variables of university students, the experience of use (user experi-
ence) is the fundamental determinant of this acceptance. On the other hand, usage experi-
ence, performance expectancy, hedonic motivation, private value, and habits influence stu-
dents’ behavioral intention to use this artificial intelligence chatbot prototype. More specif-
ically, facilitating conditions, habit, and behavioral intention were factors conditioning the
user behavior.

These findings have implications for research and educational practice in higher educa-
tion. On the one hand, they offer an approach to understanding student perception and
behavior in the face of this technological advance within the educational sciences. The
acceptance of ChatGPT by university students is due to their perception of the potential
use of this technology in the learning process. This evidence is interesting in the context
of the debate currently taking place within Spanish universities on developing policies and
strategies around the functionality and use of ChatGPT. Moreover, this acceptance of Chat-
GPT by university students is relevant information to the teaching staff for decision-making
and rethinking their teaching and training. Regarding the latter, it seems imperative to train
students in the ethical and responsible use of ChatGPT, its potential and limitations (con-
sidering that it only complements learning), and the ability to formulate clear and specific
questions and verify the responses.
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The limitations of this research are those of cross-sectional studies; they provide valuable
information, but the results need cautious interpretation for several reasons, including the
difficulty of inferring causality and the inability to assess changes over time. Despite these
limitations, the results of this study provide an essential first approach to understanding and
adapting chatbots in the field of education. Given the short time since the creation of Chat-
GPT, more research is needed to demonstrate its impact on the quality of the educational
process. Further studiesmust determine the functionality and use of ChatGPTby university
students in the learning process to develop proposals to improve its effectiveness. Finally,
using this artificial intelligence chatbot prototype within the educational process in higher
education necessarily entails exploring the perception and training of university faculty.
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