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#### Abstract

The Multiple-choice (MC) item format is commonly used in educational assessments due to its economy and effectiveness across a variety of content domains. However, numerous studies have examined the quality of MC items in high-stakes and higher-education assessments and found many flawed items, especially in terms of distractors. These faulty items lead to misleading insights about the performance of students and the final decisions. The analysis of distractors is typically conducted in educational assessments with multiple-choice items to ensure high-quality items are used as the basis of inference. Item response theory (IRT) and Rasch models have received little attention for analyzing distractors. For that reason, the purpose of the present study was to apply the Rasch model, to a grammar test to analyze items' distractors of the test. To achieve this, the current study investigated the quality of 10 instructorwritten MC grammar items used in an undergraduate final exam, using the items responses of 310 English as a foreign language (EFL) students who had taken part in an advanced grammar course. The results showed an acceptable fit to the Rasch model and high reliability. Malfunctioning distractors were identified.
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## 1. Introduction

Multiple-choice (MC) items are commonly used in educational assessments due to their capacity for measuring many knowledge, competencies, and skills in an objective and efficient manner (Gierl et al., 2017). MC items are highly reliable, administered easily, and scored objectively (Rodriguez, 2016). They are also used for formative and diagnostic purposes and are able to assess a wide range of knowledge and course materials. Such advantages have made MC items appropriate for a variety of purposes ranging from high-stakes exams to classroom achievement testing, despite some potential limitations including guessing and unintentionally
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exposing test takers to incorrect information. Consequently, because of these advantages, enhancing the quality of MC items is of paramount importance.

MC items contain the stem, alternative responses, and further information (e.g., figures, passages, and tables) which are essential for responding to the given item. The stem consists of a question that test takers must respond to, whereas the response options contain several alternative responses with a correct option, keyed option, and one or more distractors, known as plausible but incorrect options.

Distractors are used to discriminate between low and high-performing test takers, that is, test takers who have acquired the required knowledge to respond correctly to the item from those who have not mastered the content. Thus, the distractors of MC items should include a set of sensible but wrong options on the basis of test takers' common misconceptions which allows for measuring the learning status of students in a specific content domain (Rashidi, \& Safari, 2014; Shin et al., 2019). Numerous researchers have suggested guidelines for developing MC items and distractors (Haladyna \& Rodriguez, 2013; Haladyna et al., 2002; Huntley \& Welch, 1993; McLeod et al., 2003; Moreno et al., 2015; Mosier \& Price, 1945).

Because the use of implausible distractors leads to misleading insights about the performance of students and contaminating critical decisions, distractor analysis should be implemented to ensure that all answer options perform well. Distractor analysis is the process of examining the functioning of wrong answers against the correct answer for MC items on a test. As argued by Wolf and Smith (2007, p. 209), distractor analysis indicates to what extent the responses to the distractors are in concord with the expected cognitive operations upon which the distractors were constructed. Assessing the quality of MC items can be typically conducted in two ways. The first way is to use professional judgment processes such as content guidelines, style and format, writing the stem, and writing options (Haladyna \& Rodriguez, 2013). The second way is to utilize statistical methods to identify item properties and utilize the statistics to specify whether an item can be appropriately inserted into the test for assessing the performance of test takers (Downing, 2006).

Over the past few decades, a great deal of research has been conducted to analyze the effect of distractors (e.g., Baghaei \& Dourakhshan, 2016; Baghaei \& Amrahi, 2011a; Hohensin \& Baghaei, 2017; Brown \& Abdulnabi, 2017; Shin et al., 2019a, 2019b, to name a few; See Lions et al., 2022, for a comprehensive review). Although previous studies have provided valuable insight into the analysis of response options, especially distractors, in MC items, there has been little research on the use of item response theory (IRT) and the Rasch model (Rasch, 1960) for assessing the quality of response options, especially for evaluating instructorconstructed MC tests. To fill this gap, this study aims to use the Rasch model to examine the quality of response options of an instructor-constructed MC grammar test. Rasch model is a probabilistic model used to make a prediction about the outcome of encounters between persons and a set of items (Aryadoust et al., 2021; Baghaei \& Amrahi, 2011b). In the Rasch model, the probability of getting an item right is a function of person ability and item difficulty. More particularly, the Rasch model makes a logistic function of the discrepancy between item difficulty and person ability. A person with a higher ability has more probability to give a correct answer to the item. A distinctive feature of the Rasch model is that it creates a rulerlike device, as an interval scale with logits units (or log-odds units), to plot items and persons
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on the same latent trait continuum on which the position of persons and items indicates the ability and difficulty measures, respectively.

## 2. Method

### 2.1 Participants

Participants in this study were 310 English as a foreign language (EFL) undergraduate students at Ahl-Al-Bayt University, Kerbala, Iraq. There were 199 (64.2\%) male and 111 (35.8\%) female students.

### 2.2 Instruments

To assess the grammar ability of the students, the researchers constructed a four-option MC test which includes 10 items. Students had to fill in the blanks by choosing the correct word or phrase among the four available options. The test was administered as part of a final exam in a grammar course in eight parallel classes. The score of the test ranged from 2 to 9 , with a mean of $2.57(S D=1.709)$. Using Cronbach alpha, the reliability coefficients of the test was calculated, and a value of 0.42 was obtained, indicating the low reliability for the scale.

## 3. Results

### 3.1. Item Characteristics

For this study, we used WINSTEPS computer package, Version 3.73 (Linacre, 2009) to fit the test data to the Rasch model. Table 1 provides Rasch measurement results, including item difficulty measures, their standard error of measurement, fit statistics, and point-measure correlation. The second column gives the difficulty of the test items, indicating the location of items on the latent trait continuum and are explained in logits (or log odd-units). Item analysis produced an item difficulty varied from -1.23 to 1.17 logits, with separation and item reliability coefficients of 4.26 and 0.95 , respectively. Person estimates also varied from -3.69 to 2.37, with separation and person reliability coefficients of 0.51 and 0.21 , respectively. Person and item reliability coefficients indicate the precision of the test in measuring person performance and the difficulty of the items (Linacre, 2009). Person reliability with higher values shows that the test differentiates well among students with different ability levels (Bond \& Fox, 2015). Separation is the ratio of true variance to error variance and shows the number of students' classifications and the items' hierarchy (Linacre, 2009). Column "Standard error" presents the extent to which item difficulty measures were precisely estimated.

Columns three and four demonstrate the results of infit and outfit mean-square (MNSQ) for assessing the quality of the items. As argued by Linacre (2002), outfit MNSQ is sensitive to outliers, whereas infit MNSQ is sensitive to abnormal behavior of items close to persons’ measures. Values within the range of 0.5 to 1.50 are considered ideal (Linacre, 2009). In this study, all the test items have fit values within the acceptable range, suggesting that items can represent the intended underlying latent trait very well.

The last column shows point-measure correlations for all the test items. Point-measure is similar to item-total correlation or item discrimination in classical test theory and indicates the extent to which observed scores agree with the expected latent trait. As can be seen, all values
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are positive, suggesting that the patterns of the difficulty of test items conform to the Rasch model (Linacre, 2009).

Table 1.
Item Difficulty Measures, Fit Indices, and Point-measure Correlation

| Items | Item <br> Difficulty | Standard <br> Error | Infit <br> MNSQ | Outfit <br> MNSQ | Point-measure <br> Correlation |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{1}$ | -0.52 | 0.13 | 0.92 | 0.94 | 0.48 |
| $\mathbf{2}$ | 0.36 | 0.16 | 0.91 | 0.84 | 0.45 |
| $\mathbf{3}$ | -1.23 | 0.13 | 1.04 | 1.04 | 0.43 |
| $\mathbf{4}$ | -0.34 | 0.14 | 1.11 | 1.09 | 0.34 |
| $\mathbf{5}$ | 0.02 | 0.15 | 0.84 | 0.79 | 0.52 |
| $\mathbf{6}$ | 0.62 | 0.17 | 1.07 | 1.18 | 0.28 |
| $\mathbf{7}$ | 1.17 | 0.20 | 1.15 | 1.22 | 0.18 |
| $\mathbf{8}$ | 0.53 | 0.16 | 0.99 | 0.91 | 0.37 |
| $\mathbf{9}$ | 0.15 | 0.15 | 0.98 | 1.02 | 0.39 |
| $\mathbf{1 0}$ | -0.73 | 0.13 | 1.02 | 1.02 | 0.42 |
| Mean | 0.00 | 0.15 | 1.00 | 1.01 | - |
| SD | 0.68 | 0.02 | 0.09 | 0.13 | - |

Note. MNSQ = Mean-square; SD = Standard Deviation

Figure 1 depicts the positions of items and persons on the same scale, referred to as the Wrigh map. This indicates a unique feature of the Rasch model which allows to express person ability estimates and item difficulty estimates on the scale which is expressed in logits. The expected latent trait is represented by a dotted line. Persons and items on top of the metric are students with higher abilities and more difficult items, and those at the bottom of the metric are students with lower abilities and easier items. The map demonstrates that items cover a relatively wide range of difficulty, from -1.23 logits (Item 3; SEM $=0.13$ ) to 1.17 logits (Item 7; $S E M=0.20$ ). Person ability measures vary from -3.69 to 2.37 . Overall, the Wright map shows that the level of the test items' difficulties was higher than the ability of level of the students. Therefore, a number of easier items should be added to the test to cover the ability levels of all students.

## Figure 1.

Wright Map of the Distribution of Items and Persons on the Latent Trait


### 3.2. Checking Unidimensionality

We also checked the unidimensionality of the test. Unidimensionality is an important assumption in IRT and Rasch models. This indicates that all items of a test should measure only a single latent trait. To examine whether the test is unidimensional, we used principal component analysis of linearized Rasch residuals (PCAR). Residuals are considered as differences between predictions of the Rasch model and the observed data and are part of the data the model has not accounted for. Residuals are expected to be randomly distributed and uncorrelated (Linacre, 2009). The lower the values of the residuals, the better the data fit the Rasch model. The analysis of PCAR revealed that the model explains $19.9 \%$ variance of the actual data; person measures explain $6.6 \%$, and item measures explain $13.3 \%$. Although the observed model variance agrees with the expectations of the model $(19.7 \%), 80.1 \%$ of the variance isnot explained. The first component accounts for $11.6 \%$ of the unexplained variance
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with the eigenvalue equal to 1.4 , which is smaller than 2 . As Figure 2 shows, the residuals of the test items do not form identifiable patterns. Items scatter across the map, indicating the unidimensionality of the test (Linacre, 2009).

### 3.3. Checking Response Options

Furthermore, Table 3 summarizes response option statistics for the data. Column one indicates the item number. The second and third columns demonstrate the data code (response options) and answer key for each item, respectively. Column three shows the frequency and percentage of each option. As an illustration, Option 4 in Item 1 has the largest proportion of responses, suggesting that a large number of students have selected this option and have given a correct answer to the item. The fourth and fifth columns represent the average measure of students' ability, who have selected each option, and the standard error of the mean measure of the sample of students who selected each option, respectively.

## Figure 2.

Representation of the Standardized Residual Contrast in the Grammar Test


In relation to average ability, we expect that correct answers should have higher average abilities. In other words, the average mean for the correct option should be constantly greater than other options, especially distractors. The values in the table support this expectation. Column seven shows the mean of the outfit mean-squares related to response options. As can be seen, except for Option 3 in Item 6, Option 3 in Item 7, and Option 2 in Item 8 (represented by an asterisk * in the table), all values are within the acceptable range of 0.50 to 1.50 (Linacre, 2009). The last column finally indicates the point-measure correlation between options and students' total Rasch person measures on the test. Correlations should be positive for the correct
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options and negative for the distractors to indicate that students who select the wrong options have lower measures compared to those students who select the correct options. Except for Distractor 3 in Item 6, Distractor 1 in Item 7, Distractor 2 in Item 8, and Distractor 1 in Item 9 (represented by asterisks* in the table), all distractors of the test items have negative values.

Table 3.
Summary of Response Option Statistics for the Grammar Data

| Items | Data <br> Code <br> (Response <br> Options) | Correct <br> Answer | $\begin{aligned} & \text { Count } \\ & (\%) \end{aligned}$ | Average <br> Ability | $\begin{aligned} & \text { S.E. } \\ & \text { Mean } \end{aligned}$ | $\begin{aligned} & \hline \text { Outfit } \\ & \text { MNSQ } \end{aligned}$ | Pointmeasure Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 69 (22\%) | -1.86 | 0.12 | 0.8 | -0.24 |
|  | 3 | 0 | 80 (26\%) | -1.74 | 0.11 | 0.9 | -0.20 |
|  | 2 | 0 | 22 (7\%) | -1.74 | 0.19 | 0.8 | -0.09 |
|  | 0 | 0 | 36 (12\%) | -1.54 | 0.16 | 1.0 | -0.06 |
|  | 4 | 1 | 103 (33\%) | -0.62 | 0.10 | 1.0 | 0.48 |
| 2 | 3 | 0 | 91 (29\%) | -1.73 | 0.11 | 0.9 | -0.21 |
|  | 0 | 0 | 44 (14\%) | -1.65 | 0.15 | 0.9 | -0.10 |
|  | 4 | 0 | 16 (5\%) | -1.53 | 0.34 | 1.4 | -0.03 |
|  | 2 | 0 | 99 (32\%) | -1.50 | 0.09 | 0.9 | -0.08 |
|  | 1 | 1 | 60 (19\%) | -0.37 | 0.12 | 0.8 | 0.45 |
| 3 | 1 | 0 | 40 (13\%) | -1.97 | 0.17 | 0.9 | -0.21 |
|  | 0 | 0 | 66 (21\%) | -1.88 | 0.13 | 1.0 | -0.24 |
|  | 2 | 0 | 28 (9\%) | -1.66 | 0.20 | 1.1 | -0.08 |
|  | 4 | 0 | 31 (10\%) | -1.60 | 0.18 | 1.1 | -0.07 |
|  | 3 | 1 | 145 (47\%) | -0.87 | 0.08 | 1.0 | 0.43 |
| 4 | 4 | 0 | 35 (11\%) | -2.29 | 0.17 | 0.6 | -0.30 |
|  | 3 | 0 | 36 (12\%) | -1.56 | 0.20 | 1.4 | -0.06 |
|  | 0 | 0 | 65 (21\%) | -1.52 | 0.13 | 1.2 | -0.07 |
|  | 1 | 0 | 81 (26\%) | -1.42 | 0.11 | 1.2 | -0.03 |
|  | 2 | 1 | 93 (30\%) | -0.81 | 0.09 | 1.1 | 0.34 |
| 5 | 2 | 0 | 96 (31\%) | -1.78 | 0.09 | 0.7 | -0.25 |
|  | 3 | 0 | 54 (17\%) | -1.64 | 0.14 | 0.9 | -0.11 |
|  | 0 | 0 | 33 (11\%) | -1.64 | 0.19 | 1.1 | -0.08 |
|  | 4 | 0 | 52 (17\%) | -1.62 | 0.14 | 0.9 | -0.10 |
|  | 1 | 1 | 75 (24\%) | -0.36 | 0.10 | 0.8 | 0.52 |
| 6 | 1 | 0 | 56 (18\%) | -1.87 | 0.14 | 0.7 | -0.21 |
|  | 2 | 0 | 23 (7\%) | -1.70 | 0.15 | 0.6 | -0.08 |
|  | 0 | 0 | 116 (37\%) | -1.68 | 0.09 | 0.8 | -0.22 |
|  | 3 | 0 | 65 (21\%) | -0.82 | 0.14 | 1.9* | 0.26* |
|  | 4 | 1 | 50 (16\%) | -0.67 | 0.15 | 1.2 | 0.28 |
| 7 | 2 | 0 | 17 (5\%) | -1.86 | 0.24 | 0.7 | -0.11 |
|  | 4 | 0 | 37 (12\%) | -1.70 | 0.19 | 0.9 | -0.11 |
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|  | 0 | 0 | 149 (48\%) | -1.64 | 0.08 | 0.8 | -0.24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 0 | 74 (24\%) | -0.81 | 0.12 | 1.8* | 0.29* |
|  | 3 | 1 | 33 (11\%) | -0.79 | 0.16 | 1.2 | 0.18 |
|  | 0 | 0 | 127 (41\%) | -1.76 | 0.09 | 0.8 | -0.30 |
|  | 3 | 0 | 29 (9\%) | -1.60 | 0.21 | 1.6* | -0.07 |
| 8 | 4 | 0 | 14 (5\%) | -1.57 | 0.31 | 1.0 | -0.04 |
|  | 2 | 0 | 87 (28\%) | -1.25 | 0.11 | 1.2 | 0.07* |
|  | 1 | 1 | 53 (17\%) | -0.47 | 0.12 | 0.9 | 0.37 |
|  | 4 | 0 | 18 (6\%) | -1.92 | 0.20 | 0.6 | -0.12 |
|  | 3 | 0 | 16 (5\%) | -1.89 | 0.20 | 0.6 | -0.11 |
| 9 | 0 | 0 | 149 (48\%) | -1.70 | 0.08 | 0.8 | -0.29 |
|  | 1 | 0 | 58 (19\%) | -1.16 | 0.13 | 1.3 | 0.09* |
|  | 2 | 1 | 69 (22\%) | -0.57 | 0.13 | 1.0 | 0.39 |
|  | 1 | 0 | 20 (6\%) | -2.04 | 0.18 | 0.6 | -0.16 |
|  | 0 | 0 | 42 (14\%) | -1.86 | 0.18 | 1.1 | -0.17 |
| 10 | 2 | 0 | 47 (15\%) | -1.76 | 0.14 | 0.9 | -0.15 |
|  | 3 | 0 | 86 (28\%) | -1.57 | 0.11 | 1.1 | -0.11 |
|  | 4 | 1 | 115 (37\%) | -0.77 | 0.09 | 1.0 | 0.42 |

Note. S.E. = Standard Error; MNSQ = Mean-square

## 4. Conclusion

This study set out to evaluate the quality of an instructor-constructed MC grammar test. The Rasch model was utilized to check data-model fit and analyze distractors. The results of fit indices, item difficulty measures, and point-measure correlations showed that the structure of the observed data conforms to the predictions of the Rasch model. The result of the reliability coefficient for items was higher than the acceptable value of 3 , and the separation value was greater than 2 , suggesting the representativeness of the test items. However, person reliability coefficients and separation values were low, indicating that the test could not accurately measure person performance and identify students' classifications. This could be attributed to the very low standard deviation of scores $(S D=1.709)$, that is, data points were mainly below the mean. The unidimensionality of the test was also investigated using PCAR. It turned out that the eigenvalue of the first contrast was lower than 2 , indicating the unidimensionality of the test.

Finally, the analysis of response options showed that all correct responses had greater average abilities, that is, the average mean for distractors was lower than the correct options. The values of Outfit MNSQ revealed that apart from the options of three items (e.g., Option 3 in Item 6, Option 3 in Item 7, and Option 2 in Item 80, all values were within the ideal range of 0.50 to 1.50 . Except for some distractors, the values of point-measure correlations were also negative.

An important finding of the study is that the data had an adequate fit to the Rasch model. This diverges from previous studies (e.g., Brown \& Abdulnabi, 2017; Shin et al., 2019) which indicated that the structure of the Rasch model is not appropriate for evaluating MC items due to its strict assumptions. Because MC items have the possibility of guessing, it is rational to
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use models which can identify the effect of the chance performance. Three-parameter logistic IRT (3-PL IRT; Lord, 1980) model has the potential to estimate pseudo-guessing parameter. The present study, however, has demonstrated that the Rasch model can detect items and response options with low discrimination.

The analysis of distractors allows instructors and test developers to grasp why students generate wrong answers which results in diagnostic inferences about test performance.
Instructors can also detect the content areas that require instructional improvement and give feedback to students for further remedial instruction (Arefsadr et al., 2022).

One limitation of this study is that a small sample size $(\mathrm{N}=310)$ was used for analyzing the test. Future studies can use large sample sizes to investigate whether the results of this study, especially the good fit of the data to the Rasch model, can be replicated. Besides, linear logistic test modeling (Baghaei \& Kubinger, 2015; Fischer, 1973) can be used to examine if decision processing in option selection imposes any construct-irrelevant cognitive load on examinees (Embretson \& Wetzel, 1987).
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