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ABSTRACT

The early detection of students’ academic performance or final grades helps instructors prepare their 

online courses. In the Open University Learning Analytics Dataset, I found many online students clicked 

the course materials before the first day of class. This study aims to investigate how data mining models 

can use this student interaction data to predict their academic performance. In this study, this interaction 

information is called “week 0” data. The results suggest that “week 0” interaction data can be used to 

identify the academic success of online students and predict first assignment performance.

Keywords: educational data mining, online learning, early detection

INTRODUCTION
During COVID 19, all universities had to 

replace traditional face-to-face courses with 
distance courses. Distance education includes 
e-learning, blended learning, and online learning. 
In the 2009 PISA assessment report, about 15% of 
students in OECD countries reported that they did 
not have Internet at home, but in 2018, that num-
ber dropped to less than 5% (Schleicher, 2019). 
Because of the popularity of the Internet, online 
distance learning has become a trend in higher 
education, because it is a convenient and flexible 
learning environment for students. However, in 
online learning education, instructors have less 
interaction with students. In a face-to-face course, 
an instructor can observe the students’ in-class 
activities or combine their assignments to iden-
tify students with high or low risk in their studies. 
However, in the early stage of an online class, the 
instructor does not have sufficient data to identify 
the academic success of students. So, online inter-
action with web materials becomes an important 
piece of information to help the instructor to evalu-
ate the students’ final grades.

The most common university online data 

system includes massive open online courses 
(MOOCs), virtual learning environments (VLE), 
and learning management systems (LMSs) 
(Hussain et al., 2018). In this study, I selected 
the Open University Learning Analytics Dataset 
(OULAD) as the study sample. The OULAD is a 
virtual learning environment system and belongs 
to the Open University (Kuzilek et al., 2017). This 
system offers resources, activities, and interac-
tions, as well as different stages of assessment 
(Britain and Liber, 1999). The online interactions 
include online discussion, question posts, the total 
sum of material clicks, and frequency of viewed 
materials. In addition, designing an early detection 
system is an important way to identify students’ 
academic success and predict students’ assign-
ment performance. Hussain et al. (2018) use the 
sum of material clicks of students and their demo-
graphic data to predict their first assessment score. 
They employed different decision tree models to 
prove that student engagement (material clicks) 
will impact their performance. Hlosta et al. (2017) 
used the students’ click information to identify 
at-risk online students. Those studies proved that 
data mining methods can use students’ online 
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interaction information to identify at-risk students 
and predict assignment’ performance. 

In this study, I found that many Open 
University online students have already clicked 
the course materials before the first day of courses. 
No research articles focus on this part of the data. 
Therefore, I named “week 0” data for that infor-
mation. This study aims to integrate different 
classification data mining algorithms into those 
interaction data and student personal information 
data to identify academically successful students 
and predict first assignment performance. Suppose 
the data mining models can employ the “week 0” 
data to predict students’ academic success. In that 
case, they will prove that “week 0” can be used by 
educational data mining research. Accordingly, I 
designed two following research questions: 
RQ1. Can I use the classification data mining 

algorithms to identify academically 
successful students by their “week 0” 
interactions with and without student 
information?

RQ2. Can I use the classification data mining 
algorithms to predict first assignment 
performance by their “week 0” interactions 
with and without student information?

RQ3. If the data is usable, based on the outcomes 
of the following seven online courses, 
what are their similarities and differences? 
Which model is the better one?  

I used the WEKA software to conduct my 
research. WEKA is data mining software designed 
by the University of Waikato. This software can be 
freely downloaded in http://old-www.cms.waikato.
ac.nz/~ml/weka/. Hall et al. (2009) introduced how 
to use WEKA to conduct data mining models in 
big data analysis. The literature review is discussed 
in section two. Methods and data are presented in 
section three. Section four displayed the results 
and discussion. Finally, section five discussed the 
conclusion. 
LITERATURE REVIEW

Many articles discussed using WEKA to 
conduct the data mining analysis in educational 
research. Bresfelean (2007) used “WEKA J 48 
decision tree classifiers” to predict students’ choice 
in continuing their education with post-university 
studies. Aher and Lobo (2011) employed different 

data mining models to analyze the educational data-
base in the WEKA environment. Many educational 
research papers use WEKA to predict students’ aca-
demic performance (Hussain et al. 2018; Roy and 
Garg, 2017) and identify the high-risk dropout stu-
dents (Jayaprakash et al. 2014). Those articles show 
that WEKA is an effective data mining software for 
analyzing educational data.  

A number of studies focused on the week-wise 
design or early detection to predict the students’ 
academic performance. Marbouti et al. (2015) uti-
lized data mining models to predict that first-year 
students have a risk of failure in the 2nd, 4th, and 
9th weeks of an online course. Summers et al. 
(2020) used the first three weeks of student records 
to measure the online students’ engagement. 
Student engagement is an important educational 
factor to evaluate the students’ performance. 
Aljohani et al. (2019) employed machine learn-
ing models to predict at-risk students based on the 
first ten weeks’ clickstream data in a virtual learn-
ing environment. They indicated that the model 
could predict pass/fail with around 90% accu-
racy. Alyahyan and Düştegör (2020) summarized 
important research articles that focus on predicting 
students’ academic success in higher education. 

Several studies have been conducted to inves-
tigate student performance, learning behaviors, 
and status by data mining models in the online 
learning environment. Aldowah et al. (2019) sum-
marized influential educational data mining and 
learning analytics articles and classified each 
paper. Al-Radaideh et al. (2006) found that the 
classification models can be used to predict stu-
dents’ final grades in a specific course. Several 
research papers used classification models to pre-
dict students’ dropout rate from distance learning 
and e-learning courses (Kotsiantis et al., 2007; 
Lykourentzou et al., 2009). Sabourin et al. (2011) 
monitored students’ online activities to understand 
students’ self-regulated learning behaviors. Such 
articles supported unity of the data mining method 
in online educational research. 

In addition, some of the papers contribute the 
researchers’ educational data mining studies on 
the OULA dataset. These include the following (a) 
identifying the student at risk of low performance 
or engagement (Hussain et al. 2018; Kuzilek et al. 
2018); Peach et al. 2019; and (b) identifying student 
academic performance (Azizah et al. 2018; Rizvi 
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et al. 2019). For example, according to a recent 
research paper, Waheed et al. (2020) used an arti-
ficial neural network, SVM, and linear regression 
models on a set of unique handcrafted features 
extracted from the virtual learning environments 
clickstream data to investigate at-risk students pro-
viding measures for early intervention. They found 
those data mining approaches can effectively pre-
dict the at-risk students. 

Overall, most of the previous research did not 
emphasize that the “week 0” interaction data can 
be used to predict and assignment scores or iden-
tify the students’ final results. Therefore, this study 
will focus on the “week 0” online interaction data 
to design an early detection to assist the online 
course instructors in understanding and helping 
online students to improve their performances and 
achieve academic success in courses. 
METHOD

Data Source
In this study, the Open University Learning 

Analytics (OULA) dataset is designed by a stan-
dard query language (SQL) database. The data can 
be freely download at https://analyse.kmi.open.
ac.uk/open_dataset. The structure of OULA data, 
including six data files and seven online courses 
from 2013 to 2014 (Kuzilek et al., 2017). The stu-
dentInfo, studentRegistration, and course files 
include student personal information, final results, 
and course information. The student assessment 
scores, and assessment information are stored in 
assessments and studentAssessment data files. 
The studentVLE and VLE datasets include stu-
dent online interaction types and the sum of clicks. 
Three social science and four STEM online courses 
are recorded in this system. The total population 
consist of approximately 32000 students from 
seven individual online courses. 
Missing data

The Open University data is a public resource 
and incomplete records exist in all seven courses. 
Therefore, I used the listwise deletion method to 
disregard all the records which have missing value 
in the final results and first assignment scores, and 
then employed the mean and frequency values to 
impute other missing values.
Sample

The date variable indicates the date of students’ 

interaction with course materials. I only need the 
date value less than 1. It means this student has 
already accessed the online course materials before 
the first day of the course. The total number of 
this study is approximately 18500 students. Table 
1 displays the basic statistical description of stu-
dent information of each course. Table 2 shows the 
frequencies of “week 0” interaction data variables.  
The statistical descriptions of category variable 
include frequency and percentage. For continu-
ous variable, the descriptions consist of minimum, 
maximum, mean, and standard deviation. 
Dependent variables

Final result. This original variable con-
sists of four categories, such as “Fail,” “Pass,” 
“Distinction,” and “Withdrawn.” I converted the 
“Distinction” and “Pass” to “Pass” and trans-
ferred “Fail” and “Withdrawn” to “Fail.” Only 
passed students assumed as academically success-
ful. I assumed that “Fail” students would fail or 
withdraw from their courses. Student withdrawal 
courses can be assumed a waste of educational 
resources.  

Score. The original variable is a continuous 
variable. I converted it to a binary variable. The 
new binary variable consists of two outcomes: (a) 
high and (b) low. The criterion of conversion is if 
the assignment score is equal to or lower than 60, 
then this observation will be labeled as “low”, oth-
erwise the label is “high.” 
Independent variables

Activity type. The original activity type vari-
able consists of different serval types of online 
learning activities. I covert each category to 
new dummy variables. This student interaction 
variables include forum, subpage, homepage, 
resources, ouelluminate, and oucontent. The forum 
variable indicates the student interacts with the 
online discussion forum. The subpage reveals the 
student’s navigation path through the VLE struc-
ture, and the resources variable includes course 
materials, lecture slides, and books (Wolff and 
Zdrahal, 2012). The homepage variable reflects the 
homepage of every course in the VLE system. The 
oucontents variable indicate the content informa-
tion of online course, and the ouelluminate variable 
represents the virtual space where the university 
hold classes or meetings. 

Count. I created a dummy variable called 

https://analyse.kmi.open.ac.uk/open_dataset
https://analyse.kmi.open.ac.uk/open_dataset


JOURNAL OF EDUCATORS ONLINE

Table 1   The statistical descriptions of each course

Frequency
Variable AAA BBB CCC DDD EEE FFF GGG

Type Social Social STEM STEM STEM STEM Social 

Gender  

Female 266 3661 442 1752 220 787 1233

Male 356 435 1205 2513 1644 3559 236

Age band

0-35 279 2641 1124 3146 1402 3188 888

35-55 343 1455 523 1119 462 1168 581

IMD band

0-30% 119 1431 452 1201 481 1309 498

30%-60% 185 1330 512 1356 575 1400 471

60%-100% 330 1335 683 1708 808 1647 500

Education 

HE degree 151 564 387 747 392 671 71

Less than A level 136 1681 431 1400 589 1653 877

A level or high 347 1851 829 2118 883 2053 521

Region 

London 53 307 190 369 135 447 165

South and Yorkshire 202 972 402 1138 425 1095 433

North Region 108 673 292 813 348 820 304

West Region 188 1046 380 1107 447 1123 462

Ireland, Scotland, Wales  83 1098 383 838 509 871 105

Score 

High 527 3954 1031 2388 1480 3897 1363

Low 107 142 616 1877 384 459 106

Final result  

Pass 484 2813 856 2305 1398 3207 1209

Fail 150 1283 791 1960 466 1149 260

Total observation 634 4096 1647 4265 1864 4356 1469

Mean
date registration -78 -67 -67 -74 -64 -68 -54

studied credits 82 82 74 82 64 86 34

Table 2   The average frequencies of student interaction data of each course 

Mean Frequency 
AAA BBB CCC DDD EEE FFF GGG

Sum_click 168 57 74 97 97 148 52

homepage 34 14 16 29 19 33 15

ouelluminate 73 9 11 13 32 38 12

oucontent 73 9 11 13 32 38 12

resource 5 5 8 7 2 6 9

subpage 12 6 6 20 3 23 4

forumng 39 20 3 19 29 31 10

count 39 18 41 43 30 49 17
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“count.” This variable is accumulated by the fre-
quencies of activity type was accessed by students. 
For instance, if the number of counts is equal to 
10, it means this student access 10 times of online 
materials. 

Sum_click. This variable reflects the total num-
ber of online students who click course materials 
before the start of the course. This is an important 
attribute to count the students’ frequencies of inter-
action data.  
Covariate variables 

Age band. This variable indicates the different 
categories of online course students’ age intervals. 
The range of student age between 0 and 55.  

Date registration. The date variable specific 
date of students’ registration. For instance, if the 
date value is “-10”, it means this student registered 
for this course 10 days before the first day of the 
online course.  

Gender. Gender is an important demographic 
variable that may impact the students’ academic 
success in educational research.  

IMD band. This is a composite variable that 
includes living place income, education, crime 
rates, etc. The higher score of IMD band indicates 
the student living areas has high living conditions, 
otherwise, the lower score means the student living 
areas has lower living conditions. 

High education. The high education is a cate-
gorical variable that includes three categories: High 
school, less than A level, and A level or higher. 

Studied credits. This variable accumulates the 
total students’ credits of each online student. The 
range of student credits between 30 and 655. 
EDUCATIONAL DATA MINING 

Knowledge discovery in databases (KDD) 
focuses on the overall process of knowledge dis-
covery from data, including how the data are 
stored and accessed, how algorithms can be scaled 
to massive data sets and still run efficiently, how 
results can be interpreted and visualized, and how 

the overall man-machine interaction can usefully 
be modeled and supported (Fayyad et al.,1996). 
Figure 2 shown the overview of KDD steps of 
this study. First, select the sample from the Open 
University online data, and process the data to 
clear the sample. Second, transfer the variable type 
or create dummy variables. Third, use data min-
ing models to analyze the data and evaluate the 
models. Finally, based on the result to construct a 
knowledge pattern.  

Educational data mining (EDM) applies data 
mining methods to educational data (Baker & 
Yacef, 2009). Data mining is increasingly gaining 
significance in studying online learning behavior 
and student performances in educational research. 
In this paper, I choose the classification decision 
tree, random forest, and K-nearest neighbors to 
construct the data mining models. The classi-
fication model is supervised machine learning. 
Supervised learning is required to split the entire 
data into two disjoint datasets: a training set and 
a testing set. The training set is used to construct 
the model, and testing data will evaluate the per-
formance of the model.
Decision tree (DT)

The decision tree is a tree-like structure 
supervised algorithm and consists of a root and 
several branches that represent attributes and con-
sequences of the test. In this study, I choose J-48 
decision tree to conduct my research. An internal 
node may contain two or more leaf nodes. Internal 
nodes represent the characteristics of the database. 
The general rule of DT is if condition A is true, 
then print the outcomes. If not, check other condi-
tions until there is no path. The advantages of the 
decision tree include that (a) DT uses an “If-then” 
statement, which is easy to understand, interpret 
and apply, and (b) DT can visualize the outcomes 
of data predictions.   
Random forest (RF)

Random forest is one of the decision tree 

Figure 1 . The KDD Processes
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algorithms methods. This approach will randomly 
construct different decision trees in the forest and 
input data into each tree. Each tree will compute 
the outcome, and the outcome with the highest fre-
quency is selected as the prediction of the model. 
The strengths of the random forest include (a) RF 
has high performance in prediction and low error 
rate, and (b) RF can be understood and used easily.  
K-nearest neighbors (K-NN)

K-nearest neighbors (K-NN) will search for 
the nearest neighbors in the entire training data-
set, and it does not have a training phase. So, the 
K-NN is also called the lazy learner algorithm. The 
K parameter is to set up an integer value of numbers 
of nearest neighbors. This approach is based on the 
K value to search for the nearest neighbors to pre-
dict the outcomes. The strengths of K-NN contain 
(a) short running time, (b) the K-NN can be inter-
preted and used easily, and (c) good performance in 
the prediction.  
DATA ANALYSIS 

The classification data mining model is a 
supervised method applied in educational data 
mining research. Accuracy, recall, and preci-
sion are the most important scales to evaluate 
the performance of the data mining model. In 
this study, I employed the 10 cross-validation 
(CV) method to divide my dataset into train-
ing and testing sets. The basic rule of the 10 CV 
approach is to split the data into 10 pieces. In the 
first iteration, CV chooses the first piece as the 
testing set to evaluate the model and others as a 
training set to construct a model. In the second 
iteration, CV selects the second piece as the test-
ing set, and the first and the remaining pieces 
are the training set. After 10 times of iterations, 
the 10 CV approach stops. The cross-validation 
method is used to avoid the overfitting issue in 
data mining and improve the performance of 
the data mining model. Over-fitting is a com-
mon problem in data mining, and it will cause 
the model cannot objectively and reliably predict 

future observations. 
In data analysis part, I used a decision tree, 

K-nearest neighbors, and random forest to ana-
lyze the students’ “week 0” interaction data with 
and without student personal information data 
to identify the successful students. I constructed 
three different classification data mining models 
for each online course. After that, I computed the 
accuracy, precision, and recall to evaluate my clas-
sification models in each course data. In the next 
step, I repeated the same analysis process but only 
used student personal information to identify the 
successful students.

In part two, I applied the same classification 
data mining models and sample to predict the stu-
dents’ first assessment scores of each course and 
calculate the accuracy, precision, and recall to 
evaluate the classification models in each online 
course. Finally, I chose to use interaction data and 
student personal information data separately to 
repeat the same analysis process.
CONFUSION MATRIX

The confusion matrix is used to present the 
data mining prediction results. Table 3 showed 
examples of confusion matrix tables. For exam-
ple, one of my dependent variable is binary and 
consists of  “Pass” and “Fail.” The Ture positive 
(TP) and Ture negative (TN) means the predicted 
result march the actual result. In this study, I am 
interested in whether the student will pass online 
courses, so I set “Pass” as the positive. It meant 
I would predict a student would pass this course. 
False-positive (FP) shows the predicted value is 
“Fail,” but the actual value is “Pass.” Ture negative 
(FN) displays the predicted value as “Pass,” but the 
actual value is “Fail.”
Evaluation model 

Based on the confusion matrix results, the per-
formance of machine learning can be computed by 
single detection theory and diagnostic accuracy 
theory (Swets, 1988; Zweig & Campbell,1993), 
and accuracy, precision, and recall will evaluate 

Table 3   Confusion Matrix Table 

Predication

Actual

Positive Negative

Positive Ture-positive (TP) False-positive (FP)

Negative Ture-negative (FN) Ture-negative (TN)
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the performance of machine learning model. In 
general, the high score of each measurement indi-
cates high performance. Therefore, the accuracy of 
a classification data mining model over 70 % will 
be considered a good model and then check other 
measurements’ results.  

Accuracy is the intuitive performance mea-
sure, and it is the total correctly predicted records 
divided into the total records. 

Precision is the percentage of correctly pre-
dicted positive records to the total predicted 
positive records. For instance, for all students who 
are labeled as “Pass”, how many students actually 
pass the course.  

Recall is the percentage of correctly predicted 
positive records to all records in the actual positive 
class. For instance, among the students who actu-
ally pass the course, how many they are marked as 
“Pass” by prediction.   
RESULTS 

Figures 2 and 3 showed the accuracy of predic-
tion in students’ final grades and their performances 
in their first assignments. Both figures consisted of 
3 rows and columns, and 9 histograms. The first 
histogram showed the accuracy of a decision tree 
model, the middle one indicated the accuracy of a 
K-nearest neighbor model, and the right histogram 
indicated the accuracy of a random forest model. 
The first row showed the accuracy of three models 
with “week 0” interaction data and student personal 
information; the second row represented accuracy 
of three models with “week 0” data only; and the 
last row showed the accuracy of three models with 
student personal information data. I only discussed 
the course with accuracy value over 70%. In the 
first experiment, for instance, the first histogram 
of figure 2 and first column of table 4 (Appendix 
A) showed the accuracy values of decision trees to 
predict students’ final grades in different courses. 
The accuracy of the “AAA” course was 74%; the 
accuracy of the “EEE” course was 72%; and the 
accuracies of the “FFF” and “GGG” courses were 
74% and 82% respectively. Table 5 (Appendix B) 
and 6 (Appendix C) indicated the precision and 
recall of three models. For example, the preci-
sion of the “AAA” course was 77%; the accuracy 
of the “EEE” course was 76%; and the accuracies 
of the “FFF” and “GGG” courses were 74% and 
83% respectively. Finally, the recall of the “AAA” 
course is 94%; the accuracy of the “EEE” course is 

93%; and the accuracies of the “FFF” and “GGG” 
courses are 98% and 99% respectively.

In the second experiment, five courses’ accu-
racy values were over 70%. For example, the first 
histogram of figure 3 and first column of table 7 
(Appendix D) indicated the accuracy values of deci-
sion trees to predict students’ performance on first 
assignment in different courses. The accuracy of 
the “AAA” course was 80%; the accuracy of the 
“BBB” course was 97%; the accuracy of the “EEE” 
course was 78%; and the accuracies of the “FFF” 

Figure 2. Accuracy of Classification Models to Predict Students’ Final Grades

Figure 3. Accuracy of Classification Models to Predict 
Students’ Performance on First Assignment  
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and “GGG” courses were 89% and 93% respec-
tively. Table 8 (Appendix E) and 9 (Appendix F) 
showed the precision and recall of three models. For 
example, the precision of the “AAA” course was 
82%; the accuracy of the “BBB” course was 97%; 
the accuracy of the “EEE” course was 80%; and the 
accuracies of the “FFF” and “GGG” courses were 
90% and 93% respectively. Finally, the recall of the 
“AAA” course was 85%; the accuracy of the “BBB” 
course was 100%; the accuracy of the “EEE” course 
was 97%; and the accuracies of the “FFF” and 
“GGG” courses were 100% and 97% respectively.

Figure 4 indicated the tree-like outcomes of 
decision tree prediction in the course “AAA”. The 
right side was the decision tree of predicted stu-
dents’ final grades, and the left side was the decision 
tree of predicted student assignment performance. 
The circle indicated the names of independent 
variables, and the rectangles show the prediction 
outcomes. In the left tree, the outcome includes: (a) 
“Pass” and (b) “Fail,” and the outcomes of right tree 
consist of “High” and “Low.” For instance, in the 
left decision tree, “subpage” was the root indepen-
dent variable. In the first split, if a student’s clicks 
of “subpage” materials exceeded 9, then moved to 
the right branch and printed “P” in the outcome. 
The outcome showed that in this condition, 280 
students passed the course, and only 40 students 
did not pass the course. It meant that if a student 
has this characteristic, the decision tree model will 
predict that this student passed the course. In the 
left side, if a student’s clicks of “subpage” materi-
als were less or equal to 9, then move to the next 
level to check student credits. 

In the first experiment, I used DT, K-NN, and 
RF to predict students’ final grades. Based on the 
performances of model evaluation, I found that the 
“week 0” data can be used to predict their final 
grades by classification data mining models. Figure 
2 showed the accuracy of predicted students’ final 
grades. Four online courses’ accuracy values were 
over 70% by “week 0” data with and without stu-
dent information. These results proved that “week 
0” can be used to identify the academically suc-
cessful student before the course starts. Compared 
with the performance of the three classification data 
models with different datasets, the three models of 
the three courses have similar accuracy, precision, 
and recall. However, I found in some cases, the val-
ues of recall of decision trees were equal to 100%. 

This meant the decision tree model would pre-
dict all students to be successful. In addition, in 
some cases, values of recall of random forest were 
close to 100%, and it meant random forest would 
more likely predict more students to be successful. 
Both models may predict some at risk students to 
be successful students. The decision tree model has 
more bias in its prediction.

In the second experiment, I found that five 
courses’ accuracy values were over than 70% by 
“week 0” with and without student information. It 
meant that the “week 0” data can be used to predict 
their first assignment performances by classification 
data mining models. Compared with the perfor-
mance of the three classification data models with 
different datasets, “BBB” course and “GGG” course 
have higher evaluation performance and “AAA” 
and “EEE” courses have similar evaluation per-
formance. Similarly of first experiment, I found in 

Figure 4. Selected Outcomes of Decision Trees 

 DISCUSSIONS
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some cases, the values of recall of decision trees 
were equal to 100%. This meant the decision tree 
model will predict all students to be successful in 
the first assignment. In addition, in some cases, 
some values of recall of random forest approach 
100%, which meant random forest will more likely 
predict more students to be successful in the first 
assignment. Both models may predict some at risk 
students to be successful students. The decision 
tree model has more bias in its prediction. 

In both experiments, I also chose to use stu-
dent information data only to predict students’ 
final grades and their first assignment perfor-
mances. These evaluation performances proved 
that student personal information is also an impor-
tant data source to predict students’ academic 
performances and final grades. Based on the two 
experiments, the evaluation performances of the 
predicted first students’ assignment performances 
are better than the predicted students’ final grades. 
It meant the “week 0” and student personal infor-
mation has better performance to predict student 
assignment performance in early stage of online 
courses. Compared to the overall evaluation per-
formance, although the K-NN model did not have 
higher performance in prediction, this model was 
the most stable one. The decision tree model had 
good accuracy and recall values, but this model has 
more bias. The random forest had higher predic-
tion performances, and the bias was lower than the 
decision tree. However, the decision tree can be 
used to construct a tree-like figure to show the data 
mining process and important independent vari-
ables. Therefore, using multiple classification data 
mining models is necessary. 

Finally, this study also proved that the quality 
of data is the most important factor in data mining 
models. For example, the course “DDD” had simi-
lar interaction data with the course “EEE,” but all 
three classification models could not predict well in 
the course “DDD.” In summary, “week 0” data can 
be used to predict student final grades and assign-
ment performances, but it depends on the quality 
of the data and prediction model. The educators 
should not ignore this part of the data or aggregate 
it to first week interaction data.
CONCLUSIONS

Identifying students’ academic success and pre-
dicting the assignment performance are important 

research topics in educational research. Based on 
the results, the “week 0” data can support useful 
information to the online course instructors, but it 
depends on the quality of the data and data mining 
models. The utility of the “week 0” data is limited 
but not meaningless. Both experiments indicated 
that the random forest (DT) and K-nearest neigh-
bor (K-NN) are the two appropriate algorithms for 
predicting students ‘academic success. Decision 
tree model has more bias in prediction. However, 
the decision tree can be used in data mining visu-
alization. In addition, these results also prove that 
the early detection system and related studies 
should include the “week 0” data to predict student 
final grades or assignment performance. Arnold 
and Pistilli (2012) indicated that learning analyt-
ics dashboards would induce positive drives in 
students learning, consequently impacting perfor-
mance. Hussain et al. (2018) designed an instructor 
dashboard to provide the prediction results and 
explanations to an instructor.  

In my future studies, I consider using the fea-
ture selection models to study the “week 0” data 
to identify important independent variables that 
will impact the students’ academic success and 
assignment performances. It can help the instruc-
tor know the important online activities and 
student characteristics are relevant variable of stu-
dent final grades. For students, feature selection 
can offer them to knowledge about which course 
materials are important. They will know the core 
activities of this course. Finally, I hope my study 
can engage more course instructors to post the 
courses materials before the first week of courses 
to improve students’ engagement to study and sug-
gest researcher does not disregard the interaction 
data before the beginning of the course.
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APPENDIX A
Table 4   The Accuracy of Predict Student Final Grade 

 Personal & “Week 0” “Week 0” Personal
DT KNN RF DT KNN RF DT KNN RF 

AAA 74% 75% 75% 76% 73% 74% 74% 73% 72%

BBB 68% 65% 69% 68% 63% 68% 68% 66% 68%

CCC 56% 53% 58% 55% 54% 53% 57% 53% 56%

DDD 59% 56% 61% 58% 55% 56% 59% 54% 58%

EEE 72% 72% 75% 75% 71% 72% 74% 72% 68%

FFF 74% 73% 73% 73% 72% 72% 73% 73% 73%

GGG 82% 83% 88% 82% 80% 85% 82% 84% 85%

APPENDIX B
Table 5   The Precision of Predict Student Final Grade

Personal & “Week 0” “Week 0” Personal

DT KNN RF DT KNN RF DT KNN RF 

AAA 77% 78% 77% 76% 78% 78% 77% 77% 77%

BBB 71% 72% 70% 68% 69% 69% 69% 72% 70%

CCC 58% 56% 58% 59% 56% 55% 57% 55% 58%

DDD 66% 61% 63% 59% 59% 59% 60% 58% 60%

EEE 76% 76% 76% 75% 75% 76% 75% 75% 75%

FFF 74% 75% 75% 74% 74% 74% 74% 75% 74%

GGG 83% 90% 88% 82% 87% 87% 83% 89% 88%

APPENDIX C
Table 6   The Recall of Predict Student Final Grade

Personal & “Week 0” “Week 0” Personal
DT KNN RF DT KNN RF DT KNN RF 

AAA 94% 95% 95% 99% 91% 92% 95% 93% 90%

BBB 90% 80% 95% 99% 85% 98% 98% 82% 93%

CCC 60% 48% 60% 46% 49% 57% 70% 50% 58%

DDD 61% 54% 68% 76% 53% 63% 72% 55% 67%

EEE 93% 91% 96% 98% 92% 92% 99% 93% 87%

FFF 98% 97% 97% 99% 97% 94% 99% 97% 97%

GGG 99% 90% 99% 100% 89% 96% 99% 92% 95%
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APPENDIX D
Table 7   The Accuracy of Predict Student First Assignment Performance  

 Personal & “Week 0” “Week 0” Personal

DT KNN RF DT KNN RF DT KNN RF

AAA 80% 82% 83% 82% 81% 81% 83% 81% 81%

BBB 97% 93% 96% 97% 93% 96% 97% 93% 96%

CCC 61% 58% 62% 60% 58% 61% 61% 58% 58%

DDD 58% 54% 58% 67% 64% 61% 56% 53% 51%

EEE 78% 76% 79% 79% 76% 74% 79% 76% 74%

FFF 89% 82% 89% 89% 81% 89% 89% 80% 89%

GGG 93% 89% 93% 93% 89% 92% 93% 89% 92%

APPENDIX E
Table 8    The Precision of Predict Student First Assignment Performance  

 Personal & “Week 0” “Week 0” Personal
DT KNN RF DT KNN RF DT KNN RF 

AAA 82% 84% 84% 84% 83% 83% 84% 83% 85%

BBB 97% 94% 97% 97% 97% 97% 97% 94% 97%

CCC 65% 66% 66% 64% 66% 66% 63% 65% 65%

DDD 61% 60% 61% 70% 68% 65% 59% 58% 56%

EEE 80% 79% 80% 79% 79% 79% 79% 79% 79%

FFF 90% 90% 90% 90% 90% 90% 90% 89% 90%

GGG 93% 94% 93% 93% 93% 93% 93% 93% 93%

APPENDIX F
Table 9    The Recall of Predict Student First Assignment Performance  

 Personal & “Week 0” “Week 0” Personal
DT KNN RF DT KNN RF DT KNN RF 

AAA 85% 97% 98% 99% 96% 97% 99% 97% 94%

BBB 100% 96% 97% 100% 96% 99% 100% 97% 99%

CCC 80% 69% 82% 81% 68% 76% 89% 72% 74%

DDD 71% 54% 69% 72% 65% 67% 75% 56% 58%

EEE 97% 95% 98% 99% 95% 91% 100% 95% 91%

FFF 100% 90% 99% 100% 90% 99% 100% 89% 99%

GGG 97% 95% 97% 99% 95% 98% 100% 95% 99%


