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Abstract 
Research on learning analytics (LA) has focused mostly at the university level. LA research in the K–12 setting is 
needed. This study aimed to understand 4,115 middle school students’ learning paths based on their behavioural 
patterns and the relationship with performance levels when they used a digital learning game as their science 
curriculum. The findings showed significant positive relationships between various tool uses and performance 
measures and varied tool use patterns at different problem-solving phases by high- and low-performing students. 
The results indicated that students who used tools appropriately and wisely, given the phase they were at, were 
more likely to succeed. The findings offered an insightful glimpse of learners’ navigation patterns in relation to their 
performance and provided much-needed empirical evidence to support using analytics for game-based learning in 
K–12 education. The findings also revealed that log data cannot explain all learners’ actions. Implications for both 
research and practice are discussed. 
 
Notes for Practice 

• Learning analytics research has mostly been focused at the university level and research on the topic 
is needed in K–12 education. 

• This study examined navigation patterns using a large dataset of three million lines of log data by over 
four thousand middle school students as they used a digital learning game. The results showed close 
relationships between students’ navigation patterns and their performances and offered detailed 
analyses of tool use patterns at different problem-solving phases by high- and low-performing students. 
The findings provided empirical evidence to support using analytics for game-based learning (GBL) in 
K–12 education while also revealing the weakness of relying only on the log data. 

• Our findings suggest that combining log data with interview and classroom observation data may provide 
a more complete picture of learning processes, and incorporating analytics into a teacher dashboard is 
a good way to help K–12 teachers implement GBL in their classrooms. 
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1. Introduction 
With advances in technology, collecting data in digital games is much easier, and data usually come in large quantities. An 
important aspect of collecting data in digital games is that dynamic, real-time data can be captured unobtrusively. Such data 
can provide an insightful glimpse into how learners navigate through the game and how their navigation patterns may relate 
to their performance and other factors (Hwang et al., 2017; Law & Lárusdóttir, 2015; Li et al., 2021; Rosenheck et al., 2021; 
Sutcliffe & Hart, 2017). Yet, processing such data and making sense of them is a challenge, given their massive nature (Linek 
et al., 2010). In recent years, we have seen growing interest in learning analytics (LA; Siemens, 2013) through collecting, 
analyzing, measuring, and reporting big data from online systems such as digital games used for educational purposes. 
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Researchers are particularly interested in using such analytics to measure the effectiveness of the games and gain a deeper 
understanding of student learning processes to make informed decisions regarding game design, interventions, and using games 
for teaching and learning purposes (Gursoy et al., 2017; Ifenthaler et al., 2019; L’Heureux et al., 2017; Loh & Sheng, 2015). 
However, given that much LA research has focused on the university level, research applied to game-based learning (GBL) in 
the K–12 setting is needed to enrich the field. 

This study aims to explore the log data captured in a digital educational game designed for middle school science called 
Alien Rescue (https://alienrescue.education.utexas.edu). Over 4,000 sixth graders used this digital game for three weeks as 
their science curriculum. Mouse clicks from these students are captured, representing over 3 million lines of raw log data. 
These log files reflect the real-time actions of students as they play the game, offering an invaluable picture of student learning 
processes. We aim to explore these student navigation patterns and understand how they are associated with their performance. 

2.  Literature Review 
2.1. Learning Analytics in GBL Environments 
GBL refers to a learning environment where knowledge and skills can be acquired through game content and activities, 
including problem solving (Gee, 2008; Krath et al., 2021; Qian & Clark, 2016). Compared to traditional forms of teaching in 
non-game conditions, GBL can support meaningful and authentic learning in more profound ways (Boyle et al., 2014). It is 
also more effective in supporting content learning and skill development (Clark et al., 2016). Additionally, GBL provides an 
open learning environment where students can freely act and explore different paths toward achieving learning goals (Krath 
et al., 2021; Rapp, 2017) and learn specific pieces of knowledge from the game (Wrzesien & Raya, 2010). However, the 
implementation of GBL in classroom teaching still faces many challenges, one of which is identifying student learning 
progression (Squire, 2008). In particular, Gomez et al. (2021) reported that classroom teachers cannot clearly understand how 
students are progressing in a game or whether students have conquered obstacles or are struggling with problem solving. 
Hence, the difficulty of measuring learning performance achieved through GBL is one of the main barriers to its broad adoption 
within formal education (Hauge et al., 2014). This challenge highlights the need to utilize a method to understand student in-
game learning processes that can help teachers better integrate GBL into the school curriculum (Park et al., 2019). 

According to Berland et al. (2013), learning analytics can help gain a clearer idea of student actions in GBL. Collecting 
student log file data, such as time spent in a game and navigation patterns, and aggregating those data further prescribed by 
algorithms (Ifenthaler, 2015, 2017; Kim & Ifenthaler, 2019) can reveal hidden information concerning the interactions between 
student in-game behaviours and learning. This information can inform teachers of student learning processes through gaming 
(Cheng et al., 2017; Freire et al., 2016). In previous studies, researchers adopted different learning analytics techniques. With 
the help of these techniques, the relationship between learner behaviour patterns and learning performances was detected, 
allowing for a richer examination of learning processes instead of just outcomes (e.g., Blikstein et al., 2014). 

2.2. Behaviour Patterns and Student Learning Performance 
2.2.1. Data Mining Techniques to Analyze Learner Behaviour Patterns in GBL 
Learning analytics enables researchers and educators to trace student navigations within a game as evidence of learning 
performance (e.g., Kang, Liu, & Qu, 2017; Kang, Liu, & Liu, 2017; Loh & Sheng, 2014). Advanced data analytics 
methodologies provide analysis techniques for GBL environments to better understand learner behaviours (Kim & Ifenthaler, 
2019; Loh et al., 2015). For example, Alonso-Fernández et al. (2019) conducted a systematic literature review of the techniques 
applied to learning analytics collected from a GBL environment. The techniques in their study can be classified into three main 
categories: (a) supervised models (e.g., linear and logistic regression, decision trees), (b) unsupervised models (e.g., 
correlation, clustering), and (c) visualization techniques (e.g., display of gameplay pathways). They concluded that linear 
models were the most used methods for supervised models, while correlation and cluster analysis were the most widely 
employed unsupervised methods. They also noted that most of the focus was on displaying learner performance in visualization 
technique–oriented studies. Fu et al. (2014) suggested that unsupervised algorithms were more appropriate when student 
strategies in the game were unknown, and researchers had to identify them from student activity patterns. Additionally, 
visualization techniques can help uncover meaningful information. Other research used game-based behaviour detection 
methods (e.g., Rowe et al., 2017) to first derive the target behaviours or strategies using visualization methods, and then set 
them as the outcome variable in a predictive model (Baker & Siemens, 2014). These findings provide guidelines for this current 
study for selecting appropriate techniques to understand learner behaviours within the game. 

Among the different visualization techniques, a body of work based on network analysis investigates learning pathways 
(e.g., Durand et al., 2013; Zhu et al., 2018) and learner pathways in a game (e.g., Martin et al., 2013). Ruipérez-Valiente et al. 
(2019) created a graph of the most typical quest pathways followed by students using Gephi, constructed by creating edges 
between quest completions. They utilized the thickness of the edge to show the frequency at which students followed each 
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path and the node’s size to indicate the node’s centrality within the network. Furthermore, Vista et al. (2016) adopted sequence-
based approaches to demonstrate learner pathways, which were visualized as directed graphs. In addition, complex network 
approaches, such as Epistemic Network Analysis (ENA), are also adopted by researchers to analyze learner behaviour. For 
example, Karumbaiah et al. (2019) used ENA to generate the description of student quitting behaviours in a physics educational 
game. Gomez et al. (2020) utilized sequence mining techniques to develop the sequences of actions for different students who 
solved the problems in the game. However, Karumbaiah et al. (2019) and Gomez et al. (2020) used a small sample of 
participants. Thus, more research is needed on using visualization techniques to clarify the effectiveness of pathway 
recommendations in GBL on learning performance using a wider range of students. 

2.2.2. Relationship Between Behaviour Patterns and Learning Performance 
Several studies have been conducted to investigate student behaviours in GBL to examine the relationship associated with 
learning performance, either in-game learning performance or external outcome measures. Previous studies found that the 
frequency and duration of interacting with the learning tools and materials were closely related to student learning performance 
in a game (e.g., Cheng et al., 2015, 2017; Rosenheck et al., 2021). For instance, Cheng et al. (2015) developed an educational 
game to facilitate seventh-grade student understanding of biological evolution and explored the correlations between game 
performance, concept learning, and in-game behaviours. The correlation analysis results indicated a significant positive 
relationship between students’ in-game behaviours and their performance. The higher frequency and longer duration of 
reviewing the relevant information, the higher the game score, representing a better learning performance. In addition, Cheng 
et al. (2017) discovered that the combination of using tools in GBL and the frequency of tool use significantly affected learning 
performance. They also examined the association between the game completion status and in-game tool usage in a massively 
multiplayer online game, which was developed to teach students math and biology concepts by completing a set sequence of 
tasks. Their results showed that student decisions in choosing the key in-game tools and the high frequency of using them led 
to a high task completion rate. This finding is aligned with the study by Rosenheck et al. (2021), which investigated the 
effectiveness of the same game but focused on the actions of students within the game and whether these actions contributed 
to the success of the task. The results showed that students’ choices of in-game tools and high-frequency tool use contributed 
to success on the question. 

In addition, numerous scholars have compared behaviour patterns between the high achieving and low achieving groups 
of students to discover the relationship between students’ in-game behaviour patterns and their performance. Li et al. (2021) 
designed a digital GBL system to familiarize ninth-grade students with different kinds of food additives. By comparing the 
behaviour patterns of high- and low-achieving students, they found that the former would actively identify and build 
connections between learning objectives and learning scenarios to achieve the goals, while the latter would feel lost in the 
game and were poor at identifying such connections. In addition, high achievers could build an effective connection between 
the learning tool and the learning materials to complete the learning task. However, low achievers could not build such an 
effective connection though they repeatedly checked the tool, much like their high-achieving peers. Moreover, Sun et al. (2021) 
found that student knowledge-construction behaviour patterns varied by learning performance in a mobile game. Their findings 
in learning sequence analysis for the high- and low-performing groups indicated that overall, the behaviours were very similar 
across the groups, but a big difference between these two groups was that the lower-performing group lacked a path to modify 
their knowledge effectively after they had incorrect answers. Additionally, the high-performing group tended to go back and 
review the relevant learning materials and actively test their understanding once they discovered that their solutions were 
incorrect, while their counterparts rarely studied or restudied the relevant learning material or modified their existing 
knowledge once they were in the same situation. 

2.3. Game-Based Learning Pathway Analysis 
Since games have no limits or boundaries in playing, students in GBL environments tend to develop various learning paths — a 
series of actions taken to achieve the goal(s), including learning the content in the course of their actions (Feng & Yamada, 
2021). Because of the diversity, many researchers posit that learning paths are one of the student attributes that can influence 
learning behaviour and performance (Shou et al., 2020; Williams & Rosenbaum, 2004). 

According to different research goals, current GBL literature can be divided into two different types of learning path 
studies. On the one hand, some researchers focus on improving a GBL environment’s adaptiveness by guiding a student to the 
personal ideal learning path based on their learning characteristics (e.g., Choi et al., 2020; Owen et al., 2019; Su, 2017). In this 
case, a recommendation system or detector aims to provide guidance during a student’s in-game sessions based on an algorithm 
or model the researchers developed utilizing data mining techniques. For instance, Choi et al. (2020) developed an AI-based 
user interface allowing students to promptly decide whether certain recommendations met their needs or not by simply swiping 
and tapping. Similarly, Owen et al. (2019) built a detection model of unproductive persistence in a GBL environment to support 
varying student needs with just-in-time interventions for personalized learning experiences. On the other hand, others treat 
students’ various learning paths as learning processes and focus more on analyzing the different paths that emerged from 



 
 

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported 
(CC BY-NC-ND 3.0) 

53 

system-generated log data. This approach aims to better understand student learning behaviours than improve a GBL 
environment’s adaptiveness (e.g., Kopeinik et al., 2012; Ruipérez-Valiente et al., 2019; Seng & Yatim, 2014). From this 
perspective, researchers tend to use visualization techniques (as discussed above) because student learning paths are a new 
type of data implicating learner characteristics rather than subsidiary data to improve a system’s adaptiveness. This approach 
is applied to help teachers evaluate student learning performance in the GBL environment, which is a hard task due to the 
open-ended feature of a game environment (Feng & Yamada, 2021). For example, Ruipérez-Valiente et al. (2019) proposed 
three activity data metrics (i.e., quest progression linearity, quest event focus, and time per quest), showing the student path of 
completing tasks in the game. They presented multiple examples of how those metrics could both help teachers guide students 
to achieve their learning goals while also allowing students to reflect on their learning paths in the GBL context. This approach 
can unburden the teacher’s role in supporting students in GBL and promote student self-regulation in their learning. However, 
previous studies rarely investigated student GBL paths in K–12 settings, especially not where GBL was used as a part of the 
school science curriculum, as in this study. 

To this end, this study explores how middle school students navigate the GBL environment and what pathways they 
develop during their learning process. This study aims to understand students’ learning pathways based on their behavioural 
patterns and the relationship with performance levels so that we can fill the knowledge gap by providing data-based evidence 
of the possible applications of LA techniques for GBL (Chaudy et al., 2014; Liu et al., 2017). 

3. Research Questions 
Our guiding research questions are these: 

1. How do middle school students navigate a game-based learning environment? 
2. What are the relationships between students’ navigation patterns and their performance in the game? 
By understanding the patterns and gaining insights into how student behaviours may affect their game performance, we 

hope to use evidence-based findings to inform the design of game-based learning and inform teachers as they incorporate 
digital games into their classrooms. The findings of this study contribute to much-needed research on GBL learning analytics 
in the K–12 setting. 

4. Method 
4.1. A Game-Based Learning Program 
The data for this study came from the log files from 4,115 middle school students as they used an educational digital game 
called Alien Rescue. Alien Rescue is a space science game designed for 10- to 15-day classroom use of approximately one 45-
minute session per day, delivered completely online. Students use the game to learn space science–related topics as schools 
cover that part of the curriculum. The goal of the game is to engage middle school students in inquiry-based learning as they 
solve the complex problem of finding suitable relocation sites within our solar system for six different alien species displaced 
from their home planets. Alien Rescue delivers a playful experience with an intentional problem-based narrative by combining 
game elements, play, and authenticity to engage and motivate students in learning science. The open scenario of Alien Rescue 
places students into the role of young scientists and asks them to join an urgent United Nations rescue mission to save the 
distressed aliens. This authentic scientific inquiry process is coupled with a playful fantasy experience (Lee & Liu, 2017) 
delivered through a 3D immersive, discovery, sensory-rich approach. The design aims to keep players motivated by 
incorporating such game attributes as challenge, control, fantasy, interaction, communication, mystery, role-play, 
representation, goals, sensory stimuli, and adaptation (Garris et al., 2002; Malone & Lepper, 1987; Wilson et al., 2009). 

Alien Rescue is designed as an open environment. It encourages students to freely discover, explore, and acquire knowledge 
as they decide how to proceed in their problem-solving process. Students are challenged to set their own learning goals, work 
in collaboration, and control their own learning. To assist student problem solving, a set of nine multimedia-enriched tools is 
provided in the game (see Table 1 and Figure 1). Each built-in tool performs a specific function to assist students in their 
overall problem solving while the Communication Center functions as the home. While some tools (i.e., Solar System 
Database, Alien Information Center) are more critical during the initial problem-solving process, other tools (i.e., Probe Design 
Center and Mission Control Center) are essential later in the game. In addition, students are expected to use multiple tools in 
combination in different problem-solving phases. For example, when a student begins, they may want to spend more time 
studying the planets in the Solar System Database and alien characteristics in the Alien Information Center. Once a student has 
done this research and formed a hypothesis as to which planet(s) might serve as new alien homes, they may want to launch 
probes to get more information in Probe Design Center and Mission Control Center. Next, the student may want to access the 
Solar System Database and Alien Information Center again to see if their hypothesis is valid given the probe results. These 
tools are available through a two-layered interface (see Figures 1b and 1c). The first layer contains four centres accessed via 
arrows, while other tools are available in the toolbar (see Table 1). The two-layered tools are always available to students. How 
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and when to use each tool during the entire inquiry process, however, are determined by the students, who are encouraged to 
be independent and self-directed in this open learning environment. 

 
Table 1. Multimedia-Enriched Tools in Alien Rescue 

Tool Name Tool Functions 

Available at tool bar 
 

 

Solar System Database Provides information on selected planets and 
moons within our solar system. Data are 
intentionally incomplete to support the ill-
structured nature of the problem-solving 
environment and foster the need for hypothesis 
testing. 

Missions Database Provides information on past NASA missions, 
including detailed descriptions of probes used on 
these missions. 

Concept Database Provides instructional modules on ten selected 
scientific concepts designed to facilitate 
conceptual understanding. This tool is for real-
time learning. Students access this tool when they 
encounter an unfamiliar science concept needed 
for Alien Rescue. 

Periodic Table Provides a periodic table of the elements. 
Spectra  Provides information to help students interpret 

spectra found in the Alien Information Center. 
Notebook  Provides a notebook to store student notes about 

their research findings. This tool has a notes-
comparison feature to facilitate comparing alien 
needs and planet requirements. 

Available using 4 arrows 
  

 

Alien Information Center Provides information via 3D imagery and text on 
the aliens’ home planet, their journey, species 
characteristics, and habitat requirements. 

Communication Center  Serves as a home for the program and the message 
tool. Students receive welcome messages when 
they log in, as well as when they submit their final 
answer to the problem using the message tool. 

Probe Design Center  Provides information on scientific equipment used 
in both past and future probe missions. Students 
construct probes by deciding probe type, 
communication method, power source, and 
instruments. 

Mission Control Center  Displays the data collected by the probes. Students 
analyze and interpret this data to develop a 
solution. Equipment malfunction may occur, and 
poor planning may lead to mission failure and 
budget waste. 
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Alien Information Center 

 
Solar System Database 

 
Probe Design Center 

 
Notebook 

 
Communication Center Solution Form 

 
Mission Control Center 

 
Figure 1. Screenshot of Alien Rescue’s multimedia tools to support scientific inquiry. 

 

4.2. Data Sources 
The data sources for this study consisted of the log data of 4,115 sixth-grade students who used the game-based learning 
program from January to July 2019 as their curriculum unit on space science. The log files consist of over three million lines 
of raw log data reflecting each mouse click made as the student moved around the game and progressed from one part of the 
program to the next. These time- and date-stamped entries provide a picture of how each student used the nine tools to assist 
in their problem-solving process. The raw log data were cleaned and aggregated to calculate the frequency and duration of 
each of the nine tools. The usage of these nine tools is defined by the number of times a student accessed that tool (frequency) 
and the duration a student stays in that tool (duration in minutes). Average frequency and duration of tool use are used in the 
analyses. 

How students solve the complex problem as presented by this GBL reflects their learning performance outcome. In 
discussing simulation-based assessment and advocating for using an evidence-centred assessment design, Mislevy (2011) 
stated, “An educational assessment is an evidentiary argument for reasoning what students say, do, or make in particular task 
situations as well as to generally claim different forms for different aspects of proficiency” (p. 10). This study has two types 
of evidence-centred assessments (performance measures). The primary one is the solution a student submits at the end of the 
gameplay. The student solution has two parts: 1) whether the submitted planet is an appropriate habitat for the alien to live on 
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as measured by the solution success score (i.e., correct or incorrect), and 2) whether the student has provided a reasonable 
justification to show their rationale for the planet choice as measured by the solution justification score. The student 
justification score is graded on a 5-point rubric, with five being the highest (i.e., providing four or more specific reasons) and 
one being the lowest (i.e., providing no specific reasons). This justification score is as important as whether the planet choice 
is appropriate or inappropriate because of the emphasis on student rationale in the problem-solving process. It is possible for 
a student to still earn a few points if they choose an inappropriate planet but provide a good justification for the choice. 

A secondary performance measure is whether a probe a student sent is successful or not. Sending probes is an important 
step during the later problem-solving process. A successful probe will return data that students need to test their hypothesis so 
that they can proceed with their problem solving. An unsuccessful probe will malfunction, and no data will be returned. While 
students can send as many probes as they want and submit as many solutions for any of the six alien species as they want, the 
probes sent and the solutions submitted may not be successful. Therefore, we calculated the probe success rate (percentage of 
probes submitted successfully) and the solution success rate (percentage of solutions submitted successfully) based on the 
number of probes sent and the number of solutions submitted as two additional performance measures. 

4.3. Data Analysis 
Student activity logs and performance scores were analyzed using both statistical and visualization techniques. To understand 
student navigation in the game, we first attempted to get an overall sense of how students used the tools in the game. In this 
step, a descriptive analysis of tool use was conducted regarding frequency and duration among all 4,115 students. Then, 
Spearman’s correlation analysis was conducted to investigate any relationships between tool frequency, duration of use, 
solution success rate, and solution justification score, which were considered the primary performance measures. 

For performance-related behavioural variations, the sample was divided into three groups — high, medium, and low 
performers — based first on the students’ solution performance, including solution success rates and solution justification 
scores, and then on their probe success rates. The high-performing group consisted of students who achieved scores above the 
75th percentile in each of the three performance measures; the low-performing group had scores below the 25th percentile. 
Students whose solution success rates and probe success rates were between the 25th and 75th percentiles formed the medium-
performing group. Next, the differences between these groups were analyzed using Mann-Whitney U tests. 

To further investigate student success with sending probes, Spearman’s correlation and regression analyses were conducted 
to detect if certain variables could predict student performance and the relationship between probe performance and other 
measures. Finally, pathway analyses were conducted to detect how students navigated the game. Gephi (Bastian et al., 2009), 
a network analysis tool, was used to visualize the pathways as a graph network. A weighted degree metric was used for edge-
ranking size, and a directed graph was adopted to show the movement directions from one tool to another. Pathway analyses 
were conducted among those students playing the game for at least five or more days (n=4,022, see Table 2 as an example). 
Students’ sequential data of the first 2-days, and the last 2-days, were extracted first, and then their navigation paths for the 
mid-days were divided into three phases based on the proposed five-phase problem-solving process using the same game with 
the same age population (Liu & Bera, 2005). During the first phase, students were expected to explore the environment and 
define the problem. In phase 2, they were to conduct research, collect information, and refine the problem. In phase 3, students 
continue to do research and generate hypotheses. Then in phase 4, students test their hypotheses and conduct further research. 
Finally, in phase 5, students finalized their solutions and wrote up their rationales. We created these five-phase navigation 
paths for students in different performing groups. The high- and low-performing groups were then compared across these five 
phases to detect any differences in navigation patterns in different phases. 

 
Table 2. Sample Extracted Sequential Data from One Student 

ID Date Location 
6782 2/8/19 [3, 6, 3, 6, 3, 6, 3, 11, 10, 1, 10, 1, 3, 1, 10, 3, 10, 3, 7, 1, 2, 3, 11] 
6782 2/12/19 [2, 3, 5, 2, 4, 9, 4, 2, 3, 2] 
6782 2/13/19 [3, 10, 6, 3, 10] 
6782 2/14/19 [3, 10] 
6782 2/18/19 [3, 11, 8, 11, 8, 10, 1, 3, 1, 7, 1, 7, 3, 8] 
6782 2/19/19 [3, 8, 10, 8, 1, 3, 1, 7, 3, 11, 8, 11, 8, 10] 
6782 2/21/19 [3, 8, 10, 8, 10, 8, 10, 8, 10, 8] 
6782 2/26/19 [2, 3, 8, 10, 8, 10, 8, 10, 8] 

6782 2/27/19 [3, 8, 10, 8, 3, 8, 10, 8, 10, 8, 10, 8, 10, 8, 10, 8, 10, 8, 10, 8, 10, 8, 
10, 8, 10, 8, 3, 8, 1, 7] 
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6782 2/28/19 [3, 10, 1, 3, 1, 7, 1, 7, 1, 7, 1, 7, 1, 7, 1, 7, 1, 7, 3, 10, 1, 3, 1, 7, 1, 7, 
1, 7] 

6782 3/1/19 [3, 8, 3, 8, 3, 10, 11, 4, 3, 8, 2, 3, 8, 3, 10, 8, 1, 3, 1, 7, 1, 7, 3, 8, 3, 
8, 1, 3, 8, 3, 8, 1, 7, 3, 10, 8, 10, 8, 10, 7] 

6782 3/2/19 [3, 8, 10, 1, 3, 1, 7, 3, 10, 8, 10, 1, 3, 1, 7, 3, 8] 
6782 3/3/19 [3, 8, 10, 2, 8, 2, 8, 7, 8, 7, 2, 8, 10, 2, 8, 10, 8, 10, 8, 2] 

6782 3/4/19 [8, 7, 8, 3, 10, 8, 1, 3, 8, 10, 8, 4, 5, 7, 5, 7, 10, 1, 3, 1, 7, 3, 8, 3, 8, 
3, 8, 7, 3, 8, 3, 8, 3, 8, 7, 3, 7, 3, 8, 3, 8, 10, 8] 

6782 3/5/19 [6] 
6782 3/6/19 [3, 6] 
Note: The locations are as follows: 1) Probe Design Center; 2) Alien Information Center;  
3) Tool Bar; 4) Spectra; 5) Periodic Table; 6) Communication Center; 7) Mission Control;  

8) Notebook; 9) Concept Database; 10) Solar Database; 11) Mission Database. 

5. Results 
To address the two research questions — “How do middle school students navigate a game-based learning environment?” and 
“What are the relationships between students’ navigation patterns and their performance in the game?” — we went through 
four steps to explore the data and discover any patterns. As explained in the data analysis section, we first looked at the overall 
tool usage patterns descriptively. We then examined in depth the student tool usage associated with their performance. Finally, 
we investigated navigation paths. The findings are explained below. 

5.1. Step 1: Descriptive Analysis of Tool Use: Frequency and Duration 
Table 3 demonstrates the average frequency and duration of use for each of the nine tools in the game by all 4,115 students. 
Frequency refers to the number of times a student accessed a tool, and duration is how long the student stayed within a tool. 
The descriptive analysis of tool use indicated that at least one student used all nine tools more than once within the game. 

 
Table 3. Average Frequency and Duration of Tool Use for 4,115 Students 

Tool name Frequency(clicks) Duration (min) 
Alien Information Center 91.75 42.07 
Solar System Database 153.2 56.35 
Probe Design Center 178.6 24.23 
Mission Control 81.76 16.74 
Mission Database 5.25 0.9 
Concept Database 6.44 1.72 
Periodical Table 7.08 2.64 
Spectra 13 5.51 
Notebook 105.2 35.58 

 
When comparing usage, the most frequently visited tool was the Probe Design Center, with an average of 178.60 clicks 

(see Table 3), followed by the Solar System Database (153.20 clicks) and Notebook (105.20 clicks). The Mission Database 
was the least frequently visited tool, with an average of only 5.25 clicks. Regarding duration, students spent the longest in the 
Solar System Database (56.35 minutes), followed by the Alien Information Center (42.07 minutes) and Notebook (35.58 
minutes); they spent only 0.90 minutes in the Mission Database. Previous studies (Liu et al., 2009, 2016, 2019) revealed that 
the Alien Information Center and the Solar System Database contain essential content information for understanding the aliens 
and our solar system. Therefore, the high frequency and long duration of use of these tools aligns with their importance in 
achieving the game’s goals. Additionally, the Notebook’s high frequency and long duration of use indicates that students used 
the Notebook to take notes and generate solutions (Liu et al., 2016). The Probe Design Center’s high frequency and long 
duration of use suggests that students attempted to launch probes and gather data to achieve the goal. 

Overall behaviour patterns suggest that students generally spent more time and used essential tools, such as the Solar 
System Database and the Alien Information Center, more frequently in Alien Rescue. As well, the important role that the 
Notebook plays in facilitating student learning emphasizes the need for an embedded notebook in the game, showing the 
importance of using data to inform game design. Given these descriptive findings, we began to examine student tool usage and 
performance in the next step. 
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5.2. Step 2: Tool Use Associated with Solution Performance 
As described in the data sources section, two primary performance measures for this study are based on whether students select 
appropriate planets for the aliens (solution success rate) and provide reasonable justifications to show the rationale for their 
choice (solution justification score). The relationship between tool use and these two solution performance measurements is 
presented separately below. In addition, we investigated the relationships between the solution justification score, solution 
success rate, and probe success rate (a secondary performance measure). 

5.2.1. Individual Tool Use and Solution Success Rate 
Spearman’s rank correlations were conducted to determine the relationship between tool use and solution success rate. As seen 
in Table 4, the frequency of use for all nine tools by all 4,115 students had a statistically significant positive correlation with 
the solution success rate. Statistically significant positive correlations were also found between the duration of tool use and 
the solution success rate. These positive correlations inferred that the higher the frequency and the longer the duration of tool 
use, the higher the solution success rate. To correct the inflated Type I errors in conducting multiple comparison analyses, q-
value (Benjamini & Hochberg, 1995) using the “qvalue” R-package (Dabney & Storey, 2004) was adopted as an adjusted p-
value for statistical significance. 
 

Table 4. Spearman’s Rank Correlation Coefficients between Variables of All Students 
Usage  Tool name Solution success rate 
Tool frequency Solar System Database 0.1453** 

Mission Database 0.1844** 
Concept Database 0.2408** 
Periodic Table 0.2202** 
Spectra 0.2426** 
Notebook 0.3422** 
Alien Information Center  0.3543** 
Probe Design Center 0.1272** 
Mission Control Center 0.1670** 

Tool duration Solar System Database 0.0488** 
Mission Database 0.1646** 
Concept Database  0.2396** 
Periodic Table 0.1743** 
Spectra 0.1818** 
Notebook 0.3329** 
Alien Information Center  0.2484** 
Probe Design Center 0.0736** 
Mission Control Center 0.1142** 

**q < .01. 
 

Although statistically significant correlations were obtained between frequency and duration of all tool use, the 
relationships were found to be moderate or weak. For example, the duration of use of the Notebook (r = 0.3329, q < .01), the 
Alien Information Center (r = 0.2484, q < .01), and the Concept Database (r = 0.2396, q < .01) were the most well correlated 
with the solution success rate, although these correlations were weak to moderate. To find out if any of these correlations were 
significantly different from the others, Hittner et al.’s (2003) Z transformation approach using the “cocor” R-package 
(Diedenhofen & Musch, 2015) was used to compare the differences between the correlations. The results showed that the 
correlations between the solution success rate and duration of using these three tools (i.e., Notebook, Alien Information Center, 
and Concept Database), and the frequency of using the Notebook and the Alien Information Center were statistically 
significantly different from the correlations between the solution success rate and other tools. For instance, the Z-score 
correlation between Notebook use duration and solution success rate (r = 0.3329) compared to Spectra use duration and 
solution success rate (r = 0.1818) is –13.18 (p < .01), indicating a significant difference. That is, some correlations are stronger 
than others. Additionally, Probe Design Center use duration (r = 0.0736, q < .01) and frequency (r = 0.1272, q < .01) were 
weakly correlated with the solution success rate. 

Not all 4,115 students submitted a solution at the end of the game. In this study, the data reflected the actual classroom use 
of the GBL program. This real-world application came with some challenges. One was that during the period of use of this 
GBL, some students were absent for various reasons (e.g., sick, field trips). Some students, especially those with special needs, 
were slower in figuring out the complex problem than others. Some were distracted by the fun features of the game, as revealed 
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by the findings of this study. These students were therefore not able to submit a solution at the end. The learning process of 
being engaged in the problem solving, however, is as important to the teachers and designers of this GBL implementation as 
the student solutions. After filtering out those students who did not submit a solution from the data, a Spearman’s rank 
correlation analysis was carried out with the 1,183 students who did submit at least one solution (see Table 5). Significant 
positive relationships were found between the solution success rate and the frequency and duration of use of the Solar System 
Database, Concept Database, Periodic Table, Spectra, Notebook, Mission Database, and Alien Information Center. While some 
probe-related tool use (e.g., duration of use of the Probe Design Center and Mission Control Center) were found to be very 
weakly though significantly correlated with the solution success rate, no statistically significant correlations were found 
between the solution success rate and other probe-related tool use, such as the frequency of use of the Probe Design Center 
and Mission Control Center. These findings seem to suggest that an association between launching probes and getting a 
successful solution was less clear. 

It is worth noting that the highest correlation with the solution success rate was found with Notebook use. The correlation 
analyses showed a significant moderate correlation between the frequency of Notebook use (r = 0.313, q < .01) and the 
duration of Notebook use with the success rate (r = 0.3187, q < .01). Comparisons also revealed that correlations between the 
use of the Notebook and the solution success rate were statistically significantly different from those between other tools with 
the solution success rate. For example, z = –9.84 (p < .01) in the differences between the correlation of Alien Information 
Center frequency of use and the solution success rate (r = 0.2545) and the correlation of Notebook frequency of use and the 
solution success rate (r = 0.313). These findings show the importance of using the Notebook within the game to support 
information processing, which helped students determine the appropriate solutions. 

 
Table 5. Spearman’s Rank Correlation Coefficients for Students Who Submitted at Least One Solution 

Usage Tool name Solution success rate 

Tool frequency 

Solar System Database 0.2588** 
Mission Database 0.0457* 
Concept Database 0.1872** 
Periodic Table 0.2021** 
Spectra 0.2646** 
Notebook 0.313** 
Alien Information Center  0.2545** 
Probe Design Center 0.0004 
Mission Control Center 0.0208 

Tool duration 

Solar System Database 0.2147** 
Mission Database 0.0455* 
Concept Database  0.229** 
Periodic Table 0.1669** 
Spectra 0.2358** 
Notebook 0.3187** 
Alien Information Center  0.1498** 
Probe Design Center 0.0203* 
Mission Control Center 0.0477*  

**q < .01, *q < .05 
 

Tool Use by High, Medium, and Low Solution Rate Groups: Further analysis was carried out to determine whether tool 
use varied among groups with different success rates. A one-tailed Mann-Whitney U test was conducted to detect if the 
frequency and duration of tool use were different across the high (n = 325), medium (n = 394), and low (n = 464) solution rate 
groups (see Table 6). The 25th percentile of the solution success rate score was 0%, while the 75th percentile was 100%, so we 
used those as the cut-off scores for the low, medium and high groups. A one-tailed test was adopted because we aimed to detect 
if there was a difference between groups in a specific direction and hypothesized that the higher performance groups would 
perform better than the lower performance groups. 
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Table 6. Mann-Whitney U tests of Tool Usage for Students Who Submitted at Least One Solution 

Solution Success Rate 

 High vs. Low groups High vs. Medium groups  Medium vs. Low groups 
 

Median 
 

Median 
 

Median  

  High Low Mann 
Whitney 

U 

High  Medium Mann 
Whitney 

U 

Medium Low Mann 
Whitney 

U Variable (n=325) (n=464) (n=325) (n=394) (n=394) (n=464) 

Tool Frequency   
 

  
 

  
 

Solar System 
Database 176 91 49662** 176 170.5 63663 170.5 91 63660** 

Mission Database 4 3 71805 4 4 68812 4 3 80232** 

Concept Database 6 2 58056** 6 6 61810 6 2 72796** 

Periodic Table 8 4 56866** 8 8 67764 8 4 64331** 

Spectra 15 6 50050** 15 16 65854 16 6 59140** 

Notebook 176 9 47126** 176 169 65861 169 9 55200** 
Alien Information 
Center  126 86.5 50716** 126 156 75592 156 86.5 47968** 

Probe Design 
Center 165 154 75214 165 210.5 73106 210.5 154 78644** 

Mission Control 
Center 65 57.5 73154 65 87 74014 87 57.5 75764** 

Tool Duration 
         

Solar System 
Database 52.92 25.03 53898** 52.92 46.41 57162** 46.41 25.03 74672** 

Mission Database 0.22 0.22 72706 0.22 0.38 68572 0.38 0.22 81540** 

Concept Database 1.1 0.13 53570** 1.1 0.63 57038** 0.63 0.13 71915** 

Periodic Table 1.73 0.39 60046** 1.73 1.68 65579 1.68 0.39 70642** 

Spectra 5.28 1.73 52493** 5.28 5.08 63848 5.08 1.73 65246** 

Notebook 68.27 0.78 46803** 68.27 48.46 62743 48.46 0.78 57375** 
Alien Information 
Center 48.4 41.15 60936** 48.4 52.23 68776 52.23 41.15 67883** 

Probe Design 
Center 18.93 18.18 72222 18.93 20.32 65022 20.32 18.18 86470 

Mission Control 
Center 10.92 8.93 70110* 10.92 13.5 67572 13.5 8.93 80423** 

**q<.01, *q<.05, one-tailed. 
 

Regarding tool frequency, the high solution rate group used significantly more tools than the low group, given their use of 
the Solar System Database (U = 49,662, q < .01), Concept Database (U = 58,056, q < .01), Periodic Table (U = 6,866, q < .01), 
Spectra (U = 50,050, q < .01), Notebook (U = 47,126, q < .01), and Alien Information Center (U = 50,716, q <.01). However, 
no significant differences were found regarding the Mission Database, Probe Design Center, and Mission Control Center. 
Moreover, the medium group had a significantly higher frequency of use for all nine tools than the low group. No significant 
differences were found between the high and medium groups’ frequency of tool use. 

Concerning the duration of tool use, there were significant differences between the high and low groups for the following 
tools: Solar System Database (U = 53,898, q < .01), Concept Database (U = 53,570, q < .01), Periodic Table (U = 60,046, 



 
 

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported 
(CC BY-NC-ND 3.0) 

61 

q < .01), Spectra (U = 52,493, q < .01), Notebook (U = 46,803, q < .01), Alien Information Center (U = 60,936, q < .01), and 
Mission Control Center (U = 70,110, q < .01). Similar findings were discovered between the medium and low groups. The 
medium group spent significantly more time in the Solar System Database (U = 74672, q < .01), Mission Database (U = 81540, 
q < .01), Concept Database (U = 71915, q < .01), Periodic Table (U = 70642, q < .01), Spectra (U = 65246, q < .01), Notebook 
(U = 57375, q < .01), Alien Information Center (U = 67883, q < .01), and Mission Control Center (U = 80423, q < .01). These 
results indicate that the high and medium groups spent significantly more time using tools than the low group. Few significant 
differences were found between the high and medium groups. 

5.2.2. Individual Tool Use and Solution Justification Score 
The relationship between the solution justification score and tool use was also examined. The solution justification score 
represents the rationale a student provides for their solution. As shown in Table 7, Spearman’s rank correlation found that the 
solution justification score was positively significantly related to the frequency and duration of use for most of the nine tools, 
except the Probe Design Center and Mission Control Center. Interestingly, the solution justification score was significantly 
negatively correlated with frequency of use of the Probe Design Center (r = –0.0560, p < .01); there was no significant 
relationship with its duration of use. For the Mission Control Center, its frequency of use was also significantly negatively 
correlated with the solution justification score (r = –0.0891, p < .01); no significant relationship was found between duration 
of use and the solution justification score. These negative correlations indicate that the more students accessed the Probe 
Design Center and Mission Control Center, the lower their solution justification scores, further confirming the previous finding 
of a possible disconnect between using probe-related tools and solution (justification) scores. 

Among all the variables, the strongest correlation with the solution justification score was with the Notebook; the 
coefficient with frequency was 0.4273 (q < .01) and 0.4253 (q < .01) with duration, both indicating a moderate to strong effect 
size. The Z transformation results comparing the coefficients of the frequency and duration of Notebook use with the 
correlation coefficients of other tools also demonstrated that the correlation with solution justification score was significantly 
different from other tools. For instance, the z coefficient of Notebook duration and solution justification score (r = 0.4253), 
and Concept Database duration and solution justification score (r = 0.2625) is 10.80 (p < .01), indicating its statistical 
significance. This finding further emphasized the importance of the Notebook in facilitating student problem solving. In 
addition, the solution justification score was moderately correlated with the solution success rate score (r = 0.3596, q < .01) 
and weakly correlated with the probe success rate score (r = 0.1023, q < .01), two other performance measures. This indicates 
that students with a stronger rationale for selecting a planet for an alien also got higher solution success rate and probe success 
rate scores. 

 
Table 7. Spearman’s Rank Correlation Coefficients for Solution Justification Score and Other Variables  

Variable Solution Justification Score 

Tool frequency 

Solar System Database 0.2984** 
Mission Database 0.1504** 
Concept Database 0.2049** 
Periodic Table 0.2194** 
Spectra 0.2432** 
Notebook 0.4273** 
Alien Information Center  0.1322** 
Probe Design Center -0.0560** 
Mission Control Center -0.0891** 

Tool duration 

Solar System Database 0.2515** 
Mission Database 0.1638** 
Concept Database 0.2625** 
Periodic Table 0.1754** 
Spectra 0.2095** 
Notebook 0.4253** 
Alien Information Center  0.1367** 
Probe Design Center 0.0218 
Mission Control Center -0.0150 

Other Performance 
Indicators 

Probe Success Rate 0.1023** 
Solution Success Rate 0.3596** 

**q < .01 
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Solution Justification Score by High, Medium, and Low Solution Rate and Probe Success Rate Groups: To find out 
the solution justification scores for different solution rate groups and probe success rate groups, we conducted one-tailed Mann-
Whitney U tests. Significant differences were found across the groups (see Table 8). The high solution success rate group had 
a significantly higher solution justification score than the low group (U = 528214, q < .01) and medium group (U = 1222674, 
q < .01). Additionally, the medium group received significantly higher solution justification scores than the low group 
(U = 995744, q < .01). Regarding the probe success rate groups, among the students who submitted at least one solution, the 
25th percentile of the probe success rate score was 50%, while the 75th percentile was 100%, so we used these as the cut-off 
scores for the low, medium, and high groups. Statistically significant results were also found between the high probe success 
rate group and the low group (U = 789221, q < .01); and between the high and medium groups (U = 962152, q < .01) (see 
Table 9). No significant difference was found between the medium and low groups. That is, students in the high probe success 
rate group received a higher solution justification score than their peers in either the medium or low groups. Figures 2 and 3 
demonstrated these differences in score distribution. 

 
Table 8. Mann-Whitney U Tests on Solution Justification Scores of Students Who Submitted at Least One Solution 

Solution Success Rate 
 High vs. Low groups High vs. Medium groups Medium vs. Low groups 
 High Low  High  Medium  Medium Low  
 (n=325) (n=464)  (n=325) (n=394)  (n=394) (n=464)  

Variable Median 
Mann 

Whitney 
U 

Median 
Mann 

Whitney 
U 

Median 
Mann 

Whitney 
U 

Solution 
Justification 
Score 

3 1 528214*
* 3 3 1222674

** 3 1 995744*
* 

**q<.01, one-tailed 
 

 
Figure 2. Distribution of the solution justification scores of students who submitted at least  

one solution in the low-, medium-, and high-solution success rate groups. 
 
 
 
 

  



 
 

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported 
(CC BY-NC-ND 3.0) 

63 

Table 9. Mann-Whitney U Tests on Probe Success Rates of Students Who Submitted at Least One Solution 
Probe Success Rate 

 High vs. Low groups High vs. Medium groups Medium vs. Low groups 
  High Low  High Medium  Medium Low  

  (n=414) (n=409)  (n=414) (n=360)  (n=360) (n=409)  

Variable Median Mann 
Whitney U Median 

Mann 
Whitney 

U 
Median 

Mann 
Whitney 

U 
Solution 
Justification 
Score  

3 2 789221** 3 2 962152**  2 2 817930 

**q<.01, one-tailed 
 

 
Figure 3. Distribution of the solution justification scores of students who submitted at least  

one solution in the low-, medium-, and high-probe success rate groups. 
 
To summarize, the analyses from Step 2 showed significant positive relationships between the solution success rate and 

individual tool use by all students, indicating that the higher the frequency and the longer the duration of tool use, the higher 
the solution success rate would be. Examining individual tool use by students who submitted at least one solution showed 
significant positive associations between the solution success rate with most of the tools, except for some probe-related tools 
(i.e., the frequency of Probe Design Center and Mission Control Center use). The analyses of tool use by high, medium, and 
low solution rate groups further supported this finding by showing that the high and medium solution rate groups used 
significantly more tools and stayed longer in those tools than the low group. However, no significant differences were found 
between the high and low groups for two probe-related tools (i.e., Mission Database and Probe Design Center). 

Analyzing the relationship between the solution justification score and tool usage showed significant positive associations 
for most of the tools, but very weak significant negative correlations or no correlations for two probe-related tools (i.e., Probe 
Design Center and Mission Control Center). Further analyses of the solution justification solution scores by high, medium, 
and low solution success rate and probe success rate groups showed that the high and medium solution success rate group had 
a significantly higher solution justification score than the low group. The high probe success rate group also had a significantly 
higher solution justification score than the low and medium probe success rate groups. 

5.3. Step 3: Examining Probe Performance in Relation to Other Measures 
The above results clearly demonstrate strong positive associations between tool usage for most tools and student 
performance — more and longer tool usage led to better performance, as shown in the final performance measure of both the 
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solution success rate and the solution justification score. However, the association between usage of the three probe-related 
tools and student performance was less clear. Results show a very weak but negative correlation between the frequency of 
using two probe-related tools and the solution justification score and no correlation for the duration of use (Table 7). This 
finding is unexpected, since we would expect the opposite — that using more probe-related tools would lead to a higher 
solution justification score. Given this finding, we further examined probe tool usage in relation to other performance measures. 

As with the solution success rate and solution justification scores, when students launch a probe, they are also asked to 
provide a rationale and what data it is to gather. The probe justification score is graded on a 5-point rubric, based on the 
scientific argumentation framework developed by Mao et al. (2018), with one being random/no justification, four providing a 
specific inquiry to send a probe, and five not only indicating a specific inquiry but also providing reasoning. That is, not all 
probe justifications are equal — some are better than others and some are meaningless. We wanted to find out if better probe 
justifications (i.e., those that achieved four or above) were associated with higher probe success and solution success rate 
scores. Spearman’s rank correlations between the use of three probe-related tools and the percentages of reasoning and specific 
inquiry were conducted. In the analysis, the percent of reasoning referred to the percentage of reasoning probes out of the total 
number of probes the student launched, and the percent of specific inquiry was the percentage of specific inquiry probes out 
of total probes. The results showed significant positive relationships between these two higher probe justification scores and 
the use of probe-related tools (see Table 10). In addition, regression analyses conducted with the percent of reasoning and 
specific inquiry as the predictor and solution success rate (Ys’=a+bX) and probe success rate (Yp’ =a+bX) as the dependent 
variables showed a significant positive relationship between the percent of reasoning and specific inquiry and probe success 
rate (b = 0.56, t = 42.88, p <. 001) and solution success rate (b = 0.26, t = 8.01, p <.001). The percent of reasoning and specific 
inquiry explained a significant amount of the variance in the probe success rate (R2 = 0.31, F (1,4113) = 1839, p <.001) and 
solution success rate (R2 = 0.06, F (1,1181) = 64.2, p < .001). Finally, comparing the probe justification scores by the high, 
medium, and low probe success rate groups found significant differences between the high and medium groups and the low 
group (see Table 11). In short, these results indicate that those students with higher probe justification scores also had high 
probe success and higher success rate scores and that they used the three probe-related tools more. 

 
Table 10. Spearman’s Rank Correlations Between Probe-Related Tools, Reasoning, and Specific Inquiry 

Variable  Percent of Reasoning Percent of Specific Inquiry 

Tool 
Frequency 

Mission Control  0.2049** 0.4299** 
Mission Database 0.1128** 0.0542** 
Probe Design Center 0.1810** 0.4649** 

Tool 
Duration 

Mission Control  0.1445** 0.5125** 
Mission Database 0.1101** 0.0554** 
Probe Design Center 0.1663** 0.5008** 

**q<.01 
 

Table 11. Mann-Whitney U tests on Probe Justification of Students Who Submitted at Least One Solution 
Probe Success Rate  

High vs. Low groups High vs. Medium groups Medium vs. Low groups  
Median 

 
Median 

 
Median 

 

  High Low Mann 
Whitney 

U 

High  Medium Mann 
Whitney 

U 

Medium Low Mann 
Whitney U Variable (n=414) (n=409) (n=414) (n=360) (n=360) (n=409) 

Percent of 
Reasoning 14.15% 7.54% 777063*

* 14.15% 9.18% 809256 9.18% 7.54% 982894** 

Percent of 
Specific 
inquiry 

45.46% 16.61% 964378*
* 45.46% 26.93% 1024256

** 26.93% 16.61% 1053894** 

Percent of 
vague inquiry 9.63% 7.66% 720411*

* 9.63% 13.34% 615957 13.34% 7.66% 1098715** 

Percent of 
vague claim 12.54% 11.17% 710910* 12.54% 22.00% 1111864

** 22.00% 11.17% 1131726** 

Percent of 
random input 18.22% 10.84% 796076*

* 18.22% 28.54% 613190*
* 28.54% 10.84% 1189887** 

 **q < .01 
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5.4. Step 4: Navigation Pathway Analysis 
Previous research using the same game has shown that student problem-solving processes can be divided into different stages 
as students explore and identify the problem, perform needed research, generate and test the hypothesis, and then submit 
solutions (Liu & Bera, 2005). To better understand the relationships between students’ navigation patterns and their 
performances, the entire path in the game was divided into five phases (see data analysis section), and a comparison of the 
navigation patterns was conducted between the high-performing and low-performing groups based on their solution success 
rate. Figure 4 presents the navigation paths by both groups in each of the five phases. It is necessary to point out that the 
thickness of a line was decided upon the weighted degree of edge ranking size within the group, which means that the different 
levels of thickness presented in the high-performing group (e.g., Figure 4a) and low-performing group (e.g., Figure 4b) should 
not be directly compared. 

In the first phase, students in the high solution success rate group had a focused back-and-forth path between the Alien 
Information Center and the Notebook, as shown by the thickest line, indicating that they visited the Alien Information Center 
to get information and then used the Notebook for note-taking; on the other hand, students in the low solution success rate 
group explored more tools without focusing on the essential ones. Specifically, they accessed tools the Communication Center, 
Probe Design Center, and Mission Control Center quite often, indicating that they started to launch probes at the beginning 
stage. Mission Control and the Probe Design Center are the two most fun tools needed later in the problem-solving process 
(Liu et al., 2011; Liu & Bera, 2005). The focus for this phase should be on gathering information, as done by the high solution 
success rate group. Spending time using other tools more relevant to later phases, as done by the low solution success rate 
group, is not productive. 

In the second phase, the thickest line in Figure 4c indicates that the high solution success rate group had a back-and-forth 
path between the Notebook and Alien Information Center, and the Notebook and Solar System Database. The Notebook was 
at the centre of the path, with the highest weighted degree (5010.0), which represents the central role of the Notebook in 
processing information in problem solving. The low solution success rate group also visited the Alien Information Center, Tool 
Bar, Solar System Database, and Notebook; however, their Notebook use had a weighted degree of 3348.0 — less than the 
Alien Information Center (4196) and Tool Bar (3851). This suggests that both groups were doing research using the two 
essential tools relevant for this phase — the Alien Information Center and Solar System Database; however, the high solution 
success rate group seemed to use the Notebook more frequently to process information from their research. While both groups 
started to launch probes, as shown by the path pattern between the Probe Design Center and Mission Control Center, this path 
was more frequently visited by the low solution success rate group during this phase. For the third and fourth phases, there 
were no apparent differences between the high and low groups. It is possible, since both phases three and four refer to 
generating hypotheses, testing hypotheses, and conducting further research, that all students performed similar actions, and 
that dividing usage into two separate phases may not be necessary. 

In the last phase, the high solution success rate group focused more on the Probe Design Center and Mission Control 
Center, indicating that they were launching probes to test hypotheses, which is appropriate for this phase. Their paths showed 
the use of the Solar System Database and Notebook, suggesting that they most likely revisited them to check information after 
they received the data from launched probes, an indication of effective tool use appropriate for the phase (Liu & Bera, 2005). 
By contrast, the low group visited all tools and seemed to lack focus on what to pay attention to in this final phase of problem 
solving. This finding is significant since the participating schools used the game for a specific period of up to 10–12 days. If 
students were short of time, they would not be able to finish their problem-solving process and would not submit appropriate 
solutions. 

The results from the pathway analysis in Step 4 provided additional evidence that the high solution success rate group was 
using the tools more appropriately for each problem-solving phase. As a result, we conclude that they used the tools more 
productively than the low solution success group. 
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(a) 1st Phase High Solution Success Rate Group (b) 1st Phase Low Solution Success Rate Group 

 
 
 

 
 

(c) 2nd Phase High Solution Success Rate Group (d) 2nd Phase Low Solution Success Rate Group 
 
 
 

  
(e) 3rd Phase High Solution Success Rate Group (f) 3rd Phase Low Solution Success Rate Group 
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(g) 4th Phase High Solution Success Rate Group (h) 4th Phase Low Solution Success Rate Group 

 
 
 

  

(i) 5th Phase High Solution Success Rate Group (j) 5th Phase Low Solution Success Rate Group 

Figure 4. Comparison of tool usage in five phases by the high and low solution success rate groups. 
 

6. Discussion 
The goal of this study was to explore a large set of log data (3 million lines) by 4115 students captured in a digital educational 
game designed for middle school science and to understand student navigation patterns in relation to their performance. Our 
two research questions were these: 1) How do middle school students navigate a game-based learning environment? and 2) 
What are the relationships between students’ navigation patterns and their performance in the game? Given our findings, we 
will discuss three main areas. 

6.1. The Connection Between Individual Tool Use and Student Performance 
The findings from the four-step data analysis demonstrated the navigation patterns of middle school students in a game-based 
learning environment. The descriptive analysis of tool use showed that, in general, students spent more time and used essential 
tools more often in the game than non-essential tools. Previous studies (Liu et al., 2009, 2016, 2019) identified that four tools 
(e.g., Alien Information Center, Solar System Database, Probe Design Center, Mission Control Center) are essential in the 
game in that they contain information students must use to solve the problems and find the solutions. Our current findings 
regarding the overall patterns of essential tool usage in the game aligned with the previous research and emphasized the critical 
role of those essential tools in facilitating the learning process. 

In addition, results showed that the Notebook not only had high frequency, long duration usage, it also significantly 
positively correlated with solution success. The Notebook had the highest correlation with the solution success rate for students 



 
 

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported 
(CC BY-NC-ND 3.0) 

68 

who submitted at least one solution (see Table 5). The Notebook was also the tool most strongly correlated with the solution 
justification score (see Table 7). In a previous study (Liu et al., 2019), the importance of using the embedded Notebook was 
proposed given its features, designed specifically for this game, in supporting learners’ problem solving. Teachers were also 
encouraged to ask students to use this Notebook instead of a generic notetaking tool. Since the previous study, teachers were 
provided with professional training on the importance of the Notebook and how to utilize it effectively. The findings of this 
study provide empirical evidence to support the necessity of embedding the Notebook as an information processing tool in the 
game, and show that using an embedded Notebook in the system for note taking, especially when it provides features designed 
specifically for the game (Liu et al., 2019), is more convenient and relevant than other generic notebook tools outside the 
system. 

Regarding the relationship between tool usage and solution success, the strongest correlations were found between the 
solution success rate and usage of the Alien Information Center, Concept Database, and Notebook. Additionally, the navigation 
patterns of the high-performing group showed strong connections between essential tools and the Notebook (e.g., Figure 4a, 
Figure 4c), also illustrating that more frequent use of essential tools and the Notebook helped students find solutions in the 
game. Previous literature (Hauge et al., 2014; Park et al., 2019) revealed that it was challenging for teachers to understand 
student in-game learning processes. The findings of this study reveal that students who use tools appropriately and wisely are 
more likely to succeed. The overall relationship between tool usage and learning performance could help classroom teachers 
better monitor student learning progress and provide intervention or scaffolding if necessary. 

In terms of tool use among different solution success rate groups, the findings show that the high solution rate group used 
tools more frequently and spent more time using them than the low solution rate group. This finding indicated that the higher 
frequency and longer duration of using most tools led to a higher solution success rate. These findings are consistent with the 
results in the previous studies that the higher frequency and longer duration of using learning tools and materials in games 
contributes to successful game performance or learning achievement (Cheng et al., 2015, 2017; Rosenheck et al., 2021). In 
addition, the comparison of probe-related tool use among different probe success rate groups in the current study showed that 
students who had higher scores used more probe-related tools than lower performers. Students who chose and used key tools 
related to the tasks were more likely to have a higher success rate in completing the tasks. In Alien Rescue, while all tools are 
available through a two-layered interface (see Figure 1), the findings highlight the importance of strategic tool use when 
students are given the same amount of time to use the game. Previous literature has discovered that learners’ ability to choose 
the proper tools and locations in the game was related to target performance (Cheng et al., 2017; Snow et al., 2015). In addition, 
high-performing learners could detect cues that are not as obvious to non-experts when solving problems in games (Loh & 
Sheng, 2015). Based on the findings of this study, it is possible for teachers to provide scaffolding, based upon the analytics, 
to those low-performing learners since they need more guidance on their path to a successful solution in games — a direction 
we are currently undertaking (Liu et al., 2022). It is also valuable to provide guidance or scaffolding features in games such as 
hints or prompts to assist student learning (Oren et al., 2021). 

6.2. Learning Pathway Analysis in Five Phases 
Overall, student strategies in selecting tools per phase aligned with the problem-solving process outlined in previous research 
using this game (Liu & Bera, 2005). However, student navigation patterns between high- and low-performing groups showed 
some differences in the first two phases. Specifically, both groups’ paths were focused on the Alien Information Centre and 
Notebook tools in the first phase, suggesting that they gathered information about the aliens and took notes of what they 
thought important. In the second and third phases, both groups also showed increased traffic between the Solar System 
Database and the Notebook while continuing with the higher traffic between the Alien Information Center and the Notebook, 
implying that they were researching to solve the problem using more tools to look for suitable habitats for the aliens based on 
their notes saved in the previous phase. Nevertheless, the high solution success rate group focused more frequently on exploring 
essential tools, such as the Alien Information Center and Notebook, to get information and note-taking in phase one, and then 
started to send probes in phase two. On the other hand, the low solution success rate group focused more on tools not relevant 
for the first phase but more appropriate for later phases, such as probe-related tools, by sending probes earlier than the high 
solution success rate group. 

In the fourth phase, the weighted traffic between the Solar System Database and the Notebook for both groups indicated 
that they were testing their hypotheses of suitable habitats in the solar system. In the fifth phase, the two groups showed a 
distinct difference in their dominant path-taking strategies. The high solution success group mainly used the Probe Design 
Center and Mission Control Center, suggesting that they were finalizing their solutions, while the low solution success group’s 
focus was disoriented in using multiple tools, implying that they lacked focus and were not near finalizing their solutions. 

Our findings suggest how selecting proper tools per phase contributes to student achievement in this problem-based 
learning, which is aligned with what Li et al. (2021) found in their study, as well as in previous research using the same game 
(Liu & Bera, 2005). Furthermore, the analysis of visualized learning paths confirms that students generally show a similar 
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learning path in terms of sequencing the tools regardless of their learning performance levels, as Sun et al. (2021) reported, 
except for the duration of essential tool use, especially in the initial two phases of the game. Thus, the findings of this study 
enrich the GBL literature by providing more detailed descriptions of how students take their learning paths differently and the 
impact of path-taking strategy on performance. 

6.3. Disconnect Between Probe Design Success and Solution 
In the above sections, we have discussed student navigation patterns and their relationship to student performance. The two 
performance measures in this game are described in the “Method” section above. The primary one is the solution a student 
submits at the end of the gameplay; the secondary one is whether a probe a student sent is successful or not. Examining the 
log data in detail, the data analysis showed several interesting findings in using probe-related tools (i.e., Probe Design Center, 
Mission Database, Mission Control Center). First, there was no significant difference between the high and low solution 
success rate groups in their frequency and duration of tool use in terms of these probe-related tools (Table 6). Because these 
tools are essential (especially in phase 4) to solve the problem since they contain key information needed for hypothesis testing, 
it is not surprising that no significance was found between the two groups. Second, the results revealed an unexpected 
finding — the use of some probe-related tools was not correlated with the solution success rate (Table 5) or the solution 
justification score (Table 7). We would have thought that higher use of these tools would lead to a more successful solution, 
which is not the case, as revealed by the log data. Moreover, a negative correlation was found between the frequency of Probe 
Design Center tool use and the solution justification score. These findings seem to indicate that using the probe-related tools, 
while aligned with probe rate success performance, did not contribute to the solution success rate. Why? 

One possible explanation is that probe-related tools (especially the Probe Design Center and Mission Control Center) have 
been found to be the most fun to use in previous research (Kang, Liu, & Qu, 2017; Kang, Liu, & Liu, 2017; Liu et al., 2016) 
because those tools allow students to work as scientists to design probes and thus experience the authenticity of learning that 
middle school students do not have an opportunity to experience otherwise. Therefore, this finding may explain why both high-
performing and low-performing groups use these probe-related fun tools in high frequency and long duration, with no 
significant group differences. The probe justification scores — an indicator of whether a probe should be sent or not — have 
five levels of specificity (see Table 11) from high (more desired) to low (not desired). A detailed examination of these five 
levels shows that students with a high probe success rate sent more reasoning and specific inquiry justifications than the low-
performing group. At the same time, they also sent more vague justifications and random input in probe design. Providing high 
levels of reasoning and specific inquiry justifications by the high-performing group showed that students understood the 
problems well and sent probes for testing their specific hypotheses. These two higher-level types of probe justifications could 
predict the success of probes and then contribute to getting the solutions. But why did the high-performing learners also send 
vague and random input justifications (lower-level types of probe justifications), showing that student justifications lacked 
meaningful purpose? It is quite possible that these students sent probes just for fun, especially during the first phase, rather 
than sending probes for testing hypotheses. This may explain why the frequency of using probe-related tools was not correlated 
with the solution success rate shown in Table 5. That is, the probe-related tools were not only used by students for testing 
hypotheses but also for entertainment purposes. The high frequency use of those probe tools did not provide an accurate picture 
of whether students were staying on task within the game. As a result, a disconnect between probe success and solution success 
was revealed. 

Another possible explanation is related to the ambiguity of log data. Although they provide objective information and large 
quantities of behavioural characteristics about each user, sometimes it is difficult to precisely determine why a user takes a 
certain action in the problem-solving process (Horn et al., 2016; Linek et al., 2010). In support of previous learning analytics 
literature indicating this difficulty, we believe that more data from different sources other than log data is necessary to 
understanding student learning processes based on less guessing and more evidence (Gauthier et al., 2015). 

6.4. Limitations 
It is necessary to point out the limitations of this study. In our data analysis, we only investigated if the percentage of reasoning 
and specific inquiry probes students sent could predict their probes and solution success rates; other variables were not included 
in the model. The low R-square values of the two regression models suggest that other variables could be included, which can 
be done in our future studies. The analyses of this study were based on a large set of log data only. While log data provide an 
objective picture of what happened — especially in offering a glimpse into real-time actions during the problem-solving 
process — they may not reveal a complete picture of why certain events happen the way they do. Therefore, we advocate using 
multiple data sources (see Implications and Conclusion below). In addition, the research context for this study occurred in 
middle school classrooms in the U.S. Many constraints are associated with this real-world application, such as the attrition 
rate. While this could be partly explained by student absences, slow progress by students with special needs, and distraction 
by the fun features of the game, there could be other reasons, such as lack of engagement, losing concentration, or simply 
finding the game too hard and needing more scaffolding from teachers (Liu et al., 2011). Our hope is that by reporting how 
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LA is used in real-world settings, more effective games can be designed by incorporating LA to support teaching and learning 
in K–12 to achieve the ultimate educational goal. 

7. Implications and Conclusion 
Our findings showed significant positive relationships between various tool use and performance measures; and varied tool 
use patterns at different problem-solving phases by high- and low-performing students. Importantly, these findings revealed 
that students who used tools appropriately and wisely were more likely to succeed, as shown by the high-performance group. 
In addition, detailed multiple analyses showed an unexpected disconnect between the two performance measures. 

The findings of this study have implications for both research and the design of digital learning environments. The learning 
performance measured showed two types of evidence-centred assessments based on the log data, which is the focus of this 
study. In future research, we plan to add external assessments, such as the science knowledge test given by the schools before 
and after students have completed this curriculum unit. Such an external measure could help establish a relationship between 
in-game performance and external learning measures. While analytics using log data provide dynamic, real-time, detailed 
information about learner actions unobtrusively and objectively, sometimes such data cannot provide a full picture of what is 
happening and why. To this end, we suggest that future studies use other data (e.g., surveys, interviews, classroom 
observations) in combination with log data to grasp a fuller picture of student learning in a classroom setting. For example, 
observing and interviewing students can help us understand why some students do not submit solutions to this game. 

An important benefit of using analytics is to gain a better understanding of student learning processes to inform design and 
create interventions (Ifenthaler et al., 2019; Loh & Sheng, 2015). Yet it is challenging for teachers to know how their students 
use the game (Hauge et al., 2014; Park et al., 2019). To address this challenge and support K–12 teachers in implementing 
GBL more effectively, we have begun to incorporate analytics into a newly created teacher dashboard (Liu et al., 2022) to 
allow teachers not only to view their students’ actions in real-time but also to provide their scaffolding based on analytics 
(van Leeuwen et al., 2021). In short, learning analytics offers new opportunities for GBL researchers and designers to gain 
more insights into learners’ problem-solving processes. Research on GBL analytics will help guide more effective game design 
to support teaching and learning in the K–12 setting. 
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