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Abstract: In the process of measuring and assessing high-level cognitive skills, 

interference of rater errors in measurements brings about a constant concern and 

low objectivity. The main purpose of this study was to investigate the impact of 

rater training on rater errors in the process of assessing individual performance. 

The study was conducted with a pretest-posttest control group quasi-experimental 

design. In this research, 45 raters were employed, 23 from the control group and 

22 from the experimental group. As data collection tools, a writing task that was 

developed by IELTS and an analytical rubric that was developed to assess academic 

writing skills were used. As part of the experimental procedure, rater training was 

provided and this training was implemented by combining rater error training and 

frame of reference training. When the findings of the study were examined, it was 

found that the control and experimental groups were similar to each other before 

the experiment, however, after the experimental process, the study group made 

more valid and reliable measurements. As a result, it was investigated that the rater 

training given had an impact on rater errors such as rater severity, rater leniency, 

central tendency, and Halo effect. Based on the obtained findings, some 

suggestions were offered for researchers and future studies. 

1. INTRODUCTION 

Cognitive skills are divided into two categories: lower-order and higher-order. Lower-order 

cognitive skills in Bloom’s Taxonomy include behaviors that belong to the remembering and 

understanding levels and these behaviors do not change from learner to learner, are measured 

by traditional tools, and are result-oriented. Higher-order cognitive skills, on the other hand, are 

process-oriented, are measured by complementary measurement and assessment tools (such as 

essay, portfolio, performance task, etc.), and their acquisition takes more time compared to 

lower-order cognitive skills (Kutlu et al., 2014). Kutlu et al. (2014) indicated that higher-order 

cognitive skills are a combination of cognitive, affective, and psychomotor characteristics of an 

individual when he/she displays his/her talents. Since higher-order cognitive skills are a 

significant indicator of the development of success, measuring them reliably and validly is of 

paramount importance (Haladyna, 1997). 
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It was indicated that measuring and assessing higher-order cognitive skills with traditional 

measurement tools is not appropriate, and complimentary measurement and assessment tools 

should be employed more for this purpose (Ebel, 1965; Kutlu et al., 2014). It seems more 

appropriate to use performance assessment to measure and assess higher-order cognitive skills 

consistently and accurately (Johnson et al., 2008). Performance assessment was defined as the 

activities that are done to determine an individual’s strengths and weaknesses by observing 

him/her and take actions to make these better (Bennet, 1998). Performance assessment is 

different from traditional assessment methods due to the following characteristics: a) 

performance assessment is based on real-life events, b) performance assessment is process-

oriented, and c) performance assessment prompts the individual to think more (Brown & 

Hudson, 1998; Khattri et al., 1995; Moore, 2009). 

While performance assessment provides significant advantages in measuring higher-order 

cognitive skills, the objectivity of measurements is an important implication problem in the 

process of assessing an individual's performance. It is quite difficult in practice for performance 

assessment to be as objective as traditional assessment methods (Romagnano, 2001). When the 

literature is examined, it was seen that many methods were suggested and employed for the 

objectivity of measurements in performance assessment-based studies. These methods are 

automated scoring (Attali et al., 2010; Burstein et al., 1998; Landauer et al., 2003), employing 

more than one rater (Gronlund, 1977; Kubiszyn & Borich, 2013), using rubrics (Dunbar et al., 

2006; Ebel & Frisbie, 1991; Kutlu et al., 2014; Oosterhof, 2003), and rater training (Bernardin 

& Buckley, 1981; Haladyna, 1997; Ilhan & Cetin, 2014; Lumley & McNamara, 1995). It was 

emphasized that regardless of the method used in the performance assessment process, it is 

often quite difficult to ensure consistency between raters and assessors (Haladyna, 1997). In 

other words, regardless of the method employed, there is a possibility that some external factors 

other than individual performance often interfere with the measurements in the process of 

performance assessment. These inconsistencies that occur in the performance assessment 

process are defined as “rater effects/behaviors / bias” (Farrokhi et al., 2011; Haladyna, 1997; 

Ilhan, 2015). 

If one or more of the rater behaviors are involved in the performance of the individual in the 

performance assessment process, the amount of error in the estimations made while determining 

the individual’s ability level will be high, so the validity of the inferences made according to 

these values may be low. Rater behaviors directly threaten validity because they are attributed 

to a variance that is unrelated to the measured structure (Abu Kassim, 2011; Brennan, Gao & 

Colton, 1995; Congdon & McQueen, 2000; Farrokhi et al., 2011). In this context, it is important 

to determine rater behaviors in the process of scoring individual performance and to bring these 

behaviors to a minimum or controllable level or eliminate them (Kim, 2009; Linacre, 1994).  

In the performance evaluation process, one of the methods used to reduce or control rater 

behaviors that interfere with measurements is rater training. Rater training is widely used to 

reduce the variance of raters (Brijmohan, 2016). The main purpose of rater training is to explain 

the assessment tools to raters through sample applications and to establish a common 

understanding and conceptualization among raters (Fahim & Bijani, 2011). Rater training can 

reduce, but not eliminate, variability in rater behaviors.  One of the purposes of rater training is 

to increase the consistency between raters and within raters by observing factors such as 

experience, scoring style or scoring preference, giving feedback to raters (Kim, 2009). 

Many rater training patterns/models have been proposed to reduce the raters' biases, increase 

the accuracy of the assessment, improve observation skills, and increase behavioral accuracy 

and rater reliability (Woehr & Huffuct, 1994; Zedeck & Cascio, 1982). The most preferred of 

these patterns are; i) Self-Leadership Training (SLT), ii) Behavioral Observation Training 

(BOT), iii) Rater Variability Training (RVT), iv) Performance Dimension Training (PDT), v) 
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Rater Error Training (RET), vi) Frame-of-Reference Training (FORT). It is seen that each rater 

training in the literature has different approaches. Regardless of which rater training patterns 

are used, the main target training is expected to increase rater reliability and accuracy and 

decrease rater behaviors. Since this research did not examine which rater design is better, this 

discussion was not entered into. In this study, RET and FORT designs were combined based 

on the literature in order to get maximum efficiency from rater training. 

Rater training methods were used in this study to determine rater behaviors and reduce them to 

a controllable level in the performance assessment process. The main purpose of rater training 

is to enable raters to develop a common-sense towards student performance and criteria of 

assessment preferences (Eckes, 2008; Shale, 1996). In other words, it is ensured that the 

assessment is done validly and reliably (Moser et al., 2016). Since the scores students get from 

an open-ended exam consist of both the performance of the student and the rater's interpretation 

of the student's performance, it creates a constant validity concern in the test results (Ellis, 

Johnson & Papajohn, 2002; McNamara, 1996). If the decisions that are made based on test 

results are vital, rater behaviors should be determined and these behaviors should be reduced to 

an acceptable level (Ellis et al., 2002). When the literature was examined, it was seen that many 

rater training designs were suggested and used (Bernardin & Buckley, 1981; Feldman et al., 

2012; Haladyna, 1997; Hauenstein, & McCusker, 2017; Stamoulis & Hauenstein, 1993; 

Weigle, 1998; Zedeck & Cascio, 1982).  

When the literature is examined, it is seen that there are many rater trainings, but the existence 

of such a study in the national literature has been the main motivation for conducting this study. 

In addition, it is thought that the relevant study is important in terms of testing the effectiveness 

of rater training in the evaluation of compositions. Another originality of the study is that the 

second language academic writing skills of Turkish students were measured for the first time 

with a combined rater design. In this regard, rater training was provided in this study by 

combining rater error training and frame of reference training designs, and its impact on rater 

behaviors was investigated.  

For the purpose of this study, the following hypotheses were tested: 

1. Before training, the raters in the experimental and control groups showed rater behaviors in 

the process of assessing the writing performance of students,  

2. After training, the raters in the experimental group showed fewer rater behaviors than those 

in the control group in the process of assessing the writing performance of students. 

2. METHOD 

2.1. Research Design 

In this study, a quasi-experimental design with control & experimental groups and pretest & 

posttest was employed. This pattern is a relational design because the same people are measured 

twice on the dependent variable. However, it is also defined as an unrelated design due to the 

comparison of the measurements of the experimental and control groups consisting of different 

participants (Howitt & Cramer, 2008). Because of these two features, pre-test post-test control 

group design is defined as a mixed design in the quantitative studies (Buyukozturk, 2011).  

2.2. Study Group 

Since there is no assumption that results obtained through Rasch models can be generalized to 

the universe, universe and sample were not identified in this study, instead, a study group was 

chosen. There were two groups involved in the study: raters and students. There were 64 raters, 

12 of whom were male, and 52 of whom were female; while individuals consisted of 39 

students. Both individuals/students and raters were student teachers of English at Gazi 

University, English Language Teaching (ELT) department. Raters were the 3rd-grade students 



Int. J. Assess. Tools Educ., Vol. 9, No. 2, (2022) pp. 492–514 

 495 

who took the Measurement and Evaluation course, while individuals were the 1st-grade 

students, who took the ‘Advanced Reading and Writing’ course. The average age of the raters 

was 21.84, and they had not participated in any rater training and thus, had no experience in 

scoring before.  The raters in the study were randomly divided into two groups (33 for the 

control group, and 31 for the experimental group).  All the participants took place voluntarily 

in the research. However, 7 raters who participated in the pre-test but did not participate in the 

post-test were excluded from the study. Later, pre-test scores were analyzed and misfit was 

detected with 12 raters. These raters were also excluded from the study because the misfit 

negatively affected the model-data fit of the study. As a result, the study was conducted with a 

total number of 45 raters, 22 in the experimental group and 23 in the control group. 

2.3. Data Collection Tools 

A writing task (argumentative essay), personal information form, and analytical rubric were 

used as data collection tools in the study.  

2.3.1. The Writing task 

An argumentative essay task, which was prepared by the International English Language 

Testing System (IELTS) and was published as sample, was used to measure the academic 

writing skills (related performance) of individuals (see Appendix 1). One of the reasons for 

choosing this writing task is that it is authentic and reflects a real-life situation, and this provides 

a more valid framework for measuring student performance. Before the participants were given 

this task, they were informed that the researchers would not grade this task, it would be used 

only for academic purposes, the participation was voluntary, and they should not write their 

personal information on the sheets. The participants were told that they had 40 minutes to 

complete the task, and they are required to write an essay of within at least 250 words. The 

writing task was completed by 39 participants, and they were above B1 level. Later, these essays 

were numbered and duplicated for the rating purpose. The essays were written in the spring 

semester of the 2017-2018 academic year. 

2.3.2. Personal information form 

A personal information form was prepared by the researcher to collect the interests, attitudes, 

anxieties, and demographic information of the raters towards academic writing. A rating scale 

was also included in the personal information form, in which raters would write the score they 

gave to the essays on each criterion. 

2.3.3. Analytical rubric for academic writing skill 

To assess the essays, the researchers and a Ph.D. student from the ELT department who is 

knowledgeable about academic writing developed an analytical rubric for academic writing 

skills. While developing the rubric, a systematic process with certain steps was followed 

because the validity and reliability of the measurements obtained from the measurement tools 

developed without following a systematic process may be negatively affected. Therefore, 

reliability and validity should be taken into account in the process of developing rubrics 

(Moskal, 2000). During the development of the analytical rubric, Goodrich (1997), Haladyna 

(1997), Kutlu et al. (2014) and Moskal's (2000) suggestions were taken into consideration.  

First of all, as the aim is to assess student teachers’ academic writing skills, the purpose of the 

rubric was determined accordingly. In the second stage, the criteria for assessing performance 

(academic writing skill) were determined and sample rubrics in studies such as Weigle (2002), 

Hughes (2003), Brown (2004), Brown (2007), and Brookhart (2013) were examined in detail. 

Upon reviewing the literature, seven main criteria and 20 sub-criteria were selected and a draft 

form was created. Then, the draft form of the rubric was given to 11 field expertsto assess the 

criteria in the draft by using a measurement tool with a triple grading as (1) sufficient, (2) 



Sata & Karakaya

 

 496 

sufficient but should be corrected, and (3) insufficient. After the opinions of field experts were 

taken into account as academic writing competencies, they were presented as evidence for the 

content validity. For the content validity of each criterion, Lawshe's (1975) approach was taken 

into consideration. Since there are 11 field experts in this study, it was taken into consideration 

that the content validity rate (CVR) should be equal to or greater than a minimum 0.591 value 

in order for any criterion to have sufficient coverage in academic writing skills (Wilson, Pan & 

Schumsky, 2012). The CVR value for each criterion was calculated and six criteria that were 

less than 0.591 were removed from the draft form. Moreover, based on the feedback received 

from field experts, two criteria were divided into two sub-criteria. As a result, a measurement 

tool consisting of six main criteria and 16 sub-criteria was obtained as the final form. The final 

form the rubric was presented in Table 1. 

Table 1. Criteria included in the measurement of writing skill. 

Criteria Scoring 

Main Criteria Sub-criteria 
0 

score 

1 

score 

2 

score 

3 

score 

4 

score 

Total 

score 

Organization 

Title of Essay (  ) (  ) (  ) (  ) (  ) (     ) 

Introduction-Body-Conclusion (  ) (  ) (  ) (  ) (  ) (     ) 

Thesis Statement (  ) (  ) (  ) (  ) (  ) (     ) 

Topic Sentence (  ) (  ) (  ) (  ) (  ) (     ) 

Supporting Sentence (  ) (  ) (  ) (  ) (  ) (     ) 

Appropriate Length (  ) (  ) (  ) (  ) (  ) (     ) 

Content  
Topic Relevance (  ) (  ) (  ) (  ) (  ) (     ) 

Idea Development (  ) (  ) (  ) (  ) (  ) (     ) 

Coherence  Coherence (  ) (  ) (  ) (  ) (  ) (     ) 

Cohesion  Linking (  ) (  ) (  ) (  ) (  ) (     ) 

Grammar  
Accuracy of Grammatical Forms (  ) (  ) (  ) (  ) (  ) (     ) 

Syntatic Complexity (  ) (  ) (  ) (  ) (  ) (     ) 

Vocabulary  
Word Choice (  ) (  ) (  ) (  ) (  ) (     ) 

Lexical Range (  ) (  ) (  ) (  ) (  ) (     ) 

Mechanics 
Spelling (  ) (  ) (  ) (  ) (  ) (     ) 

Punctuation (  ) (  ) (  ) (  ) (  ) (     ) 

 

When Table 1 is examined, it can be seen that the measurement tool consists of six main and 

16 sub-criteria with a five-point rating. Upon reviewing the student teachers’ essays, it was seen 

that most of them did not give a title to their essays even though they were told to do it, so the 

sub-criterion of ‘Title of Essay’ was excluded from the study because it distorted the data 

structure. After the CVR value was calculated for each criterion, the content validity index 

(CVI) value was calculated for the measuring tool, and this value was found to be 0.750. As a 

result, since the calculated CVI value is greater than 0.591, it was accepted that the prepared 

rubric had a sufficient scope for measuring academic writing skills. The content validity index 

is the prerequisite of the construct validity process (Lawshe, 1985). It was decided that the last 

version of the form had a five-point rating and the use of the analytical rubric was appropriate 

since the performance (academic writing), which was determined, was divided into sub-

dimensions (Kutlu et al., 2014). 

After providing evidence for the content validity of the developed analytical rubric, the 

evidence for the construct validity was collected. Exploratory factor analysis (EFA) was 

conducted to provide evidence for construct validity. Before EFA, Kaiser-Meyer-Olkin (KMO) 

and Barlett sphericity tests were conducted to determine whether the relevant data set had a 

factorizable structure. It is stated that for a data set to be factorizable, the KMO value should 

be 0.70 and the Barlett sphericity test should be significant (Cokluk et al., 2012). The KMO 
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value for the relevant data set was found to be 0.875 and the Barlett spherical test was found to 

be statistically significant (χ2 (sd) = 956.427 (105); p = 0.000).  

It was determined that there were no losses and misfit in the data set and the relationships 

between variables were linear. Test of normality was performed for each criterion and it was 

investigated that except two, all criteria showed normal distribution. During the process of EFA, 

the average score for each criterion rated by 45 raters in the experimental and control groups 

for the 39 student essays was analyzed. As a result of EFA analysis, it was found that the criteria 

were collected under a single factor and the variance was 70.05% (the factor loadings of the 

criteria for the relevant data set were as follows; 0.842; 0.855; 0.936; 0.968; 0.644; 0.860; 0.960; 

0.987; 0.945; 0.605; 0.911; 0.891; 0.899; 0.861 and 0.622).  

After collecting the evidence for the validity of the measurements obtained from the developed 

analytical rubric, McDonald ω coefficient was used for proof of the reliability of the 

measurements (McDonald, 1999). The reason for using the McDonald ω coefficient is to obtain 

more consistent and unbiased estimates of reliability (Osburn, 2000) in such measurements, 

since the factor loads of variables are different from each other (congeneric measurements). As 

a result of the analysis, McDonald ω coefficient was found to be 0.971 (95% Confidence 

Interval: 0.956-0.980). When the evidence obtained for reliability and validity is considered, it 

can be said that the measurements obtained from the analytical rubric to assess academic writing 

skills (related performance) are reliable and the inferences made based on these measurements 

are valid.  

2.4. Experimental Procedure 

In this section, information about the experimental procedure (rater training) that was applied 

to the experimental group was presented. First of all, all the raters in both experimental and 

control groups were informed about the developed analytical rubric and the performance to be 

assessed (academic writing skill). Moreover, they were informed about rubrics, their types, and 

how they were prepared the reason for this was to ensure that the experimental and control 

groups would have similar characteristics and experiences. In this way, it was aimed to reduce 

the possibility of mixing the different variance sources (variance unrelated to the structure) to 

the performance (related structure) to be determined. Next, the experimental and control groups 

were given detailed information about the analytical rubric’s criteria and rating. All of these 

procedures took a total of three weeks, one hour each week, before the experimental procedure. 

In addition, the raters were not given any information as to whether they were in the 

experimental or control groups. After these procedures, all raters were given a ‘rater file’ that 

contained pre-prepared and numbered student essays, analytical rubric, and personal 

information form (pre-test), and they were given a week to assess student essays according to 

the developed analytical rubric. At the end of one week, rater files were collected and the 

assessments were transferred to the computer environment and the data set was analyzed. As a 

result of the analysis, it was identified that the experimental and control groups displayed 

similar rater behaviors in the process of assessing students’ essays. Later on, the rater training 

was launched. Detailed information about the rater training was presented in the next section.  

2.4.1. Rater training 

To create a common structural framework (academic writing skill) among the raters in the 

study, rater error training (RET) and frame of reference training (FORT) were combined and 

applied. These two pieces of training were combined because although the RET is useful in 

terms of defining rater behaviors, it is not effective on rater accuracy, and the FORT is useful 

and effective on rater accuracy (Murphy & Balzer, 1989; Sulsky & Day, 1992). In other words, 

both patterns are chosen because they are complementary to each other.  
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The basic assumption of the RET design is that being familiar with common rater behaviors 

and encouraging raters to avoid these mistakes will directly lead to a decrease in rater behavior 

and thus more effective performance evaluation (Woehr & Huffuct, 1994). Studies have not 

found any evidence that RET design has a positive effect on scoring features such as inter-rater 

reliability (Bernardin & Pence, 1980; Borman, 1975). Although rater behaviors such as rater 

strictness and generosity decreased in the RET design, it was reported that scoring accuracy 

also decreased (Bernardin & Pence, 1980). Many researchers citing these results stated that the 

RET design was an inappropriate approach. 

Although there are many rater training designs, it has been stated that the most preferred method 

is frame-of-reference traning (FORT) (Roch et al., 2012). The main reason for this is the use of 

a common conceptualization of performance for raters when performance is observed and 

evaluated (Aguinis et al., 2009; Athey & McIntyre, 1987). One reason for the effective use of 

the frame of reference training is that it encompasses performance theory, which is an 

explanation of various performance dimensions. Performance theory explains how rater 

behavior matches the appropriate dimension, how the effectiveness of rater behavior is 

evaluated, and how different judgments combine with the scoring dimension of performance 

(Sulsky & Day, 1992). 

A rater module has been developed by the researchers for rater training. The rater training was 

given to student teachers of English who have taken the measurement and evaluation course for 

a total of four weeks and one hour each week. The rater training was implemented based on the 

sequence of the application in the rater module attached.  

2.5. Data Analysis 

Many Facet Rasch Model (MFRM) and independent samples t-test were used in the analysis of 

the data set. There are three dimensions in the study: raters, students, and criteria, and a fully 

crossed pattern was used because the raters assessed all students based on all the criteria.  

2.5.1. Many facet rasch model 

In the basic Rasch model, the individual and test items or performance tasks are assessed and 

the skill differences of the individuals and the difficulty levels of the items are placed on an 

equally spaced scale. It is claimed that the obtained results are independent of the sample 

(Sudweeks et al., 2005). In the Many Facet Rasch Model, many variability sources (such as 

rater, item, task, individual, time) can be placed on a single equally spaced scale (Linacre, 

1993). MFRM is also known as facet models (Eckes, 2015). Although the MFRM model takes 

into account all variability sources, it also focuses on the interaction of these variability sources 

with each other (Abu Kassim, 2007). The Many Facet Rasch Model is a linear model that 

calibrates all parameters and converts the observations in the ranking scale to an equidistant 

logit scale (Bond & Fox, 2015). Logistic transformation of sequential category probabilities 

(log odds) enables independent variables such as peer assessment, assessment criteria, and 

open-ended items to be seen as dependent variables (Esfandiari, 2015). The Many Facet Rasch 

Model provides researchers with information that the models based on classical test theory and 

generalizability theory cannot provide (Lunz et al., 1990).  

In this study, because academic essays written by a group of students were assessed by a group 

of raters, the model of the research was defined as follows:   

log (
𝑃𝑏𝑘𝑝𝑥

𝑃𝑏𝑘𝑝𝑥−1
) = 𝜃𝑏 − 𝛽𝑘 − 𝛼𝑝 − 𝜏𝑥                                (1) 

Pbkpx = the probability of giving an x score to a student’s certain criterion by the rater 

Pbkpx−1 = the probability of giving an x-1 score to a student’s certain criterion by the rater 
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𝜃b = b. the student's proficiency level, 

k = k. the difficulty of the criterion, 

𝛼p = p. the severity of the rater, 

𝜏x = difficulty of getting an x score instead of x-1.  

Assumptions to be met for the Many Facet Rasch Model are one-dimensionality, local 

independence and model data fit. First of all, when the one-dimensionality assumption is 

examined, it can be said that the related assumption is met, since the developed analytical rubric, 

as shown in the data collection tools section, has one factor. After the one-dimensionality 

assumption was met, G2 statistics, which was proposed by Chen and Thissen (1997) was used 

to test local independence assumption. According to this statistic, the standardized LD χ2 value 

estimated between each variable pair is below 10 and the marginal fit χ2 value estimated for 

each variable is close to zero, which indicates local independence. In this context, estimates 

were made according to the generalized partial credit model and it was found that the 

standardized LD χ2 values ranged from -0.4 to 4.5, and the marginal fit χ2 values were close to 

zero, and as a result, local independence was achieved. Finally, standardized residual values 

were examined for model-data fit. For the model-data fit, it has been stated that the number of 

standardized residual values outside the ± 2 range should not be more than 5% of the total 

number of observations, and the standardized residual values outside the ± 3 range should not 

be more than 1% of the total data number (Linacre, 2017). Since the total number of 

observations for the pretest application is 39x45x15 = 26.325, the number of standardized 

residual values outside the ± 2 range is 1.067 (4.05%) and the number of standardized residual 

values outside the ± 3 range is 164 (0.62%). It was observed that model-data fit was achieved 

for pre-test application. The total number of observations for the post-test application was 

26.322 (3 missing data), while the number of standardized residual values outside the ± 2 range 

was 995 (3.78%) and the number of standardized residual values outside the ± 3 range was 186 

(0.71%) and it was accepted that model data fit was achieved for posttest. As a result, all the 

assumptions were met and the process of analysis was started.  

3. FINDINGS 

Findings were provided under headings as two hypotheses were tested. Besides, the 

measurement reports used in determining the rater errors were given in the appendices. 

3.1. Research Findings of Pre-Rater Training 

Literature warns that many rater errors get involved in the measurements when assessing the 

performance of an individual (Royal & Hecker, 2016). The present study examined the most 

frequently occurring rater errors such as rater severity, rater leniency, central tendency, and halo 

effect. Before the rater training, the rater facet measurement report given in Appendix 3 was 

examined for the rater severity and rater leniency errors involved in the measurements in the 

assessment of student compositions. Measurement reports were calculated for each facet and 

surface interactions (common interactions) in the MFRM. These measurement reports consisted 

of two parts as a group and individual levels. Measurement reports were first assessed at the 

group level and then at the individual level (MyFord & Wolfe, 2004). The current research 

considered this path.  

Regarding the pre-test measurement report related to the rater facet in Appendix 2, group-level 

statistics (separation rate, separation index, and separation index reliability values) were found 

high. This indicates that the raters exhibited different errors in the process of assessing 

individual performance. The fixed effective chi-square value was examined to identify whether 

the raters showed different errors in the performance determination process, and this value was 
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found significant (χ2(44) = 2 835.70; p < .05). After determining that different rater errors were 

involved in the measurements at the group level, we attempted to identify which rater or raters 

showed different errors in assessing the individual performance by examining the statistics at 

the individual level. The logit value is one of the most important statistics at the individual 

level. By using the logit value, the t-value for each rater was obtained, and this value was 

compared with the critical t value in the t distribution table, and the rater error was determined. 

As is seen in Appendix 2, the t-value was calculated for each rater. Since there were 22 raters 

in the experimental group and 23 raters in the control group, the small sample size was taken 

as the basis. Besides, the degree of freedom was taken as 21 and the statistical significance level 

was taken as α = .05. Considering t distribution table, the critical t value is 2.831. Accordingly, 

if the t-value calculated for each rater is greater than +2.831, it is assumed that the rater exhibits 

the leniency behavior, if it is less than -2.831, the rater exhibits the severity behavior. Figure 1 

presents the graphical representation of the rater leniency and severity in the experimental and 

control groups that appeared in the pre-test scoring. 

Figure 1. The t-values obtained from the pre-tests of the experimental and control groups. (each point 

in the figure represents a rater). 
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Figure 1 indicates that the raters in the control and experimental groups exhibited similar rater 

errors. Regarding the raters in the control group, 11 raters (47.82%) did not show leniency and 

severity (ideal scorer), but six raters (26.09%) showed severity, and six raters (26.09%) showed 

leniency. For the raters in the experimental group, five raters (22.73%) did not exhibit leniency 

and severity (ideal scorer), but 10 raters (45.46%) showed leniency, and seven raters (31.81%) 

demonstrated severity. To determine whether the logit values of the experimental and control 

groups differed from each other in terms of severity and leniency, independent samples t-test 

was conducted (see Table 2). 

Table 2. Independent samples t-test results related to the difference between pre-test scores of experi-

mental and control groups. 

Test Group N  S t df p 

Pre-test Control 23 -0.04 0.38 
0.735 43 0.466 

Experimental 22 0.05 0.43 

Note. *p < .05 Criteria: “Control=1”; “Experimental=2” 

X
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The logit values obtained from the pre-test of the raters in the experimental and control groups 

were not statistically significant (t(43) =0.735; p > 0.05). In other words, both groups showed 

similar rater errors and were involved in the measurements at a similar rate before the rater 

training.  

Another rater error was central tendency. To determine the central tendency involved in the 

measurement of the individual performance, firstly, category statistics were calculated. Table 3 

presents category statistics for pre-test results. 

Table 3. Category statistics calculated for pre-test of experimental and control groups. 

Scoring 

categories 

Frequency % Cumulative % Average logit 

measure 

Expected logit 

measure 

Outfit 

0 595 2 2 -0.14 -0.33 1.20 

1 2.194 8 11 0.11 0.11 1.00 

2 6.435 24 35 0.56 0.59 1.00 

3 10.132 38 74 1.10 1.11 1.00 

4 6.969 26 100 1.67 1.64 1.00 
 
As is seen in Table 3, extreme categories were preferred less, while middle categories were 

preferred more. In such a case, either the raters showed central tendency or the students (whose 

assessment preference was determined) were at the intermediate level. Therefore, referring only 

to category statistics at group level does not provide enough information; other statistics should 

also be examined. One of these statistics is the measurement report calculated for the individual 

/ student facet. The measurement report emphasized that separation rate, separation index and 

separation index reliability were high. In other words, students were successfully distinguished 

according to their performance levels. Besides, the significant chi-square value was interpreted 

as statistical evidence that students were significantly differentiated according to their 

performance level (χ2 (38) = 7 695.00; p = <.05). Based on these findings, it can be said that 

there was no central tendency at the group level, and the current situation in category statistics 

was due to the performance level of the students. After determining that central tendency did 

not interfere with the measurements at the group level, statistics at individual level were 

analyzed. One of these statistics is the in-compliance and out-of-compliance values estimated 

for each rater. The in-compliance and out-of-compliance values given in Appendix 3 were 

between acceptable ranges (0.50 to 1.50). The category statistics for each rater should be 

examined for the final decision whether central tendency inferred with the measurements at the 

individual level. The category statistics were calculated for each rater, and rater 11 and 23 from 

the control group and rater 2, 4, 6, 9, and 14 from the experimental group were found to show 

central tendency during the process of determining their assessment preference at the group 

level. 

Finally, halo effect was investigated. First, group level statistics were examined. Thus, the 

criterion facet measurement report was studied. The separation rate, separation index and 

separation index reliability were found high. This shows that the difficulty levels of the criteria 

were different from each other and that halo behavior did not interfere with the measurements 

at the group level. Accordingly, halo effect was not involved in group-level measurements. It 

is recommended to examine the suitability values of the raters by equalizing the criteria 

difficulties to determine whether halo behavior is interfered with the measurements at the 

individual level when assessing individual performance (Linacre, 2017). If there is a rater that 

fits perfectly with one or both of the fit values, it is considered to show halo behavior (İlhan, 

2015; Linacre, 2017). In this context, the criterion difficulties were equalized, the analysis was 

repeated, and the fit values of the raters were examined. According to results, rater 2 from the 

control group as well as rater 17 and 22 from the experimental group showed halo effect. 

Linacre (2017) suggests re-examining the suitability statistics of raters by equating criterion 
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difficulties to determine whether there is a halo effect in assessing individual performance. 

Therefore, MFRM analysis was repeated by setting the criterion difficulties equal to zero and 

the suitability statistics of the raters were examined. After the criterion difficulties were 

equalized, raters with a fit statistics (infit and outfit) perfectly fit with the data (with UI = 1.00 

or UD = 1.00) were considered to show halo effect (Ilhan, 2015; Linacre, 2017). After the 

criterion difficulties were equalized, the measurement report regarding the rater aspect of the 

control group was obtained. Besides, in the analyses performed without equalizing the criterion 

difficulty, when the difference between the difficulty levels of the criteria is large, the suitability 

statistics are significantly greater than 1 and when the difference between the criterion 

difficulties is small, the relevant rater is considered to show halo behavior in performance 

assessment (MyFord & Wolfe, 2004). Therefore, considering the analyses performed without 

equalizing the criterion difficulty, it was found that three raters (1, 17 and 23) from the control 

group and one rater (15) from the experimental group had halo effect. As a result, it was 

determined that 4 raters from the control group and 3 raters from the experimental group 

displayed halo effect. 

3.2. Research Findings of Post-Rater Training 

Before rater training, upon examining rater behaviors that were involved in measurements in 

the process of assessing individual performance, the rater behaviors were re-examined after the 

rater training given. First, the effect of rater training on rater severity and rater leniency was 

examined. After the rater training, MFRM analysis was made for the final test, and the 

measurement report regarding the rater facet was presented in Appendix 3. This analysis 

underlined that the separation rate, separation index and separation index reliability values were 

high. The high values indicated that rater errors interfered with the measurements. The 

significance of the statistical significance test also supported this result (χ2(44) = 2 334.60; p < 

0.05). After examining the statistics at the group level, the statistics at the individual level were 

studied. In this context, the t-values obtained by using the logit value were used and the t-value 

for each rater was calculated as shown in Appendix 3. Figure 2 presents the t-values calculated 

for the post-test of the experimental and control groups. 

Figure 2. t-values obtained from the post-tests of the experimental and control groups (each point in the 

figure represents a rater). 
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As is seen in Figure 2, in the control group, 11 raters (47.83%) did not show severity or leniency, 

eight raters (34.78%) showed severity, and four raters (17.39%) showed leniency. In the 

experimental group, nine raters (40.91%) did not show severity or leniency, but 10 raters 

(45.46%) demonstrated leniency, and three raters (13.63%) showed severity. Besides, the raters 

in the experimental group got closer to the point where there was no severity and leniency. 

Independent samples t-test was conducted to determine whether the logit values obtained from 

the post-test of the experimental and control groups differed from each other in terms of severity 

and leniency. Thereby, for the effectiveness of the experimental process, the difference between 

raters' logit measures in the post-test and logit measures in the pre-test was taken. The 

differences in logit measures between post-test scores of experimental and control group was 

presented in Table 4. 

Table 4. Independent samples t-test result regarding the differences in logit measures between post-test 

scores of experimental and control groups. 

 Group N  S t df p 

Logit difference measures Control 23 -0.09 0.16 
2.708 43 0.010* 

Experimental 22 0.09 0.28 

Note. *p < .05 Criteria: “Control=1”; “Experimental=2” 

The t value indicated that it was statistically significant (t43 =2.708; p < 0.05; η2 = 0.15). Based 

on this finding, the rater training was effective, and this effect was great. Although rater training 

increases the harmony between raters, it can reveal severity and leniency due to rater drift 

(Moore, 2009). According to the findings of the present study, after the rater training, there 

were drifts in the scoring of some raters; therefore, severity and leniency emerged. 

Regarding the effect of rater training on central tendency, only the statistics at the individual 

level were examined because it was not significant at the group level before rater training. 

Therefore, category statistics for each rater were examined and three raters (2, 5 and 16) from 

the control group and one rater (number 2) from the experimental group were observed to 

display central tendency during the process of determining individual performance. 

The effect of rater training on halo effect was examined with the statistics at the individual 

level. First, after the criteria difficulties were equalized, the fit statistics of each rater were 

examined, and one rater (17) from the control group was found to demonstrate halo effect. In 

the analyzes performed without equalizing the criterion difficulties, it was found that five raters 

(2, 5, 11, 12 and 16) from the control group and two raters (2 and 18) from the experimental 

group exhibited halo effect. As a result, it was found that two raters from six experimental 

groups from the control group displayed halo behavior in the process of assessing individual 

performance. In other words, six raters from the control group and two raters from the 

experimental group showed halo effect in the process of assessing individual performance. 

4. DISCUSSION, CONCLUSION and SUGGESTIONS 

Rater training was used to determine the rater errors involved in the measurements in the 

process of assessing individual performance and to reduce these behaviors or bring them to a 

controllable level. The findings were discussed under two headings in terms of before and after 

the experimental procedure. 

4.1. Conclusions of Pre-Rater Training and Discussion 

Before the rater training, it was found that raters in both the experimental and control groups 

displayed similar behaviors in the process of assessing individual performance. The literature 

emphasizes that the severity and leniency of individual performance always interfere with the 

measured structure during the performance assessment process (Abu Kassım, 2007; Knoch et 

X
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al., 2018; Saritas-Akyol & Karakaya, 2021). Accordingly, rater’s severity and leniency are 

important in intra-rater and inter-rater mismatches (Kane et al., 1995). 

Before rater training, the raters in both groups were observed to have central tendency at the 

individual level (only some raters, not the whole group) while assessing individual 

performance. Esfandiari (2015) found that some raters showed central tendency when assessing 

academic writing skills, but they did not demonstrate it at the group level. A similar study was 

conducted by Engelhard (1994) who found that the scores of the students involved 80% of 

central tendency while assessing the academic writing skills. In another study, raters who did 

not have previous scoring experience displayed more central tendency than experienced raters 

(Leckie & Baird, 2011). Accordingly, the fact that the raters in both groups did not have 

previous scoring experience can be considered as one of the reasons for the presence of central 

tendency in the process of assessing the individual performance. Besides, the central tendency 

appeared less in performance assessment compared to severity and leniency. This indicates that 

the most common errors in performance assessment are severity and leniency (Cronbach, 

1990). 

Considering halo effect, it did not interfere with group-level measurements, but it did at the 

individual level. Literature advocates that halo effect is often involved in measurements and is 

the most studied error (Esfandiari, 2015). Engelhard (1994) also found the presence of halo 

effect in performance assessment. Similarly, Farrokhi and Esfandiari (2011) examined the 

interference of halo behavior with performance in the peer assessment, self-assessment and 

teacher assessment process. They observed that halo effect appeared in all three assessment 

types. In their study, Wu and Tan (2016) informed that some of the raters showed halo effect. 

In the present study, in order to prevent halo effect, the students' identity and socio-demographic 

information were not shared with the raters, however, halo effect was found to interfere with 

the measurements. This result is also supported by literature. 

4.2. Conclusions of Post-Rater Training and Discussion 

Before rater training, severity, leniency, central tendency and halo effect of the raters in both 

experimental and control groups were determined. Then, the experimental group went thorugh 

rater training on the aforementioned rater errors. The findings were reported based on the 

literature.  

Considering the effect of rater training on rater severity and leniency, despite the rater training, 

it was found that severity and leniency were involved in the measurements during the process 

of assessing individual performance in both experimental and control groups. One of the 

reasons for this situation is thought to be the occurrence of rater drift when performance 

assessment spreads over time (Harik et al., 2009; Moore, 2009). The literature emphasizes that 

rater errors can change over time (Myford & Wolfe, 2009). When the amount of severity and 

leniency was examined after the rater training, it was found that the level of severity and 

leniency in the experimental group decreased from 77% to 59%, while severity and leniency in 

the control group was 52% both in the pre- and post-tests. No statistical difference was observed 

between the logit values showing the severity and leniency levels of the raters in the 

experimental and control groups before the rater training, but there was a statistical difference 

between the experimental and control groups after the rater training. For the practical 

significance of this difference, the effect size was calculated (Pallant, 2007). According to the 

calculated effect size value, rater training had a great effect on the rater severity and leniency, 

and 15% of the variability in rater severity and leniency could be explained by rater training. 

The literature supports this finding. Bijani (2018) found that rater training decreased the level 

of rater severity. Fahim and Bijani (2011) observed that rater severity and leniency involved in 

scoring during the assessment of students' second language writing skills decreased when rater 

training was given. Another study displayed that rater training had little effect on rater severity 
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and leniency, but it had a significant effect on rater consistency (Davis, 2016). On the other 

hand, Weitz et al. (2014) advocated that raters scored stricter after rater training. In the study 

conducted by Kondo (2010), rater severity and leniency were found to be similar before and 

after rater training. It seems normal to have different results considering the different designs 

and combinations of rater training given in the literature. 

When the relationship between rater training and central tendency was examined, central 

tendency fell from 23% to 5% in the experimental group. Therefore, it can be argued that rater 

training had an effect on central tendency, which is often involved in measurements when 

assessing individual performance. Baird et al. (2013) argued that central tendency generally 

occurred because of inexperienced raters who used measurement tools with multiple ratings. 

According to Feldman et al. (2012), if central tendency interfered with the measurements in the 

performance assessment process, it could jeopardize the validity of the measurements by 

reducing the discrimination of the individual's performance level. Accordingly, it can be 

interpreted that the rater training provided contributes to the validity of the measurements. May 

(2008) stated that rater error training design was effective in reducing central tendency. 

Considering the combination of rater error training and frame of reference training in the present 

study, the findings confirmed literature. However, Bernardin (1978) and Knoch et al. (2007) 

found that central tendency increased after rater training contrary to expectations. 

Finally, the effect of rater training on halo behavior was examined. In the control group, while 

there were three raters (13.04%) with halo effect in the pre-test, this number increased to six 

(26.09%) in the post-test. In the experimental group, four raters (18.18%) demonstrated halo 

effect in the pre-test results, but it decreased to two (9.09%) in the post-test. Thus, it can be 

argued that rater training was effective in reducing halo effect. Feldman et al. (2012) stated that 

halo effect increased systematic error in performance assessment, but decreased rater accuracy, 

and therefore, had a significant effect on the validity of the measurements. In this context, it 

contributed to the validity of the measurements obtained after the rater training. Bijani (2018) 

found that rater training reduced halo effect. Weitz et al. (2014) stated that rater training 

increased raters' awareness of halo effect. In the study conducted by Pulakos (1984), rater error 

training design was found to be effective in reducing halo effect. Similarly, Borman (1975) 

concluded that rater training reduced halo effect. Accordingly, the literature supports the 

findings of the present study. 

Based on the findings, some suggestions are as follows:  

• Findings showed that one or more rater behaviors were involved in the measurements dur-

ing the performance assessment processes. In this context, it is expected that the analysis 

and determination of rater errors in the performance assessment process will contribute to 

the reliability of the measurements and the validity of the inferences made from the meas-

urements. 

• Rater training was found to reduce rater errors. Accordingly, it will be beneficial to provide 

rater training to raters or assessors for more fair and valid measurements in the performance 

assessment process. 

• In the present study, rater error training and frame of reference training were combined and 

applied. Considering that there are many rater training designs and combinations, studies 

can be conducted to determine more effective rater designs.  

• The present study was conducted with a large group (n = 22). Literature underlines the 

effectiveness of smaller groups (n =5 or 6). Future studies can apply the same design in 

smaller groups and examine its effectiveness. 
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APPENDIX 

Appendix 1. Academic writing sample task. 
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Appendix 2. Measurement report of the rater surface of the pre-test measurements of the 

experimental and control groups. 

Rater Code Logit  
Standart 

Error 
Infit Outfit Obs % Exp % 

Rasch 

Kappa 
t-values 

OKP01 0.09 0.05 1.26 1.26 41.60 27.60 0.193 1.80 

OKP02 -0.51 0.05 1.07 1.09 40.70 27.60 0.181 -10.20 

OKP03 -0.04 0.05 0.90 0.93 44.10 27.40 0.230 -0.80 

OKP04 0.19 0.05 0.74 0.77 38.40 27.30 0.153 3.80 

OKP05 -0.13 0.05 0.74 0.76 42.90 27.80 0.209 -2.60 

OKP06 0.15 0.05 0.86 0.87 37.30 26.70 0.145 3.00 

OKP07 -0.04 0.05 1.00 1.01 41.40 30.10 0.162 -0.80 

OKP08 -0.03 0.05 0.79 0.82 40.80 27.80 0.180 -0.60 

OKP09 -0.07 0.05 0.76 0.80 42.00 28.30 0.191 -1.40 

OKP10 -0.65 0.05 1.07 1.06 33.20 28.20 0.070 -13.00 

OKP11 -0.17 0.05 1.29 1.22 42.00 28.20 0.192 -3.40 

OKP12 -0.05 0.05 1.29 1.29 40.50 27.70 0.177 -1.00 

OKP13 -0.29 0.05 1.08 1.07 24.50 24.30 0.003 -5.80 

OKP14 -0.43 0.05 0.79 0.79 42.00 28.10 0.193 -8.60 

OKP15 0.11 0.05 0.84 0.85 41.40 27.80 0.188 2.20 

OKP16 0.59 0.06 0.84 0.84 40.10 27.90 0.169 11.80 

OKP17 0.18 0.05 1.23 1.20 44.70 28.50 0.227 3.60 

OKP18 0.40 0.05 1.18 1.10 42.80 27.90 0.207 8.00 

OKP19 0.01 0.05 0.76 0.86 41.50 28.20 0.185 0.20 

OKP20 0.40 0.05 1.14 1.11 43.00 28.30 0.205 8.00 

OKP21 0.31 0.05 0.78 0.81 43.20 28.70 0.203 6.20 

OKP22 0.11 0.05 0.89 0.92 42.50 28.50 0.196 2.20 

OKP23 -1.13 0.05 0.93 0.92 42.10 28.00 0.196 -6.60 

ODP01 0.26 0.05 0.72 0.75 40.10 31.10 0.131 5.20 

ODP02 0.41 0.05 1.36 1.43 39.10 29.30 0.139 8.20 

ODP03 0.16 0.05 0.68 0.69 41.20 30.70 0.152 3.20 

ODP04 0.69 0.06 1.44 1.44 44.80 30.40 0.207 13.80 

ODP05 0.22 0.05 0.74 0.78 41.80 30.00 0.169 4.40 

ODP06 -0.65 0.05 1.45 1.49 44.00 30.30 0.197 -13.00 

ODP07 0.27 0.05 1.09 1.05 40.10 29.90 0.146 5.40 

ODP08 -0.06 0.05 0.60 0.60 43.50 29.90 0.194 -1.20 

ODP09 0.03 0.05 1.26 1.31 37.60 28.20 0.131 0.60 

ODP10 -0.21 0.05 1.10 1.08 39.70 29.50 0.145 -4.20 

ODP11 -0.31 0.05 0.73 0.87 41.30 29.30 0.170 -6.20 

ODP12 -1.18 0.05 0.69 0.69 35.80 28.30 0.105 -23.60 

ODP13 -0.04 0.05 0.93 0.99 40.10 27.80 0.170 -0.80 

ODP14 -0.17 0.05 1.07 1.15 41.50 28.20 0.185 -3.40 

ODP15 -0.20 0.05 1.49 1.47 39.70 27.50 0.168 -4.00 

ODP16 0.15 0.05 0.72 0.74 41.70 27.60 0.195 3.00 

ODP17 -0.19 0.05 0.91 0.92 42.80 26.70 0.220 -3.80 

ODP18 0.10 0.05 1.19 1.16 39.60 27.10 0.171 2.00 

ODP19 0.50 0.06 1.04 1.08 38.80 27.30 0.158 10.00 

ODP20 0.04 0.05 0.86 0.93 44.50 27.60 0.233 0.80 

ODP21 0.47 0.06 0.83 0.89 42.30 27.80 0.201 9.40 

ODP22 0.70 0.06 1.11 1.10 23.90 24.00 -0.001 14.00 

Mean 0.00 0.05 1.00 1.02     

S.D.(Popula-

tion) 

0.40 0.00 0.25 0.25     

S.D. (Sample) 0.40 0.00 0.25 0.25     

Model. Population       : RMSE = 0.05 Adj. (True) S.D. = 0.39 Separation = 7.63 

                                Strata = 10.51 Reliability (not inter-rater) = 0.98 

  

Model. Sample: RMSE = 0.05 Adj. (True) S.D.  = 0.40 Separation = 7.72  

                                Strata = 10.63 Reliability (not inter-rater) = 0.98 

  

Model. Chi-square (Fixed) : 2.835.70      d.f. = 44    significance (probability) = .00   

Model. Chi-square (Normal)        : 43.30         d.f.  = 43    significance (probability) = .46   

Note. OKP: rater who took the pre-test from the control group ODP: rater who took the pre-test from the 

experimental group  
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Appendix 3. Measurement report of the rater surface of the pre-test measurements of the 

experimental and control groups. 

Rater Code Logit  
Standart 

Error 
Infit Outfit Obs % Exp % 

Rasch 

Kappa 
t-values 

SKP01 0.23 0.06 1.18 1.16 46.90 30.20 0.239 4.60 

SKP02 -0.71 0.05 1.33 1.34 41.80 30.90 0.158 -14.20 

SKP03 0.09 0.05 0.85 0.86 45.90 31.30 0.213 1.80 

SKP04 0.18 0.05 0.88 0.90 40.90 29.80 0.158 3.60 

SKP05 -0.27 0.05 1.45 1.47 44.10 31.30 0.186 -5.40 

SKP06 0.09 0.05 0.82 0.85 44.50 31.00 0.196 1.80 

SKP07 0.03 0.05 1.27 1.19 43.30 31.80 0.169 0.60 

SKP08 -0.07 0.05 0.91 0.94 45.70 31.20 0.211 -1.40 

SKP09 0.03 0.05 1.08 1.11 43.70 31.00 0.184 0.60 

SKP10 -0.62 0.05 1.26 1.20 44.40 31.10 0.193 -12.40 

SKP11 -0.08 0.05 1.39 1.29 45.20 31.50 0.200 -1.60 

SKP12 -0.27 0.05 1.45 1.41 40.90 30.90 0.145 -5.40 

SKP13 -0.65 0.05 1.14 1.23 35.60 29.70 0.084 -13.00 

SKP14 -0.38 0.05 0.87 0.86 46.80 31.40 0.224 -7.60 

SKP15 -0.32 0.05 0.92 0.92 45.60 31.50 0.206 -6.40 

SKP16 0.44 0.06 1.45 1.49 42.30 31.40 0.159 8.80 

SKP17 0.04 0.05 1.05 1.07 47.20 31.70 0.227 0.80 

SKP18 0.27 0.06 0.96 0.96 45.20 31.70 0.198 5.40 

SKP19 -0.17 0.05 0.81 0.85 42.10 31.70 0.152 -3.40 

SKP20 0.09 0.05 0.96 0.95 45.10 31.40 0.200 1.80 

SKP21 0.10 0.05 1.00 0.98 43.70 31.80 0.174 2.00 

SKP22 0.00 0.05 0.99 0.96 46.00 31.90 0.207 0.00 

SKP23 -1.08 0.05 0.78 0.82 45.10 31.60 0.197 -21.60 

SDP01 0.19 0.05 0.61 0.63 42.20 33.20 0.135 2.80 

SDP02 0.26 0.06 1.40 1.49 39.70 30.20 0.136 5.20 

SDP03 0.29 0.06 0.90 0.89 46.70 32.90 0.206 5.80 

SDP04 1.12 0.07 1.23 1.28 44.60 32.30 0.182 22.40 

SDP05 0.04 0.05 0.69 0.75 39.70 31.50 0.120 0.80 

SDP06 -0.08 0.05 0.94 1.04 44.60 32.30 0.182 -1.60 

SDP07 0.12 0.05 0.83 0.89 41.60 31.70 0.145 2.40 

SDP08 -0.22 0.05 0.62 0.64 41.00 32.20 0.130 -4.40 

SDP09 -0.16 0.05 0.61 0.62 38.90 30.40 0.122 -2.90 

SDP10 0.05 0.05 1.08 1.02 42.20 31.80 0.152 1.00 

SDP11 -0.35 0.05 0.87 0.96 41.50 31.00 0.152 -7.00 

SDP12 -0.72 0.05 0.64 0.67 35.00 29.50 0.078 -14.40 

SDP13 0.43 0.06 0.74 0.78 42.60 29.80 0.182 8.60 

SDP14 -0.07 0.05 0.70 0.71 41.50 29.10 0.175 -1.40 

SDP15 -0.10 0.05 1.28 1.30 39.20 29.40 0.139 -2.00 

SDP16 0.20 0.05 0.70 0.73 42.80 29.30 0.191 4.00 

SDP17 0.45 0.06 0.93 0.91 46.70 28.90 0.250 9.00 

SDP18 0.03 0.05 1.39 1.38 38.70 28.30 0.145 0.60 

SDP19 0.38 0.06 1.06 1.07 37.70 31.50 0.120 7.60 

SDP20 0.39 0.06 0.84 0.84 43.60 29.40 0.201 7.80 

SDP21 0.31 0.06 0.76 0.80 45.30 30.20 0.216 6.20 

SDP22 0.49 0.06 1.02 1.00 24.00 23.90 0.001 9.80 

Mean 0.00 0.05 1.00 1.02     

S.D.(Population) 0.38 0.00 0.24 0.24     

S.D. (Sample) 0.39 0.00 0.24 0.24     

Model. Population       : RMSE = 0.05 Adj. (True) S.D.  = 0.38 Separation = 7.06 

                                Strata = 9.75 Reliability (not inter-rater)  = 0.98 
  

Model. Sample: RMSE = 0.05 Adj. (True) S.D.  = 0.38 Separation = 7.14  

                                Strata = 9.86 Reliability (not inter-rater) = 0.98 
  

Model. Chi-Square (Fixed) : 2.334.60             d.f. = 44    significance (probability) = .00   

Model. Chi-Square (Normal)        : 43.10         d.f. = 43    significance (probability) = .46   

Note. SKP: rater who took the post-test from the control group SDP: rater who took the post-test from the 

experimental group 

 
 


