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Literature Review

The use of data to inform instruction has become increas-
ingly important to support students in meeting academic 
expectations, particularly as nationwide trends indicate that 
a vast majority of students are not proficient in reading or 
math (National Assessment of Educational Progress, 2019). 
Educational initiatives emphasize the use of student data as 
a central tenet to improving the U.S. education system and 
tackling these subpar outcomes (e.g., Every Student 
Succeeds Act, 2015; Race to the Top Act, 2011). In addi-
tion, campaigns (e.g., Data Quality Campaign, 2016), 
research organizations (e.g., National Center on Intensive 
Intervention, 2013), and professional teacher organizations 
(Council of Chief State School Officers, 2013; National 
Council for the Accreditation of Teacher Education, 2010) 
promote increased data use. A recent court case (Endrew F. 
v. Douglas County School District, 2017) emphasizes the 
importance of data use for students with disabilities in par-
ticular by legislating appropriate progress unique to each 
child. However, research on general and special education 
teachers consistently confirms that teachers have difficulty 
using data to guide instructional decisions (e.g., Datnow & 
Hubbard, 2016; Mandinach & Gummer, 2016).

To support teachers in the effective use of data, training 
is necessary (Mandinach & Gummer, 2016). To date, little 
is known about the effects of such training. This review 
sought to describe the features of data literacy training and 

to determine the effects of data literacy training on teacher 
outcomes (i.e., knowledge, skills, and beliefs). It was also 
of interest to examine the extent to which best practices of 
training were used, how this unique topic was addressed, 
and how each of these impacted teacher learning. Thus, this 
review provides critical information about current trends 
and effects of training in data literacy, with important impli-
cations for the design of future trainings and research.

Conceptual Framework

The conceptual framework guiding this review is derived 
from a combination of widely referenced frameworks and 
definitions for data (Joint Committee on Standards for 
Educational Evaluation [JCSEE]; Klinger et  al., 2015), 
data-driven decision-making (Mandinach et al., 2008), and 
teacher training (Desimone, 2009). In the context of this 
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review, the term data refers to any quantifiable information 
that helps educators know more about their students for 
instructional decision-making. To meet the latter part of this 
definition, data include assessments for learning, rather 
than assessments of learning—that is, assessments from 
which data may be used to improve teaching and learning 
(e.g., curriculum-based measurement, mastery measures) 
rather than assessments that evaluate the extent to which 
content was learned (e.g., high-stakes assessments; Klinger 
et al., 2015; Mandinach, 2012). The data-driven decision-
making framework suggests that data literacy consists of 
three key components: (a) location (e.g., design, select, 
administer, and collect data), (b) comprehension (e.g., read 
and understand data), and (c) interpretation (e.g., under-
stand the implications of data to adjust instruction; Gummer 
& Mandinach, 2015; Mandinach et al., 2008; Mandinach & 
Gummer, 2016). To promote data literacy, teachers require 
training. A widely accepted framework (Desimone, 2009) 
suggests that training teachers will increase their (a) knowl-
edge and skills (defined in this study as having an under-
standing of and ability to apply data literacy components), 
and (b) beliefs (defined as self-efficacy and perceived value 
of data use). In turn, teacher practices (defined as sustained 
data use in the classroom) will be enhanced, resulting in 
improved student outcomes. There is evidence to support 
the latter part of this framework, that is, when teachers use 
data, academic outcomes improve (Filderman et al., 2018; 
Jung et al., 2018). As such, this review focuses on immedi-
ate outcomes of training (i.e., knowledge, skills, and beliefs; 
see Figure 1).

Data Literacy Teacher Training

Data Literacy Knowledge and Skills.  Many studies have 
pointed to gaps in teacher knowledge and skills related to 
the data literacy components (i.e., location, comprehension, 
and interpretation). For instance, teachers struggle to locate 
data (e.g., to develop diagnostic assessments: Gallagher 
et al., 2008; to use systems to access available data: Means 
et  al., 2009). Teachers also struggle to comprehend data 
(e.g., to understand test scores: Means et  al., 2011; to 
describe progress monitoring graphs: Wagner et al., 2017; 
or to extract relevant information from graphs and under-
stand slope: Espin et al., 2017). Finally, teachers struggle to 
interpret data (e.g., to link data to instructional changes: van 
den Bosch et al., 2017; to use data systematically to make 
decisions: Espin et al., 2017; Wagner et al., 2017). Given 
the breadth of knowledge and skills required for each of the 
data literacy components, it is unsurprising that research 
suggests that a majority of general and special education 
teachers struggle with data use (Datnow & Hubbard, 2016; 
Means et al., 2011).

Beliefs Surrounding Data Use.  Teacher beliefs in the value 
and utility of data influence their data use. For instance, 
teachers who held the belief that assessments were valu-
able for guiding instruction (Remesal, 2011) and who 
believed collecting and analyzing data to identify and meet 
student needs was foundational to their role as a teacher 
(Jimerson & Wayman, 2012) were found to use data sig-
nificantly more than teachers who did not hold these 

Figure 1.  Data literacy training model.
Note. This model was adapted from the general training model in Desimone (2009). The initial framework for data literacy training was adapted from 
the framework for data-driven decision-making seen in Mandinach et al. (2008).
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beliefs. Other foundational beliefs for data use include 
belief in the collective responsibility of data collection, the 
importance of using data to monitor progress, and teachers’ 
own autonomy to make decisions based on data (Hoogland 
et al., 2016). Teachers’ belief in their abilities to use data, 
known as self-efficacy (Bandura, 1997), is also important. 
Evidence suggests teachers have low self-efficacy related 
to data use; moreover, teachers’ data use practices are 
shaped by these self-efficacy beliefs, with lower self-effi-
cacy associated with less frequent use of data (Wayman & 
Jimerson, 2014).

High-quality training features.  To support teacher capacity in 
each of these areas, training must be delivered. There are 
several features of training that are demonstrated to increase 
the effects on teacher outcomes, including (a) content focus 
(i.e., information presented on subject matter content and 
how students learn such content), (b) active learning (i.e., 
providing opportunities for interaction with and collabora-
tion about content presented), (c) collective participation 
(i.e., opportunities for interaction with teachers in close 
proximity to practice), (d) duration (i.e., providing a suffi-
cient amount of training), and (e) coherence (i.e., aligning 
content with teacher beliefs and/or school and district pol-
icy; Desimone, 2009). In the following paragraphs, we 
describe how these features may be interpreted within the 
context of this study.

Content focus.  First, content focus may be of particular 
interest for data literacy training. Desimone’s (2009) defini-
tion of content focus includes information about the sub-
ject matter and how it works to improve student learning. 
When considering the three components of data literacy 
(i.e., location, comprehension, and interpretation), there are 
two features that could be considered to provide informa-
tion about the subject matter (information about student 
learning: location and comprehension) and one that could 
be considered to provide teachers with ways to improve 
student learning (how to use data to inform instruction: 
interpretation). In her 2016 review of the effects of profes-
sional development on student outcomes, Kennedy found 
that trainings that included ways to improve student learn-
ing were associated with larger effects than trainings that 
focused on knowledge-building alone. It was therefore of 
interest to determine whether data interpretation may mod-
erate effects and whether more than one component of data 
literacy may impact outcomes.

Active learning and collective participation.  Active learn-
ing and collective participation both involve interaction, the 
former with content and individuals and the latter with indi-
viduals within a local community of practice. Because both 
features involve collaboration, and because of the challenge 
in identifying whether teachers participated in training with 

school-based teams, we encompass both of these categories 
within a larger category of collaboration. There is evidence 
that collaborative training helps teachers to effectively learn 
content (Wayman et  al., 2017). Prior qualitative studies 
have found this collaboration to be particularly important 
for teacher learning related to data literacy (Jimerson & 
Wayman, 2012). Additional research has found collabora-
tion to be central to teachers’ ongoing use of data (Means 
et al., 2011; Piro et al., 2014). As such, we explored whether 
trainings that included collaboration were associated with 
increased effects of training.

Duration.  There is no consensus yet on a sufficient 
duration for training, with researchers reporting 14 hr 
(Yoon et al., 2007) 20 hr (Desimone, 2009), 30 hr (Guskey 
& Yoon, 2009), and 49 hr (Darling-Hammond et al., 2009) 
to be necessary for training to improve learning. Other 
researchers have not found a direct link between duration 
and outcomes (Kennedy, 2016; Kraft et al., 2018). Given 
the complexities of data literacy, it could be posited that 
a more intensive duration may be particularly important 
for training. However, recent research has found that as 
little as one session of in-service training may be related 
to increased data use by teachers (Filderman et al., 2020). 
Because of the variety of findings and the potential dif-
ferences with data literacy training, we sought to include 
duration as a moderator.

Coherence.  Like other reviews of teacher training (e.g., 
Didion et al., 2020; Kennedy et al., 2016; Yoon et al., 2007), 
coherence was not considered for several reasons. First, as 
the use of data is emphasized in U.S. legislation, it can be 
argued that all data literacy content is aligned with what 
teachers need to do. Despite this emphasis, we note that 
there is substantial variation in the amount to which dis-
tricts and schools emphasize data use, which has been dem-
onstrated to be an important foundation for sustained data 
use in practice (Hoogland et al., 2016). However, a second 
reason why we did not include coherence is that it is often 
not measured in training literature. Specifically, the train-
ing literature often does not include contextual information, 
such as school schedules, curricula, or administrator inter-
views, that would allow us to evaluate the extent to which 
school and district policies align with federal legislation. 
Third, teacher beliefs were often not measured in conjunc-
tion with their knowledge and skills; thus, we are also not 
able to draw conclusions about whether teacher beliefs 
were aligned with the content covered and whether this in 
turn had an impact on teacher knowledge and skills related 
to data use.

Coaching.  In addition to these key features, we consider an 
additional feature not identified by Desimone (2009) but 
that may be particularly important for data use, namely, 
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coaching (Datnow & Hubbard, 2016). Reviews of the liter-
ature have found coaching (d = .49; Kraft et al., 2018) and 
performance feedback (Fallon et al., 2015; Solomon et al., 
2012) to significantly improve instruction. However, a 
recent review of teacher training found that coaching did 
not significantly moderate the effects of training (Brock & 
Carter, 2017). Due to the challenging content, coaching 
may provide teachers with important affirmative and cor-
rective feedback, as well as an opportunity to clarify the 
content learned. Thus, we sought to explore whether coach-
ing may impact the effects of training.

Purpose of the Present Review

Previous reviews have investigated prerequisite skills 
required for data use (Datnow & Hubbard, 2016; Hoogland 
et al., 2016; Xu & Brown, 2016), the ways in which teach-
ers use data to make decisions (Datnow & Hubbard, 2015; 
Little, 2012), and state and district initiatives to support data 
use (Marsh, 2012). To add to the existing literature, we 
sought to examine the effects of data literacy training on 
teacher outcomes. As such, we posed the following three 
research questions:

Research Question 1 (RQ1): What are the features of 
data literacy training for kindergarten through 12th-
grade teachers?
Research Question 2 (RQ2): What are the effects of 
data literacy training on kindergarten through 12th-grade 
teacher outcomes (i.e., data literacy knowledge and 
skills, beliefs)?
Research Question 3 (RQ3): Do training characteris-
tics (i.e., coaching, delivery format, inclusion of multiple 
data literacy skills, and inclusion of data interpretation 
skills) moderate the effects of data literacy training on 
teacher outcomes?

Method

Search Procedures and Study Identification

An overview of search procedures is presented in  
Figure 2. We conducted a systematic search for studies 
published in English between the years 1975 and 2019. 
We chose 1975 as a start date based on a conservative 
estimate for when data literacy training may have begun 
for K–12 teachers as this is when the first federal legisla-
tion to directly call for the use of data to support instruc-
tion was passed (P.L. 94-142, now the Individuals With 
Disabilities Education Act).

Search terms.  Search terms were developed with the aid of 
a librarian to capture (a) participants (teacher, educator, and 
instructor), (b) training (training, professional development, 

career development, inservice, in service, teacher educa-
tion, teacher preparation, learning communit*, communit* 
of practice, professional education, teacher learning, 
[teacher n2 mentor*], [teacher n2 coach*], educational 
coach*, and instructional coach*), and (c) the data focus of 
the training (data literacy, data us*, [us* n2 data], dbi, data 
based, evidence base*, data driven, curriculum based mea-
sur*, [progress* n2 monitor*], DBDM, CBM, and forma-
tive assessment). All search terms were entered into a single 
search. Within the three subject areas (i.e., participants, 
training, and data focus), terms were separated with the 
term “or” so that a study would be included if it contained 
any of the terms. Between the three subject areas, the terms 
were separated with “and” so that a study had to include at 
least one term within each subject area.

Inclusion criteria.  To be included in the initial search, studies 
had to (a) involve either preservice or in-service teachers of 
students in kindergarten through 12th grade of all subject 
areas, (b) have data literacy training as an independent vari-
able, (c) report at least one dependent measure of teacher 
outcomes, and (d) utilize an experimental, quasi-experi-
mental, or repeated measures design (i.e., pre–post single 
group design). Studies were excluded if they were of non-
experimental (e.g., action research, descriptive, survey) or 
single-case design. For the purposes of this meta-analysis, 
data literacy training referred to direct instruction related to 
the data literacy components (i.e., location, comprehension, 
and interpretation; Mandinach & Gummer, 2016). Data 
referred to any quantifiable information that helps educa-
tors know more about their students academically for the 
purpose of instructional decision-making (Klinger et  al., 
2015).

Study screening
Database search.  We conducted a search of electronic 

databases, including PsycINFO, Education Resources 
Information Center (ERIC), Education Source, and Aca-
demic Search Complete within the EBSCO electronic 
library, using the search terms described above to locate 
peer-reviewed studies. We used the same search terms 
and databases, with the addition of ProQuest, to locate 
unpublished dissertations and reports. After duplicates 
were removed, the search yielded 5,411 published stud-
ies (i.e., peer-reviewed) and 3,895 unpublished stud-
ies (i.e., non-peer-reviewed studies, dissertations, and 
reports). The primary author conducted abstract screening 
and eliminated 5,043 published studies and 3,857 unpub-
lished studies that did not meet inclusion criteria based 
on abstract review. Three hundred sixty-eight published 
studies and 38 unpublished studies were screened by the 
primary author in full to determine eligibility. Most com-
monly, studies were excluded because they did not meet 
the criteria for study design (e.g., action research: Dillon 
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et al., 2015; qualitative: Breiter & Light, 2006; case study: 
Lifter et  al., 2005; k = 228). Other primary reasons for 
exclusion included not meeting the operational definition 
for data training (e.g., Boulton, 2010; Graney, 2008; k = 
63), not including teacher outcomes (e.g., Griffin et  al., 
2010; Rule et al., 1990; k = 52), and other (e.g., duplicates 
not removed by software program, k = 30; not available 
in English, k = 3). If studies qualified but did not provide 
necessary information to calculate effect sizes (k = 5), the 
authors were contacted through email. In four cases, the 
data requested were either not available or a response was 
not received, resulting in their disqualification. For one 
study, a previous report was referred to for the missing 
data. The final number of studies identified through this 
search was 27 published and three unpublished studies.

Hand search.  Finally, the primary author conducted a 
hand search of articles published in the past 20 years across 
eight major journals that frequently publish studies on gen-
eral and special education teacher training: Remedial and 
Special Education, Journal of Educational Psychology, 
Teaching and Teacher Education, The Journal of Special 
Education, Exceptional Children, Journal of Teacher Educa-
tion, American Educational Research Journal, and Teacher 

Education and Special Education. This hand search yielded 
three additional studies that met inclusion criteria.

Data Analysis Procedures

Coding features.  To align with Desimone’s (2009) concep-
tual framework of data literacy, we coded outcomes under 
two broad areas: knowledge and skills, or beliefs (Desim-
one, 2009). Knowledge and skills were measured by direct 
assessments of teacher conceptual understanding (e.g., 
What is curriculum-based measurement?) and/or applica-
tion of that knowledge (e.g., accurate scoring of a curricu-
lum-based measurement). Beliefs were tapped by measures 
of teacher perceptions of both their ability to use data (i.e., 
self-efficacy) and the value of data use.

Variables of interest, explored through descriptive and 
moderation analysis, were selected based on Desimone’s 
(2009) framework, subsequent evidence on the framework 
(i.e., Kennedy, 2016), and evidence surrounding the impor-
tance of coaching (e.g., Kraft et al., 2018). We interpreted 
data as falling into two broad categories: informal and for-
mal data. Informal data refers to classroom-oriented sources 
of data (e.g., quizzes, error analysis, and mastery measures), 
whereas formal data refers to normed data sources (e.g., 

Figure 2.  Search procedures for studies on data literacy teacher training. 



Filderman et al.	 333

curriculum-based measurement, benchmark assessment; 
Klinger et al., 2015). Coaching refers to an internal (e.g., 
support staff) or external (e.g., researcher) individual who 
provided supplemental training in a small group or 1:1. The 
delivery format was divided into collaborative, interactive 
with teachers working through all or part of the training in 
teams (includes both active learning and collective partici-
pation; e.g., workshops, professional learning communi-
ties), and non-collaborative or large group training delivered 
in lecture format (e.g., coursework, sage-on-stage). The 
content focus was divided into the components of data lit-
eracy, including location (e.g., assessment design, selec-
tion, and administration), comprehension (e.g., data 
analysis), and interpretation (e.g., making decisions based 
on data). Duration was divided into high intensity (14 hr or 
more) or low intensity (13 hr or less; Yoon et  al., 2007). 
Online supplemental Table S1 presents the full coding 
scheme for each variable of interest.

Coding procedures.  A coding protocol for educational inter-
vention research (Vaughn et al., 2014) was adapted to iden-
tify (a) design features, (b) participant information, (c) 
training characteristics, (d) teacher outcome measures, and 
(e) effect sizes. The code sheet used a combination of 
forced-choice items (e.g., training format), open-ended 
items (e.g., number of participants), and written descrip-
tions. Two researchers with prior training and experience 
with the coding protocol, a doctoral student (primary 
author) and a doctoral candidate at the time of the study, 
first independently coded two articles. They then compared 
coding and discussed discrepancies, adding detail to the 
coding manual for future reference. Next, all of the remain-
ing articles were independently coded and double-coded by 
the researchers. Interrater agreement was calculated as a 
coefficient of the percentage of agreement by dividing the 
number of agreements by the total number of cells, result-
ing in 96.46% reliability across the remaining 31 articles 
(94.53% design features, 97.40% participant information, 
94.47% training characteristics, 100% teacher outcome 
measures, and 96.17% effect sizes). Meetings were held to 
reach consensus on all disagreements.

Effect size calculation.  To account for the small sample 
sizes in many studies, we used Hedges’ g as a measure of 
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Accounting for study design.  This meta-analysis includes 
independent group design (i.e., experimental, quasi-experi-
mental) and repeated measures design (i.e., single group 
pre–post design) study designs. Although some statisticians 
argue that studies of repeated measures design provide 
unreliable effect size estimates (Cuijpers et al., 2017) and 
they are unquestionably less rigorous study designs, other 
statisticians have supported their inclusion in  meta-analy-
ses, particularly when there are many studies of the type for 
the variable of interest (Koesters, 2017). We ultimately 
included studies of repeated measures design because these 
designs are often utilized in educational settings where it is 
a logistical challenge to conduct studies with a control 
group, and the data they provide paint a more holistic pic-
ture of teacher training (Marsden & Torgerson, 2012). We 
took steps correspondingly to account for the study design. 
First, we calculated effects so that they were on the same 
scale. Second, we conducted a moderator analysis to deter-
mine whether there were significant differences based on 
study design warranting their separate consideration. Inde-
pendent group studies (g = .58), and repeated measures 
design (g = .80), were not found to be significantly differ-
ent (p = .26). As such, we included all studies in our analy-
ses, with study design as a covariate in the full 
meta-regression model (Morris & DeShon, 2002).

Meta-analytic procedures
Main effects on outcomes.  Analyses were run using 

ROBUMETA in Stata (Hedberg, 2011). We used weighted, 
random-effects meta-analysis to investigate the main effect 
size for each outcome of interest (i.e., knowledge and 
skills, beliefs) due to a range of effects and between-study 
variance reported for teacher outcomes across training lit-
erature (Lipsey & Wilson, 2001). For studies that reported 
multiple effect sizes from the same sample, we accounted 
for the statistical dependencies by using the random effects 
robust standard error estimation technique developed by 
Hedges and colleagues (2010). This analysis allowed for 
the clustered data (i.e., effect sizes nested within samples) 
by correcting studies’ standard errors to take into account 
correlations between effect sizes from the same sample. In 
all analyses, we used ρ of .80 as sensitivity analyses showed 
that the findings were robust across different reasonable 
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estimates of ρ = .80. The robust standard error technique 
requires that an estimate of the mean correlation between 
all pairs of effect sizes within a cluster be estimated for 
calculating the between-study sampling variance estimate, 
τ2 . We also calculated heterogeneity with I2, which mea-
sures the percentage of variability in treatment effect esti-
mates that is due to between-study heterogeneity rather 
than chance. For example, I2 of 71% suggests 71% of the 
variability in treatment effect estimates is due to real study 
differences (heterogeneity) and only 29% due to chance. In 
contrast, τ2  is interpreted as the absolute between-study 
heterogeneity variance (Borenstein et al., 2017).

Moderation analysis.  Next, we used weighted, random-
effects meta-regression analysis to investigate which mod-
erators might explain the between-study heterogeneity on 
the main effect, with study design included as a covariate. 
Moderator analyses were conducted on the following train-
ing characteristics pertaining to teacher knowledge and 
skills: content focus (i.e., inclusion of multiple data literacy 
skills, inclusion of data interpretation), active learning and 
collective participation (i.e., collaborative vs. non-collabor-
ative), and coaching (i.e., coach vs. no coach). Due to fewer 
studies and less variability, moderator analyses could not 
be conducted for the teacher beliefs outcome. In addition, 
within the knowledge and skills outcome, we were unable 
to conduct planned moderator analyses for teacher charac-
teristics and one training characteristic (i.e., high vs. low 
duration).

Publication bias.  Finally, publication bias was exam-
ined using Egger et  al.’s (1997) regression statistic. This 
approach tests for asymmetry in the effect sizes as a func-
tion of the standard errors reported. Asymmetry of effect 
sizes may indicate, among other potential factors (i.e., true 
heterogeneity, chance, sampling variation, and method-
ological quality), publication bias (e.g., selective reporting 
of outcomes to promote publication; Sterne et  al., 2011). 
First, we conducted a visual analysis of the funnel plot to 
evaluate whether there was any asymmetry. Effect sizes 
were plotted with effect size on the x-axis and standard error 
on the y-axis. There was a reasonable amount of symmetry 
with the exception of several positively skewed outliers. 
We conducted sensitivity analysis by removing the outliers 
and comparing the results; as the results remained the same 
without the presence of the outliers, this was an indicator 
that publication bias did not impact our findings. Finally, 
we calculated Egger et al.’s (1997) regression statistic and 
did not find significant asymmetry in effect sizes. As sig-
nificant asymmetry was not found in the gathered data set, 
and sensitivity analysis yielded similar results, publication 
bias likely did not influence the results of this data set (Coo-
per et al., 2019).

Results

Results are summarized across studies by (a) participant 
characteristics, (b) a descriptive review of dependent vari-
ables and training characteristics, (c) effects of data liter-
acy training on teacher outcomes, and (d) moderator 
analyses of training characteristics on knowledge and skills 
outcomes. Tables include a descriptive analysis of study 
features (see Table 1), moderator analyses (see Table 2), 
and descriptions of each study, along with measures and 
effect sizes (see online supplemental Table S2). Forest 
plots for each outcome of interest can be found in online 
supplemental Figures S1 and S2.

Participant Characteristics

Across all 33 studies, there was a total of 4,844 participants. 
These included 3,361 elementary teachers, 728 secondary 
teachers, and 265 teachers from a range of elementary and 
secondary grades, with many studies not reporting the grade 
levels taught (k = 12). Participants included 463 preservice 
teachers and 4,305 in-service teachers, and a combination 
of preservice and in-service teachers (n = 76). There were 
246 special education teachers, 2,067 general education 
teachers, and 2,264 participants were either special educa-
tion or general education teachers, with several studies not 
reporting on certification (k = 3).

For studies that reported outcomes of teachers’ knowl-
edge and skills (k = 27), participants taught elementary (k 
= 6, n = 825), secondary (k = 5, n = 728), a range from 
elementary to secondary levels (k = 5, n = 227), and not 
reported (k = 11). Participants taught general education (k 
= 15, n = 1,924), then special education (k = 8, n = 246), 
a combination (k = 2, n = 103), and not reported (k = 2). 
Finally, the majority of participants were in-service teachers 
(k = 21, n = 2,001), with fewer preservice teachers (k = 5, 
n = 434), and one study including preservice and in-service 
teachers (n = 76).

For studies that reported outcomes examining teacher 
beliefs (k = 11), participants taught elementary (k = 5, n = 
2,286), secondary (k = 1, n = 90), a range of elementary and 
secondary (k = 2, n = 114), and not reported (k = 3). 
Participants taught special education (k = 1, n = 20), general 
education (k = 5, n = 249), and a combination of general and 
special education (k = 3, n = 2,237), with several studies not 
reporting (k = 2). A majority of participants were at the in-
service level (k = 7, n = 2,414), with fewer participants at 
the preservice level (k = 3, n = 135) and one study reporting 
teachers at the preservice and in-service level (n = 76).

Descriptive Features of Data Literacy Training

Dependent variables.  Tools used to measure teacher out-
comes can be divided into tools that measure the constructs 
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of knowledge (k = 12, n = 17), accuracy (k = 9, n = 52), 
frequency (k = 9, n = 21), self-efficacy (k = 9, n = 38), 
and teacher beliefs (k = 8, n = 34). Twenty-two studies 
measured only one construct, whereas 11 measured multi-
ple constructs. For knowledge and skills outcomes, mea-
sures of accuracy included direct observations (L. S. Fuchs 
et  al., 1992, 1994; L. S. Fuchs & Fuchs, 1993; Wesson, 
1991), evaluation of work samples (Beesley et  al., 2018; 
Vendlinksi & Phelan, 2011), assessment scoring accuracy 
(Newman-Thomas et  al., 2012; Riccomini & Stecker, 
2005), and questionnaires (L. S. Fuchs et  al., 1989). All 
measures of frequency were self-reported and evaluated for 
frequency of assessment (Cole, 2010; Martin et al., 2015; 
Polly et al., 2018; Wylie & Lyon, 2015), program adjust-
ments (L. S. Fuchs et al., 1992, 1991), skills taught (L. S. 
Fuchs et al., 1994), and data use practices (Reeves & Chi-
ang, 2019). Finally, knowledge was evaluated with direct 
tests. Seven studies included only multiple choice (Fan 
et al., 2011; Fayadh, 2017; Lembke et al., 2018; Newman-
Thomas et al., 2012; Randel et al., 2016; Reeves & Chiang, 
2017; Schneider & Meyer, 2012), three used a combination 
of multiple choice and open response (Jiminez et al., 2016; 
Kennedy et al., 2016; Reeves & Honig, 2015), and two used 
only open-ended responses (L. S. Fuchs et al., 1999; Kip-
pers et  al., 2018). Tests included concepts related to reli-
ability and validity of measurement tools (Fan et al., 2011), 
curriculum-based measurement (Kennedy et  al., 2016; 
Lembke et al. 2018; Newman-Thomas et al., 2012), design 
of formative assessment (Fayadh, 2017; Randel et al., 2016; 
Schneider & Meyer, 2012), and how assessment might be 
used to inform instruction (L. S. Fuchs et al., 1999; Jiminez 
et  al., 2016; Kennedy et  al., 2016; Kippers et  al., 2018; 
Lembke et  al., 2018; Reeves & Chiang, 2017; Reeves & 
Honig, 2015). Several studies based their tests on preexist-
ing measurements (Fan et  al., 2011; Kippers et  al., 2018; 
Reeves & Honig, 2015), whereas the remaining developed 
their own.

Self-efficacy and teacher beliefs measures relied on rat-
ing scales and, correspondingly, were self-reported. For 

self-efficacy, six studies included previously validated 
scales (Albritton & Truscott, 2014; Lembke et  al., 2018; 
Reeves & Chiang, 2017, 2019; van der Scheer & Visscher, 
2016), whereas three developed their own measures for the 
study (Chatterji et al., 2009; Cole, 2010; Rogers, 2015). The 
aspects of self-efficacy measured related to problem-solv-
ing (Albritton & Truscott, 2014), personal and general 
teaching strategies (Chatterji et  al., 2009; Lembke et  al., 
2018; van der Scheer & Visscher, 2016), data use to inform 
instruction (Reeves & Chiang, 2017; Reeves & Chiang, 
2019; Reeves & Honig, 2015), and measurement design 
(Cole, 2010; Rogers, 2015). For beliefs, four studies used 
previously validated scales (Castillo et al., 2016; Reeves & 
Chiang, 2017, 2019; Reeves & Honig, 2015), whereas four 
used researcher-developed measures (Chatterji et al., 2009; 
Cole, 2010; Förster & Souvignier, 2015; Rogers, 2015). 
Beliefs scales measured teacher anxiety surrounding data-
based decisions (Reeves & Chiang, 2017; Reeves & Chiang, 
2019), attitudes toward the effectiveness of data use 
(Castillo et  al., 2016; Chatterji et  al., 2009; Cole, 2010; 
Förster & Souvignier, 2015; Reeves & Honig, 2015), per-
ceived institutional support for data use (Chatterji et  al., 
2009), the ease of data collection and evaluation (Förster & 
Souvignier, 2015), and the importance of multiple data 
sources for decision-making (Rogers, 2015).

High-quality training features
Content focus.  With regard to the data source examined 

in training sessions, formal data (k = 20) were more often 
examined than informal data (k = 13). Content covered for 
formal data included the theory behind progress monitor-
ing (Albritton & Truscott, 2014; Castillo et al., 2016), scor-
ing procedures (Newman-Thomas et al., 2012; Riccomini 
& Stecker, 2005), the data-based decision-making process 
(Albritton & Truscott, 2014; L. S. Fuchs et al., 1989, 1990, 
1991, 1992, 1994; L. S. Fuchs & Fuchs, 1993; Jiminez 
et  al., 2016; Kennedy et  al., 2016; Kippers et  al., 2018; 
Lembke et al., 2018; Reeves & Chiang, 2017, 2019; Reeves 
& Honig, 2015; van der Scheer & Visscher, 2016; Wesson, 

Table 2.  Moderators of Data Literacy Training.

Training characteristics β SE 95% CI p value

Coacha <.00 .21 [–.46, .46] .98
Format—Collaborativea,b 1.31 .39 [.41, 2.21] .01
Content—Interpretationa .01 .34 [–.80, .82] .99
Content—Multiplea –.48 .39 [–1.39, .44] .26
Study Design .05 .21 [–.41, .51] .74

Note. All moderators were included in one meta-regression model. For coach, the reference group was studies without a coach. For format, the 
reference group was studies that did not contain a collaborative workshop element. For content—interpretation, the reference group was studies that 
did not include the interpretation skill in training. For content—multiple, the reference group was studies with training that did not cover multiple data 
literacy skills. CI = confidence interval.
aStudy design was included as a covariate along with the moderators in this model. The between-study sampling variance (τ2) for the full model is .31 
(I2 = 82.86%). bSignificant moderator.
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1991), the response to intervention process (Castillo et al., 
2016), error analysis (L. S. Fuchs et al., 1990), and using 
data to adjust instruction (Förster & Souvignier, 2015; L. 
S. Fuchs et  al., 1992, 1994). Content covered for infor-
mal data included the theory behind formative assessment 
(Beesley et al., 2018; Cole, 2010; Fayadh, 2017), the prop-
erties of assessments (Fan et al., 2011), designing assess-
ments (Fan et  al., 2011; L. S. Fuchs et  al., 1999; Martin 
et al., 2015; Randel et al., 2016; Schneider & Meyer, 2012; 
Wylie & Lyon, 2015), conducting error analysis (Chat-
terji et al., 2009; Polly et al., 2018; Vendlinksi & Phelan, 
2011), providing feedback to students (Cole, 2010; Martin 
et al., 2015; Wylie & Lyon, 2015), tracking progress (Cas-
tillo et al., 2016; Martin et al., 2015; Randel et al., 2016; 
Rogers, 2015), and using data to adjust instruction (Castillo 
et al., 2016; L. S. Fuchs et al., 1999; Martin et al., 2015; 
Polly et al., 2018; Rogers, 2015; Schneider & Meyer, 2012; 
Vendlinski & Phelan, 2011). Nine studies covered a single 
component of data literacy, whereas twenty-three covered 
multiple components and one did not report.

Active learning and collective participation.  A majority 
of studies included collaborative training components (k 
= 24). Ten of these delivered part of the intervention in 
collaborative groups and part in lecture or online learning 
formats (Albritton & Truscott, 2014; Beesley et al., 2018; 
Chatterji et al., 2009; Martin et al., 2015; Polly et al., 2018; 
Randel et al., 2016; Reeves & Chiang, 2019; Schneider & 
Meyer, 2012; Vendlinksi & Phelan, 2011; Wesson, 1991). 
The remaining 14 studies implemented the entire training in 
collaborative groups.

Duration.  Twelve studies had an intensive duration (i.e., 
more than 14 hr), 19 studies were conducted over less than 
14 hr, and two studies did not report this information (Fay-
adh, 2017; Randel et al., 2016).

Coaching.  Seventeen studies included supplemental 
coaching. Coaches supported teachers’ abilities to design 
assessment (Chatterji et  al., 2009; Schneider & Meyer, 
2012; Wylie & Lyon, 2015), administer assessments 
(Albritton & Truscott, 2014; Kippers et al., 2018; Lembke 
et al., 2018), conduct error analysis (Chatterji et al., 2009; 
L. S. Fuchs et al., 1990, 1994; Vendlinski & Phelan, 2011), 
follow the response to intervention model (Castillo et al., 
2016), inspect progress monitoring graphs (L. S. Fuchs 
et al., 1989, 1990, 1991, 1992, 1994; L. S. Fuchs & Fuchs, 
1993; Kippers et  al., 2018; Lembke et  al., 2018; van der 
Scheer & Visscher, 2016; Wesson, 1991), target instruction 
(Albritton et al., 2014; L. S. Fuchs et al., 1989, 1990, 1991, 
1992, 1994; Fuchs & Fuchs, 1993; Kippers et  al., 2018; 
Lembke et al., 2018; van der Scheer & Visscher, 2016; Wes-
son, 1991), and provide feedback (Beesley et al., 2018).

Effects of Data Literacy Training

Thirty-three studies met criteria for inclusion in this review 
of the literature. Four studies were quasi-experimental, nine 
were repeated measures design, and the remaining studies 
were experimental. Twenty-seven studies included assess-
ments of teacher knowledge and skills, with a total of 91 
effect sizes resulting in a weighted mean effect size of g = 
.67 (95% CI = [0.40, 0.93], τ2 = .35, I2 = 86.51%). Eleven 
studies included outcomes pertaining to teacher beliefs, 
with 72 effect sizes producing a weighted mean effect size 
of g = .48 (95% CI = [0.17, 0.79], τ2 = .22, I2 = 88.86%). 
Five studies included measures of both knowledge and 
skills, and beliefs; thus, these studies had relevant effect 
sizes included in both analyses.

Moderator Analysis

A moderator analysis for the knowledge and skills outcome 
was run in one meta-regression model that included coach-
ing, delivery format, multiple data literacy skills, and data 
interpretation skills ( τ2 = .31, I2 = 80.96%). Research design 
was included as a covariate; nine studies were of repeated 
measures design and this did not moderate effects (β = .05, 
95% CI = [–0.41, 0.51). Fourteen studies included coaching, 
and it was determined that supplemental coaching did not 
influence the effects of training (β =  –.004, 95% CI = 
[–0.46, 0.46]). Twenty-two studies included a collaborative 
format, and this had a significant positive impact on teacher 
knowledge and skills outcomes (β =  1.31, 95% CI = [0.41, 
2.21]). Twenty-one studies covered multiple topics in train-
ing and this was found not to significantly influence the 
effects of training (β = –.48, 95% CI = [–1.39, 0.44]). 
Eighteen studies included interpretation of data and this also 
did not moderate effects (β = .01, 95% CI = [–0.80, 0.82]).

Discussion

The purpose of this meta-analysis was to evaluate the effects 
of teacher training in data literacy on outcomes related to 
teacher knowledge, skills, and beliefs pertaining to data use. 
Three research questions were asked, as follows: (a) What 
are the features of data literacy training for K–12 teachers? 
(b) What are the effects of data literacy training on K–12 
teacher outcomes? and (c) Do training characteristics mod-
erate the effects of data literacy training? Results indicated 
that training had a significant positive effect on teacher out-
comes, and trainings with a collaborative component were 
associated with higher effects on knowledge and skills.

What Are the Effects of Data Literacy Training?

Overall, findings suggest that teacher training in data liter-
acy has significant positive effects on both teacher 
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knowledge and skills, and teacher beliefs. The average 
effect was large for knowledge and skills (g = .67), and 
moderate for teacher beliefs (g = .48; Cohen, 1988), with 
both more than large enough to be of interest to policy mak-
ers in the field of education (Hedges & Hedberg, 2007). As 
the underlying framework for data use emphasizes the 
importance of teachers in making meaning out of data to 
make instructional changes and improve student outcomes, 
this finding lends support to training teachers on this critical 
topic.

Despite the potential of training, research consistently 
indicates that teachers are not using formal data sources to 
inform their practice although they have increasing access 
to these data (Datnow & Hubbard, 2016; Gallagher et al., 
2008; Mandinach & Gummer, 2016; Means et al., 2011). A 
wealth of studies has demonstrated the importance of 
teacher beliefs on their actual practice in the classroom 
(Boardman et  al., 2005; Datnow & Hubbard, 2016; 
Hoogland et  al., 2016; Jimerson & Wayman, 2012). As 
there was a slightly smaller average effect associated with 
teacher beliefs, as a result of training, it is important to 
explore potential reasons for this finding to promote more 
effective trainings for beliefs and to promote data use in 
practice.

Belief outcomes were separated into self-efficacy and 
the value of data use. There was a wide range of effects for 
measures of self-efficacy (g = –0.74 to g = 3.68) and value 
(g = –0.43 to g = 1.25). As there were more negative 
effects associated with beliefs about the value of data use, it 
seems that teachers’ beliefs surrounding the value of data in 
general may be less malleable than their beliefs in their own 
ability to use data. This is an important distinction as buy-in 
is essential when it comes to long-term improvements in 
practice (Hoogland et  al., 2016; Jimerson & Wayman, 
2012). However, only three of the 11 studies that measured 
beliefs explicitly targeted the rationale behind data use 
(Albritton et  al., 2014; Castillo et  al., 2016; Cole, 2010). 
Rather than beliefs about the value of data use potentially 
being less malleable, it is possible that explicit training on 
the rationale for data use is needed to improve outcomes 
and practice.

The lack of persistence with data use is also an important 
factor when considering the ways in which outcomes are 
being measured. Across all of the studies on training, only 
one included a maintenance measure (Kennedy et al., 2016). 
Teachers in this study did maintain their knowledge and 
were able to apply it in a hypothetical scenario, but the 
authors did not examine whether teachers transferred this 
into practice (i.e., sustained data use in the classroom). 
Several studies used instructional plan sheets (L. S. Fuchs 
et al., 1989, 1994) and accuracy of implementation scales 
(e.g., Wesson, 1991) to determine frequency and accuracy 
of data use in the classroom setting during the training; 

however, the authors did not include a maintenance mea-
sure and, correspondingly, this too does not provide infor-
mation about practice. The real-world applications of data 
literacy training remain largely unexplored in experimental 
research.

What Moderates the Effects of Training?

Moderator analyses of the knowledge and skills outcome 
revealed that the content focus of training (i.e., interpreta-
tion component, multiple data literacy components) did not 
influence the effects of training. These findings could be 
due to the measures used; specifically, most of the measures 
were directly aligned with the content that teachers received 
in training and were implemented immediately after train-
ing. It is therefore possible that teachers learned the skills 
targeted regardless of the content taught. This finding also 
contrasts with the study conducted by Kennedy (2016), 
which found that trainings that included a clear application 
to improve student learning were associated with larger 
effects. Prior studies of teacher data use have found that the 
act of collecting data improves student learning regardless 
of decision-making (Stecker et  al., 2005). It is therefore 
possible that each of the components of data literacy can be 
connected to student learning, explaining the lack of differ-
ences between focus on each of the components.

Active learning and collective participation moderated 
effects, in that the effects of trainings with a collaborative 
format were significantly higher. This is no surprise as 
learning is theorized to be a social endeavor occurring 
through active participation in a community of practice 
(e.g., Vygotsky, 1978). Professional development literature 
in general espouses the importance of collaboration during 
training (e.g., Desimone, 2009; Yoon et al., 2007). It is pos-
sible that this component is especially important for data 
literacy training as collaboration among teachers is docu-
mented as a key feature of programs that enhance teachers’ 
use of data for instruction (Marsh, 2012). Collaboration 
may also be important to promote the use of data in prac-
tice; for instance, teachers in small groups are observed to 
more accurately interpret data, clarify problems, ask fol-
low-up questions, problem-solve, and correct errors (Means 
et al., 2011).

Finally, results of this review indicate that the presence 
of a coach did not moderate effects. This finding contradicts 
the emphasis on coaching seen across qualitative training 
literature (Datnow & Hubbard, 2016) and findings from a 
recent meta-analysis that found coaching to be effective 
across content areas (g = .49; Kraft et al., 2018). However, 
our findings align with a review of training in general, 
which found that coaching did not significantly moderate 
effects (Brock & Carter, 2017). It is possible that the col-
laborative component is more essential when it comes to 
data literacy training as compared with other trainings. This 
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is illuminated when the results of studies that compared 
groups who received coaching with those who participated 
in a collaborative group are investigated. For instance, 
Wesson (1991) compared a group that received follow-up 
expert consultation alone with a group that received struc-
tured collaboration groups in addition to the follow-up 
expert consultation. The collaborative training group 
resulted in more positive effects than the group that only 
received expert coaching. L. S. Fuchs and colleagues (1992) 
compared collaborative training alone with collaborative 
training along with additional coaching and found both con-
ditions to be comparable. Additional research that compares 
these methods is needed to determine whether and in what 
conditions coaching may support data literacy training.

How Can Data Literacy Training Features Help 
Contextualize Findings?

We observed important trends in the studies to contextual-
ize the findings of the meta-analysis and subsequent mod-
erator analysis. First, there was a notable amount of 
heterogeneity present for the knowledge and skills out-
come (τ2 = .35, I2 = 86.51%), which was not able to be 
fully explained by theory-driven moderators (τ2 = .31, I2 
= 80.96%). In other words, variability due to study differ-
ences decreased from 86.51% to 80.96%, indicating that at 
least some of the heterogeneity was explained by modera-
tors. The remaining heterogeneity may be due in part to 
the variety of types of measurements (e.g., direct assess-
ments, observation, and self-report) and topics covered by 
these measurements (e.g., data-based decision-making, 
accuracy of scoring procedures). It is also possible that 
there were differential effects for proximal researcher-
developed tools compared with distal previously validated 
scales as larger effects have been noted for more proximal 
scales. We did detect a significant positive effect that indi-
cates that the heterogeneity did not prevent a notable trend 
from being observed. Rather, this information provides an 
additional avenue for understanding the remaining 
heterogeneity.

Limitations and Future Research

There are several limitations to this review, the first of 
which is the potential for publication bias. We took efforts 
to ensure that this was not likely within this article. First, 
we searched for and located unpublished literature, includ-
ing dissertations and reports. Second, we used Egger 
et al.’s (1997) publication bias statistics and visual inspec-
tion of funnel plots. However, we note that it is possible 
that studies were still missed despite these precautions. 
The second limitation is the inclusion of studies of less 
rigorous design. As our intention was to provide an 

extensive look at the research on data literacy training, we 
chose to include these studies. We included steps to ensure 
that the inclusion of these studies did not impact results; 
however, we recommend readers interpret findings within 
this context. The third limitation is in the types of mea-
sures that were used. There are no standardized measures 
of teacher knowledge and skills; therefore, many studies 
included proximal measures and/or subjective rating 
scales. A fourth related limitation is the notable heteroge-
neity observed in the data set, which is commonly observed 
in meta-analyses (Higgins et  al., 2003). We were also 
unable to conduct some planned moderator analyses (e.g., 
duration, participant characteristics) because there were 
few studies that included the variable of interest or 
reported the information needed. We included a descrip-
tive analysis of training features to provide potential rea-
sons for the heterogeneity and to evaluate each variable of 
interest to counteract these limitations. Future research 
may report on each of these variables of interest. Another 
limitation is related to the lack of maintenance measures 
of classroom application used in the studies; thus, there is 
still not an indication of how training translates into prac-
tice. Future research that evaluates how training impacts 
long-term effects on practice is necessary. In addition, 
coaching was rarely described with replicable precision. 
Given the challenges that teachers face with data use in 
practice, future research is needed that evaluates various 
coaching models that impact teachers’ data literacy.

Implications

This review yields several important implications for the 
design of data literacy training and promotion of data use in 
the classroom. Most importantly, training in data literacy 
has a direct positive impact on teachers’ data literacy out-
comes. Training is therefore an important first step; how-
ever, we require additional knowledge about the mechanisms 
to maintain these outcomes and transfer learning into prac-
tice. Another important finding is that a collaborative com-
ponent increases the effects of training. There is evidence to 
suggest that collaborative groups that discuss data improve 
data use (e.g., Schildkamp & Poortman, 2015). As such, 
these teams may be important not only in training but also 
as an ongoing structure to promote data use in practice. As 
expectations for teacher data use continue to rise, it is vital 
to support teachers with training targeted to meet their 
needs and, ultimately, to improve outcomes for the students 
they serve.
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