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The transition to new assessments aligned to the Common Core State
Standards was a significant turning point in the standards’ implementation.
Concerns about the transition led districts to suspend the use of value-added
scores for evaluating teachers, but changes to other measures, such as class-
room observations, were rare. Using data from the Washington, DC Public
Schools, I evaluate the effect of the assessment transition on teachers’ practice.
I find substantial declines in instructional practice, ranging from 13% to 20%
of a standard deviation, for teachers in tested grades and subjects when the
new exam was introduced. These results suggest that policymakers should
consider the ramifications of testing changes on a wider array of teaching out-
comes than value-added scores alone.
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Introduction

In June 2010, the National Governors Association and the Council of Chief
State School Officers unveiled the Common Core State Standards (CCSS). By
the end of 2011, the standards were officially adopted by all but five states
(‘‘Map: Tracking the Common Core State Standards,’’ 2015) and new assess-
ments aligned to the standards were rolled out by the 2014–2015 academic
year (AY 2015).1 A key goal motivating both the new standards and the accom-
panying new tests was to raise expectations and increase the rigor of material
learned by U.S. students (Conley, 2014), representing a marked shift for most
states and districts. The type of teaching required for students to gain
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proficiency on these standards was expected to differ from the teaching
required for other, less-rigorous standards (Conley, 2014; Floden et al.,
2017), and school districts scrambled to better equip teachers with the skills
and practices necessary for student success on aligned exams (Jochim &
McGuinn, 2016). The transition to the new assessments was a source of con-
siderable stress for teachers (Jochim & McGuinn, 2016); there was a wide-
spread expectation that the type of teaching required for student success on
the new exams would differ from the status quo (Kane et al., 2016;
McDuffie et al., 2017), and teachers were still learning at the point of the tran-
sition how to interpret the standards and adapt their instruction accordingly
(Buzick et al., 2019; Edgerton, 2020; Jochim & McGuinn, 2016).

I use evidence from the District of Columbia Public Schools (DCPS) to
explore whether the transition to these new exams influenced teachers’ prac-
tice. Specifically, using a difference-in-differences model, I leverage the transi-
tion to a new assessment for teachers in tested subjects and grades versus other
general-education teachers—who experienced no such transition—to estimate
effects on teachers’ practice, as measured by the district’s classroom observation
rubric at the time, the Teaching and Learning Framework (TLF). While a handful
of qualitative studies have begun to explore the effect of this transition on teach-
ers’ practice (Ajayi, 2016; Stosich, 2016), there is to date no empirical evidence
as to whether these exams caused teachers to alter their instructional emphasis.
The qualitative literature, however, suggests that teachers had difficulty adapt-
ing to the new standards and exams—consistent with prior evidence on exam
changes under accountability regimes (e.g., Hamilton et al., 2007). Localized
surveys and interviews with teachers (Ajayi, 2016; Stosich, 2016; Troia &
Graham, 2016) and their students (Kolluri, 2018), as well as reports of teachers’
practice (e.g., Buzick et al., 2019; Schweig et al., 2020), suggested that teachers
had variable success in shifting their practice, and many struggled during the
transition to effectively implement conceptual learning in the classroom.

From a policy perspective, this question can provide important insight
into teacher evaluation systems and the contexts in which they operate. For
example, it might provide guidance to districts on which practices and skills
they should focus professional development under new standards and testing
regimes that emphasize conceptual knowledge. Similarly, the effects of the
new assessment on teachers’ practice can highlight areas where teachers’
instructional skills may be sensitive to assessment changes. I begin the article
with a brief overview of the education context in the lead-up to the new tests.
Next, I review the prior evidence on ways that teachers adapt or adjust their
practice, and discuss the ways in which the exams were expected to require
meaningfully different teaching. I then describe the unique context of
DCPS—both specific to the testing transition, and within the broader account-
ability policy context at the time. Finally, I hypothesize about whether and
how we might observe effects on teachers’ practice, before turning to my
methodological approach and findings.
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Background

A Push for More Rigor in American Education

The CCSS were developed by a group of governors and state education
officials, with input from education researchers, teachers, and content experts,
whose shared intent was to create a common set of coherent, rigorous, and
evidence-based standards for what students should know and be able to do
at the end of each grade (Common Core State Standards Initiative, 2010;
Conley, 2014). Among the goals driving development of the CCSS were for
the new standards to be ‘‘fewer, clearer, and higher.’’ These standards were
designed in response to evidence of a core set of skills (‘‘fewer’’) required for
success in 2-year college, regardless of program path. The CCSS developers
aimed to present these standards coherently and without redundancy
(‘‘clearer’’) such that each standard could be clearly linked to learning materials
(e.g., curricula and assessments). Critically, they also focused on deeper, con-
ceptual learning (‘‘higher’’) from which students could more easily transfer
knowledge and skills across contexts and disciplines. Both the math and
English Language Arts (ELA) learning standards implied increased expectations,
encouraging students to learn content on a deeper level than what most states
specified before the CCSS (Student Achievement Partners, 2013, 2014). Studies
of the standards and assessments across the transition demonstrate that in most
cases these goals have been attained (Conley, 2014; Doorey & Polikoff, 2016;
Peterson et al., 2016; Yuan & Le, 2012).

New Standards, New Tests

In conjunction with the standards, the creators of the Common Core
aimed to develop assessments that could provide formative information about
students’ knowledge and abilities (Bill and Melinda Gates Foundation, 2010;
McDonnell & Weatherford, 2013). Two national consortia of states, the
Partnership for Assessment of College and Career Readiness (PARCC) and
the Smarter Balanced Assessment Consortium, were convened to address
this goal, each developing its own Common-Core-aligned assessment to be
used across participating states.

These assessments are considered to be well aligned to the Common Core
math and ELA content standards across grades, and good matches to the depth
of learning prescribed by the new standards (Doorey & Polikoff, 2016; Schultz
et al., 2016). Although states establish their own proficiency levels even across
common assessments, an analysis that compared proficiency standards—
before and after the transition to Common-Core-aligned assessments—to a rig-
orous, nationally recognized benchmark found that most states, including
Washington, DC, significantly raised their expectations for students’ proficiency
(Peterson et al., 2016).
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Perhaps recognizing that states and districts might only superficially
adopt the Common Core, the developers of the new standards explicitly
acknowledged the importance of the assessment consortia for clarifying the
standards’ definitions and associated expectations (Bill and Melinda Gates
Foundation, 2010), which would be done through consortia- and partner-
developed resources, as well as the assessments themselves, which—once
available—would provide insight into how to interpret and apply these stand-
ards. Indeed, evidence suggests that teachers altered their instruction in
response to the new exams. One educator, for example, described ‘‘reverse
engineering’’ the assessments to align his teaching with the Common Core
(Cunningham, 2014). More broadly, surveys of teachers across the testing
transition suggest that teachers used the exams to guide their instruction.
Survey responses indicate that teachers expected to alter their instruction
(Kane et al., 2016; McDuffie et al., 2017; Troia & Graham, 2016) and self-
reported practice logs suggest that teachers ultimately changed the way that
they taught in response to the new exams (Buzick et al., 2019). What these
studies on instructional effects of the testing transition do not clarify, however,
is the distinction between whether the instructional influences consisted of
changes to teachers’ practice (i.e., how teachers instruct their students) versus
the content of their instruction (cf. Edgerton & Desimone, 2018). The consis-
tent implementation of the TLF over the course of the transition allows a direct
test of the ways in which adopting a new, Common-Core–aligned assessment
influenced teachers’ practice.

Teaching Under the Common Core Exams

The Malleability of Teaching Practices

This article explores the possibility that teachers changed their practice in
response to the change in assessment in DCPS. For that to be true, we must
also believe that teachers’ practice is malleable and that when teachers can
change their practice in ways that are intentional or strategic. We have com-
pelling evidence of both. First, a nascent body of literature demonstrates
that the ‘‘returns to experience’’ that have been widely demonstrated for
teachers’ effects on student achievement (Atteberry et al., 2015; Rivkin
et al., 2005; Rockoff, 2004) also occur for the teaching practices measured
by classroom observation instruments; teachers demonstrate substantial
improvements to their performance on classroom observations over their
early careers (Bell et al., 2021; Kraft et al., 2020; Papay & Laski, 2020). We
also know that improvements in teachers’ effects on their student learning
continue to occur, albeit at a slower pace, as teachers advance further into
their careers (Papay & Kraft, 2015). The extent to which these overall improve-
ments reflect skill development acquired through opportunities for repeated
practice, supportive working conditions (e.g., Kraft & Papay, 2014), profes-
sional development interventions (e.g., Allen et al., 2011; Papay et al.,
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2020), or strategic decisions on the part on teachers, is unclear. Multiple meta-
analyses have demonstrated, however, that coaching programs (Kraft et al.,
2018) and other purposeful teaching interventions (Garrett et al., 2019) can
meaningfully move teachers’ practice.

There is also reason to believe that high-stakes evaluations can influence
teachers’ strategic focus on their practice. Evidence from prior to the testing
transition, for example, suggests that individual teachers’ strategic improve-
ments to practice may be at play in DCPS, which is a uniquely high-stakes set-
ting for teacher evaluation. Teachers can lose their jobs if they fail to meet
performance thresholds on the overall evaluation measure, and classroom
observations are the heaviest weighted of these measures. Meanwhile, teach-
ers who perform exceptionally well are eligible for substantial financial
rewards. Multiple studies have demonstrated that this incentive structure
leads to improved overall performance for teachers on both ends of the per-
formance distribution, with measurable gains on the TLF (Adnot, 2016; Dee
et al., 2021; Dee & Wyckoff, 2015). Phipps and Wiseman (2021) looked spe-
cifically at the observation component of the evaluation system, and found
that the expectation of a classroom observation—proxied by the number of
days remaining in the observation window at the point of observation—was
associated with better teaching performance. Adnot (2016) took a more
nuanced look at incentive effects by examining teachers’ improvements
across each of the rubric standards; teachers who were at risk of involuntary
separation made meaningful improvements, but gains were concentrated on
the most-prescriptive and the least-difficult teaching domains.

Instructional Practice and Common-Core–Aligned Assessment

Beyond high-stakes evaluation settings, there is some evidence that
assessments are themselves important drivers of teachers’ practice decisions
(Buzick et al., 2019; Cunningham, 2014; Floden et al., 2017; Hamilton et al.,
2007; Jennings & Lauen, 2016; Troia & Graham, 2016). Full implementation
of the CCSS may additionally be most likely to occur when assessments are
well aligned with student-learning standards, with an effect strengthened by
accountability systems (Coburn et al., 2016; Hamilton et al., 2007). Indeed,
in a survey of educators across five states that adopted the PARCC and
Smarter Balanced assessments, large majorities of teachers reported changing
their instruction or more than half of their instructional materials in response
at least in part to the new assessments (Kane et al., 2016); in another national
survey administered as states were transitioning to the new standards, a large
majority of teachers expected the CCSS to require them to change their
instruction by teaching more conceptually, and more than 90% expected
the new Common-Core–aligned assessments to influence their instruction
(McDuffie et al., 2017).
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The limited literature that has looked at the question of these new exams’
effects on teaching practice after adoption so far (e.g., Ajayi, 2016; Stosich,
2016; Kolluri, 2018) suggests that there may be differences in performance
across TLF-defined practices during the transition in DCPS. However, the
probable direction of that effect is not clear. Educators in DCPS who teach
in CCSS subjects (i.e., math and ELA) may exhibit a drop in TLF performance
as they transition and adapt their teaching to the new exam—particularly, if
they feel uncertain about how to align their instruction accordingly (e.g.,
Gwynne & Cowhy, 2017; Troia & Graham, 2016). On the other hand, there
may be performance gains for CCSS-aligned practices if teachers can success-
fully shift from a procedural to conceptual instructional emphasis.

Implementing the Common Core in DCPS

This analysis examines the implications of the assessment shift on teach-
ers’ practice through a focus on the contrast between the implementation of
the PARCC assessment, which is currently used by DCPS to assess Grade 3
through 10 math and ELA achievement, and the preceding years in which
DCPS used its own assessment, the DC CAS. While DCPS formally adopted
the CCSS in AY 2012, there is reason to believe that teachers may not have
adapted their teaching to the new standards before they began using
a national CCSS-aligned assessment (e.g., Coburn et al., 2016).2 While CAS
items were gradually developed to be in alignment with the new standards,
the transition to PARCC represented a much more substantial shift.

CAS and PARCC were different in ways that would be readily apparent to
teachers, both in terms of structure and format.3 The old exam asked ques-
tions in ways that could be accurately answered simply through content
knowledge (e.g., the procedure for cross-multiplication), without under-
standing the reasons behind an answer. Based on the design of the exams,
it should be more difficult to score high on PARCC without demonstrating
conceptual knowledge on top of content knowledge. For example, CAS
was similar to what one might picture as a traditional standardized exam, con-
sisting almost entirely of selected-response items. The PARCC exam, in con-
trast, often asks students to provide justification for answers and poses
scaffolded questions to demonstrate a student’s thinking. It contains a high
share of complex item types, including performance tasks, which place
a higher emphasis on more cognitively complex skills (Darling-Hammond
& Adamson, 2014; Doorey & Polikoff, 2016; Schultz et al., 2016).

Teacher Evaluation in DCPS

IMPACT

DCPS teachers may have a uniquely strong instructional response to the
testing transition relative to other school districts nationally, given that its
teachers are subject to high-stakes performance evaluations in which the
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TLF is the dominant measure. Specifically, every school-based employee in
DCPS is subject to the district’s performance-evaluation system, IMPACT. All
teachers are assigned annual IMPACT scores using both inputs (e.g., their
instructional practice) and outputs (e.g., student achievement) of their teach-
ing, which are then combined with other measures and weighted to deter-
mine an overall ‘‘IMPACT’’ score (see Table 1). Teachers in tested grades
and subjects, known as ‘‘Group 1,’’ are given value-added scores, which com-
pare how well the teacher’s students improve on the district’s standardized
assessment relative to similar students (in terms of prior achievement and
demographics) with other teachers.4 All other general-education teachers
(‘‘Group 2’’) are evaluated against student performance targets they set at
the start of the school year, with approval from the school principal on both
the selected measure and the teacher-developed goals. While the specific
measures and component-weights used to evaluate a given teacher will
vary depending on the teaching assignment, the TLF comprises a plurality
all general-education teachers’ final scores.

Scores are then segmented into performance levelswhich determine teach-
ers’ retention and advancement eligibility. The lowest performing teachers (i.e.,
those rated Ineffective) are subject to immediate dismissal, while other low-
performing teachers must improve within one (Minimally Effective) or two
(Developing) years to retain their positions. The highest performing teachers
(Highly Effective) can advance multiple steps and lanes on the career ladder,
and are eligible for sizeable (as much as $25,000) annual bonuses (see Dee &
Wyckoff, 2015, and Dee et al., 2021, for more detail on IMPACT’s design and
effects).

Changes to IMPACT During PARCC Implementation

While the core structure of IMPACT did not change during the transition
to the PARCC exam, the district made several related changes out of concern
that it would be inappropriate to assign teachers value-added scores on a new
assessment and logistical concerns about the timing of score availability
(DCPS, 2014, 2015). Specifically, the district took a 2-year hiatus from estimat-
ing teachers’ value-added to student achievement. In 2015 and 2016, Group 1
teachers—those in tested grades and subjects for whom value-added scores
would have previously comprised 35% of their IMPACT score—saw that
weight shifted to the TLF instead (Table 1). This shift in score weights could
be considered a shift in incentives toward performance on the TLF.

Hypotheses

Given evidence from DCPS and other settings that teaching practice is
malleable and that teachers improve in response to high-performance stakes,
it is reasonable to hypothesize that the transition to new exams might cause
teachers to alter their practice. This could manifest negatively, with temporary
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declines in teaching performance as teachers build the skills to apply their
practices to the new exam context, or it could manifest positively—with stra-
tegic improvements to the practices where teachers expect to have higher
returns under the new exam.

If teachers strategically alter their practice in response to the new exam,
the question of which practices might be affected is open. Teachers in tested
grades and subjects might shift their teaching emphasis toward practices
where they expect higher returns on the new exam. Given the Common
Core’s focus on high standards, deeper, conceptual understanding, and criti-
cal thinking—and the PARCC exam’s development around these goals—the
TLF standards that specifically reference deeper and conceptual understand-
ing might, for example, be where teachers focus their instruction following
the transition to PARCC.

Informed by both theory and the guidance available to teachers at the time
(Achieve the Core, n.d.; Berlin & Cohen, 2020; Hiebert & Grouws, 2007;
National Association of Secondary School Principals, 2013), there are four
‘‘Teach’’ standards on the TLF that I identify a priori as being well aligned to
the CCSS and therefore potentially more important in teachers’ minds as they
prepare their students for the PARCC exam. The first, Teach 4 (provide students
multiple ways toward mastery), emphasizes that teachers engage students
‘‘through a variety of learning styles, modalities[. . .], and intelligences[. . .]’’
while developing students’ deep understanding of the content. In addition,
Teach 5, 6, and 7 each highlight teaching that elicits depth of understanding.
Teach 5 (check for student understanding) explicitly defines checks for under-
standing in terms of ascertaining the depth of students’ understanding. Teach 6
(respond to student understanding) describes not just whether teachers catch
and correct misunderstandings but also whether they probe correct responses
to ensure that students understand the content. Finally, Teach 7 (develop higher
level understanding through effective questioning) defines effective teaching as
posing increasingly complex questions, following up with strategies to support
understanding, and eliciting meaningful responses from students. These four
standards, however, describe relatively complex teaching practices. Adnot
(2016) found that teachers’ performance on three of these standards (Teach
4, Teach 5, and Teach 6) was responsive to IMPACT’s incentives. However, if
teachers do not have the skill to improve their teaching, especially given that
teachers in DCPS are already uniquely incentivized to perform at their best,
their performance on these and possibly other teaching standards might remain
unchanged or even decline.

The possibility of declines to teaching performance is informed by
evidence—largely from the economics literature—about teachers’ task-
specific human capital. Teachers experience negative shocks to their perfor-
mance, as measured by teacher effects on student achievement, when their
teaching contexts change. This includes changes to the subjects and grades
taught (Blazar, 2015; Cook & Mansfield, 2017; Ost, 2014), as well as changes
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to the composition of peer teachers resulting from turnover (Ronfeldt et al.,
2013). The magnitude of such ‘‘disruption’’ effects on teachers’ practice
(i.e., as measured by classroom observation rubrics) has not yet been docu-
mented, but anxiety among educators about the testing transition was high
(Jochim & McGuinn, 2016) and could in theory have spurred (temporary)
declines in teaching quality as teachers acclimated to the new exam and
learned to adapt their instruction accordingly.5 It may also be that teaching
aligned with the new exam is more difficult to perform, leading to declines
in TLF performance as teachers attempt to impart more conceptual learning.

Data

To answer whether the transition to new exams might cause teachers to
alter their practice, I use administrative data containing DCPS teachers’ demo-
graphic data (e.g., race/ethnicity, gender, age, and teaching experience), as
well as their performance across several evaluation measures, including the
TLF and its nine subcomponents, the ‘‘Teach’’ standards. While broad teach-
ing assignments are defined in order to determine the specific evaluation
measures used for a given teacher (their IMPACT group), the data do not reli-
ably identify the grade levels or subjects in which an educator is teaching. The
data include all teachers in instructional roles during the period beginning
with IMPACT’s initial implementation (AY 2010) through the last year that
DCPS used the TLF (AY 2016). In Fall 2016, DCPS transitioned to a new rubric
that was designed to be better aligned with the CCSS and with student-
centered instruction (DCPS, 2017). Table 2 provides summary statistics on
the analytic sample.

The Teaching and Learning Framework

The TLF is a standards-based classroom observation rubric which
assesses teachers’ practice across nine ‘‘Teach’’ domains (see Supplemental
Appendix Table A1 in the online version of the journal for detailed descrip-
tions of each teaching standard). Teachers in DCPS are evaluated up to five
times per year—three times by their school administrator and twice by
a ‘‘Master Educator’’ with content- and grade-level expertise who is external
to the school.6 Teachers are assigned raw scores for each domain ranging
from 1 (lowest) to 4 (highest); for accountability purposes, scores are first con-
verted to an observation-level average (i.e., within observation cycle and
rater) and then averaged across cycles to create an overall TLF score. The
TLF has reliability levels comparable to other commonly used observation
measures, and is correlated with student achievement at similar levels to those
reported for other classroom observation instruments (Cantrell & Kane, 2013;
Gill et al., 2016; James, 2020; Meyer, 2016). In contrast to many other class-
room observation systems in practice (Kraft & Gilmour, 2017), scores are
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observed with frequency across the full range of the TLF. More detail on the
observation timing and scoring process is provided in Appendix B in the
online version of the journal.

For analysis purposes, I forego yearly averages and rely on item-by-
observation-level data. Given the large number of intercorrelated subscores
(see Supplemental Appendix Table B2 in the online version of the journal),
I conduct a principal components analysis (PCA) to reduce the number of
dimensions from nine to two. Identifying more than one distinct practice ena-
bles the estimation of variable effects across practices and allows for more pre-
cise identification of effects, while also according to a factor structure that
aligns with what would have been expected a priori. This process was con-
ducted with the expectation from a face reading of the rubric that the TLF mea-
sured items across at least two dimensions, which might include instructional
practice, classroom environment, or classroom management—factors which

Table 2

Analytic Sample of DCPS Teachers

Group 1 Group 2

Teacher Characteristic All CAS PARCC CAS PARCC

TLF score

All observers 3.11 (0.46) 3.10 (0.49) 3.09 (0.49) 3.11 (0.47) 3.13 (0.44)

Administrators only 3.19 (0.52) 3.17 (0.53) 3.20 (0.51) 3.19 (0.53) 3.21 (0.48)

Master educators only 3.01 (0.51) 3.01 (0.53) 2.96 (0.57) 3.00 (0.51) 3.03 (0.48)

Gender

Female 0.72 0.75 0.74 0.71 0.72

Missing 0.03 0.03 0.01 0.03 0.02

Race/ethnicity

Black 0.51 0.52 0.52 0.51 0.49

White 0.31 0.30 0.32 0.31 0.32

Hispanic 0.04 0.03 0.04 0.04 0.06

Missing 0.10 0.12 0.09 0.10 0.08

Education

Graduate degree 0.67 0.67 0.69 0.66 0.67

Missing 0.03 0.02 0.02 0.03 0.02

Experience (years)

0–3 0.29 0.34 0.27 0.29 0.28

4–9 0.28 0.03 0.36 0.25 0.31

101 0.40 0.37 0.32 0.45 0.35

Missing 0.02 0.00 0.06 0.01 0.06

Count 15,808 2,003 1,278 8,838 3,689

Note. Statistics from analytic sample of teacher-by-year observations in DCPS between the 2009–2010 and 2015–

2016 academic years. Group 1 consists of teachers in tested grades and subjects; Group 2 consists of all other

general-education teachers. The DC Comprehensive Assessment System (CAS) was in place through the 2013–

2014 academic year, after which DCPS switched to the Partnership for Assessment of College and Career

Readiness (PARCC) exam. The Teaching and Learning Framework (TLF) score is a rubric-based classroom

observation score, and possible scores range from 1 to 4. Standard deviations are in parentheses. DCPS =

District of Columbia Public Schools.
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have been identified by researchers and practitioners on comparable class-
room observation instruments (Archer et al., 2015; Ferguson & Danielson,
2015; Garrett et al., 2019; Gill et al., 2016; Lockwood et al., 2015).
Empirically, I first used a training data set to conduct a PCA across the nine
items using item- and observation-level data (see Section 2 of Supplemental
Appendix B in the online version of the journal for more detail on the data
reduction strategy). This procedure produces a dominant factor that is highly
correlated with the first seven, instruction-oriented, TLF practices; this dimen-
sion includes the Teach standards where I have hypothesized that teachers
might focus their practice in the context of the new exam. The secondary fac-
tor captures the TLF components (Teach 8 and Teach 9) that address the class-
room environment. While this factor structure aligns with what has been
observed in other—and similar—observation rubrics (e.g., Ferguson &
Danielson, 2015; Garrett et al., 2019; Gill et al., 2016; Hafen et al., 2015;
Kane & Staiger, 2012; Lockwood et al., 2015), as well as what might be
expected given the rubric definitions for each subscore, I follow with a confir-
matory factor analysis on the full analytic data set to ensure that the estimated
factor structure fits the data. I use the standardized factor scores generated
from the PCA in my subdimension analysis, rather than a simple average of
each set of observed TLF scores, to address overlap in the dimensions.7

Though my subskill analyses rely primarily on the two TLF factors generated
by the PCA, I include results for the full set of TLF subscores in Supplemental
Appendix Table A2, in the online version of the journal.

In addition, while teachers are evaluated by a combination of internal
(administrator) and external (Master Educator) evaluators, I limit the analysis
of TLF performance to the scores assigned by external evaluators. I do this
because, while school administrators typically assign more reliable scores,
external evaluators generally assign scores that are more strongly associated
with objective measures of teacher quality, even when adjusting for reliability
(Gill et al., 2016; Ho & Kane, 2013; Meyer, 2016; Whitehurst et al., 2014); the
external evaluators’ scores are likewise less subject to ceiling effects, as
administrators tend to rate teachers’ performance more highly than the master
educators. More detail about the comparability of scoring processes and prac-
tices across both types of raters is provided in Supplemental Appendix B in the
online version of the journal.

Method

To understand the effects of the PARCC exam on teachers’ practice, I
employ a standard difference-in-differences model, leveraging the transition
to the new assessment for teachers in tested subjects and grades (referred
to in DCPS as ‘‘Group 1’’ teachers) versus other general-education teachers
in DCPS (Group 2)—who experienced no such transition—to estimate effects
on teachers’ practice. The model takes the following form:
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TLFktm5b01b1Group1ktm1b2PARCCktm1b3Group1ktm

�PARCCktm1X ktmb41tk1ektm: ð1Þ

In this model, TLFktm is teacher k’s TLF score in year t at school m; Group1ktm is
an indicator for the Group 1 status (i.e., teaching math or ELA in a tested
grade); and PARCCktm is an indicator for whether the teacher is teaching in
a PARCC-exam year. b0 can be interpreted as the conditionally expected value
of TLF scores for Group 2 (all other general-education) teachers in the lead-up
to PARCC, while b1 provides an estimate of the difference between the two
teaching groups’ performance before PARCC. b2 represents the change in
scores for Group 2 teachers following the adoption of the PARCC exam.
Finally, the coefficient of interest, b3, represents the treatment effect—that
is, the additional effect on teaching practice for teachers in a tested grade
and subject associated with teaching in a PARCC exam year relative to contem-
poraneous Group 2 teachers. Preferred models control for a vector of time-
varying, pretreatment teacher characteristics (X ktm) and teacher fixed effects
(tk), though I also test for robustness to a school’s estimated level of depart-
mentalization and school fixed effects.

The teacher fixed effects in this model reduce potential for bias associated
with characteristics of individual teachers, such as prior training, fixed teach-
ing preferences, and underlying adaptability to new contexts that might sort
teachers to different teaching assignments across the transition and otherwise
be conflated with the consequences of the new exam. The trade-off with this
approach, however, is that by estimating score changes within individual
teachers, it only identifies effects off the teachers who were present in both
the pre- and postperiod, which may limit the statistical power of the corre-
sponding point estimates.

It should be noted that treatment in this context encompasses not simply
the shift to the new exam but also a shift in the components making up those
teachers’ evaluation scores. As described above, DCPS is a uniquely high-
stakes teaching context. Because of concerns about teachers making the tran-
sition under such high-stakes circumstances, DCPS shifted the weight of stu-
dent achievement on standardized exams for teachers subject to value-added
to the TLF, effectively increasing the incentive for these teachers to perform
well on the TLF while decreasing their incentive to improve student achieve-
ment. This co-occurring change in stakes for Group 1 teachers is captured by
b3 along with any potential disruption effects or intentional changes in prac-
tice for the PARCC exam.

There are two key assumptions for internally valid estimates of the causal
effect of the PARCC transition on teachers’ observed practice. The first is that
changes in the probability of being a teacher in a tested grade and subject (i.e.,
in Group 1) in a PARCC (versus CAS) exam year are as good as random. This
assumption would be violated if, for example, teachers with higher teaching
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ability were disproportionately assigned to tested grades and subjects during
the PARCC transition relative to the rates at which they taught such classes in
prior years. I test this assumption through a series of covariate balance tests in
which I replace the left-hand variable in Equation 1 with pretreatment teacher
characteristics. Table 3 demonstrates good balance on teachers’ gender, race,
and education level, but potential imbalance by experience; for this reason, I
include these teacher controls in my main model.8

The second assumption is that of common pretreatment trends in TLF
scores for teachers in tested grades and subjects (Group 1) and their gen-
eral-education peers (Group 2); the relationship in scores over time for the
two groups should be parallel. If trends from AY 2010 (the start of IMPACT)
through 2014 (the last year of the CAS exam) were perfectly parallel, I would
have strong evidence of conditional independence. This relationship is critical
to the identification of PARCC effects. Figure 1 demonstrates that these trends
are generally parallel, albeit noisy. Overall TLF scores moved in the same
direction for both groups before DCPS adopted the PARCC exam. The same
is true for the instruction and classroom environment subdomains, where
TLF scores across the groups rise and fall roughly in tandem. Any visually
detectable deviations in trends are insufficiently small to explain the large
negative effects that are observed, for example, in instruction. The magnitude
and interpretation of these effects are described in more detail in the ‘‘Results’’
and ‘‘Discussion and Conclusion’’ sections.

While visual evidence indicates generally parallel trends, a potential
threat to the internal validity of these estimates is a concurrent trend toward
departmentalization in DCPS, given that DCPS expected the specialization
associated with departmentalization to make it such that teachers would be

Table 3

Difference-in-Differences Covariate Balance

Teacher Characteristic Point Estimate (Standard Error)

Female 0.011 (0.021)

Black 0.027 (0.023)

White 0.009 (0.021)

Hispanic 20.007 (0.010)

Graduate degree 0.021 (0.022)

Experience: 0–1 years 20.035 (0.019)

Experience: 2–4 years 20.040* (0.020)

Experience: 5–9 years 0.012 (0.020)

Experience: 10–14 years 0.043** (0.017)

Experience: 15–19 years 0.009 (0.013)

Experience: Missing 20.001 (0.009)

yp \ .10. *p \ .05. **p \ .01. ***p \ .001.
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Figure 1. Difference-in-differences of teachers’ practice across the transition to

PARCC.

Note. The Overall score in the top panel is composed of a simple average of the nine Teach

domains. The Instruction and Classroom Environment scores are factor scores from a

principal-components factor analysis (see Section 2 of online Supplemental Appendix B in

the online version of the journal). For each, scores are converted to standard deviation units.

PARCC = Partnership for Assessment of College and Career Readiness exam.
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‘‘better able to craft rigorous and engaging lessons for students’’ (DCPS, 2016)
and there is some evidence that specialization might influence teaching qual-
ity (e.g., Bastian & Fortner, 2020). Data on which teachers were departmental-
ized or departmentalization rates within schools were not collected or
maintained by DCPS, so to control for departmentalization effects I instead
estimate the school- and year-level share of teachers in tested grades and sub-
jects who have value-added scores in both math and ELA. School-year obser-
vations with high shares of teachers with value-added scores in both subjects
can be assumed to have lower rates of departmentalization. This proxy vari-
able suggests a trend toward departmentalization in the district over the
period of my analyses. To avoid confounding PARCC effects with departmen-
talization effects, I run models that include this measure as a control. In addi-
tion, I test for the possibility that teachers at different ability levels may have
been differentially assigned to tested subjects and grades at the transition by
including teacher fixed effects.

Other factors occurring before the transition, however, might influence
the scores of teachers in tested grades and subjects (Group 1) differently
from their other general education (Group 2) peers. One such factor is
a decrease in emphasis on value-added scores that occurred with a series of
other structural changes to IMPACT in AY 2013, where the weight of value-
added scores on Group 1 teachers’ overall IMPACT scores was decreased
from 50% to 35%, with some of that reallocation going toward TLF scores;
the TLF weight for these teachers shifted from 35% in the 2011–2012 academic
year to 40% in 2012–2013.9 In case this reweighting of incentives toward the
TLF or other structural shifts that occurred with the 2013 changes to
IMPACT led to differential performance trends for Group 1 and Group 2 teach-
ers relative to the preceding years, I run alternative specifications that omit the
first 3 years of IMPACT.

Similarly, Figure 1 suggests that teachers in both groups scored differently
in instruction and classroom environment in the first year of IMPACT than in
the years following. There are two readily apparent reasons why the first year
of the panel might differ from subsequent years. First, two of the TLF domains,
Teach 5 and Teach 9, originally consisted of three additional subscores; the
rubric was substantially revised and streamlined in the second year of
IMPACT, including the collapse of these subscores to one score each for
Teach 5 and Teach 9. This adjustment may have altered how the TLF was oper-
ationalized for each group of teachers relative to subsequent years. Second,
evidence from the early years of IMPACT suggests that teachers responded dif-
ferently in the first year of the program in part because they did not expect
IMPACT to persist under political pressures at the time (Dee & Wyckoff,
2015). In case anomalous scores from the first year of IMPACT are distorting
the slopes of Group 1 and Group 2 trends, I run an additional set of specifica-
tions that omit only the first year of IMPACT.
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In addition to visual and theoretical inspection for parallel trends, I test for
common trends empirically with a nonparametric event-study model.
Specifically, I regress teachers’ TLF scores on interactions between each
year and teachers’ Group 1 status (i.e., whether they teach in grades and sub-
jects for which value-added scores can be estimated, versus in other general
education classrooms), omitting the last pretreatment year (2014), and includ-
ing year fixed effects along with the other covariates from my primary speci-
fication, as below:

TLFktm5
X

t 6¼2014

btGroup1ktm � PARCCktm1X ktmb1tk1ut1ektm: ð2Þ

The values of bt for Years 2010 through 2013 (the years leading up to the final
pretreatment year), represent the change in TLF scores associated with being
a Group 1 teacher, from that year to 2014—just before the implementation of
the PARCC exam. If trends are parallel, the estimates for each value of bt from
t52010 through t52013 should be statistically no different from zero, while
post-PARCC effects should be significant. Figure 2 plots the results of these
tests, and suggests that, while the trends in instruction scores did not appear
to significantly deviate before PARCC, there may not have been parallel trends
in TLF scores for classroom environment; potential violation of this assump-
tion would bias estimates of classroom environment effects. For this reason,
I rely primarily on results from instruction specifications and cannot say
with confidence that classroom environment effects are internally valid.

In addition to the analyses described above, I test for robustness to alter-
native identification strategies, including a comparative interrupted time
series (CITS) model which adds to Equation (1) a set of controls and interac-
tions for the year in which a TLF score is assigned, centered at the transition to
PARCC. The CITS approach relaxes the conditional independence assump-
tion, requiring that the change in level and trend in other general education
(Group 2) teachers is the change in level and trend in TLF scores we would
expect to observe had the teachers subject to value-added-score estimation
(Group 1) not transitioned to PARCC. CITS models also allow for a test of dif-
ferential trends before the PARCC transition; these tests yield nonsignificant
differences in Group 1 and Group 2 teachers’ pretreatment trends.

A final potential threat to the validity of results includes the failure of mea-
surement noninvariance—what might be considered a confounding instru-
mentation effect—if there are shifts in the constructs being measured by the
TLF over time (e.g., Oort et al., 2005; Widaman et al., 2010). This might occur
if raters reconceptualized the constructs behind the TLF in the presence of
shifting expectations for student learning. Failure of measurement noninvar-
iance is not a threat to causal identification on its own; however, if there were
different response shifts for teachers in tested grades and subjects than there
were for other general-education teachers over the transition, results would
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Figure 2. Test for common trends in teachers’ practice across the transition to

PARCC.

Note. Point estimates from regression of Teaching and Learning Framework (TLF) scores on

interactions between group and year of evaluation; the last pretreatment year (2014) is the ref-

erence point. Group 1 (treatment) consists of teachers in tested grades and subjects; Group 2

(control) consists of all other general-education teachers. Effects are estimated within teacher.

Confidence intervals are at the 95% level. The Overall score in the top panel is composed of

a simple average of the nine Teach domains. The Instruction and Classroom Environment

scores are domain scores from a principal-components factor analysis (see Section 2 of online

Supplemental Appendix B in the online version of the journal). For each, scores are converted

to standard deviation units. PARCC = Partnership for Assessment of College and Career

Readiness exam.
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be confounded by these changing constructs. That is, results could be biased
if raters were systematically changing how they operationalized the TLF over
time for Group 1 teachers, but not for Group 2 teachers. Raters might, for
example, use changing benchmarks for what constitutes ‘‘depth of under-
standing’’ when implementing the rubric during the testing transition. This
risk for my analysis is likely mitigated by (a) a reliance primarily on the scores
assigned by master educators and (b) the district’s use of Align, a rater training
and calibration system that is standardized across raters and over time (see
Supplemental Appendix B in the online version of the journal for more detail
on the calibration process). That being said, it is not possible to directly assess
the presence or extent of this phenomenon in the data, and this risk remains
a potential limitation.

Ultimately, it is difficult to determine with certainty whether trends are
truly parallel across the two groups. Conversations with DCPS central office
administrators, however, indicated no additional likely contributors to differ-
ential changes in teachers’ practice over the pre-PARCC period beyond those
addressed above, and statistical tests for differences do not provide evidence
in support of diverging trends across the two groups of teachers.

Results

The general understanding at the time was that the new Common-Core–
aligned assessments would require a substantial change in instruction
(Conley, 2014; Kane et al., 2016; Student Achievement Partners, 2013, 2014).
The emphasis among educators, school leaders, and reformers on the dissimi-
larity of the new exams to the tests they were replacing could have affected
teachers’ practice in many ways. For example, teachers may have shifted their
instructional emphasis to the practices for which they would expect relatively
higher returns to student achievement on PARCC; on the other hand, they might
have seen their practice suffer as they learned to adapt their instruction in real
time. So what was the effect on teachers’ practice?

Overall TLF Effects

Table 4 presents the results from my main difference-in-differences spec-
ifications, the first column of which displays estimates from a model control-
ling only for the level of departmentalization within a teacher’s school.10 This
model indicates a decline in teachers’ overall practice of roughly 15% of a stan-
dard deviation, much of which appears to be driven by the instruction
domain of the TLF, where teachers’ performance declines by 18% of a standard
deviation when they switch to PARCC. Overall-TLF effects are robust to the
inclusion of teacher controls and school fixed effects (columns 2 and 3).
However, when overall-TLF effects are estimated within individual teachers
(i.e., with teacher fixed effects; column 4), while the direction of change is still
negative, the magnitude of the effect is no longer distinguishable from zero.
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Estimates from alternative specifications that include administrator-
assigned scores or exclude earlier years of IMPACT from the analysis (see
Supplemental Appendix Table A3 in the online version of the journal, col-
umns 2 and 3–4, respectively) are likewise null. CITS estimates produce sim-
ilar results to those from the first three models shown in Table 4 (columns 1
through 3), but imply that the null effect from the difference-in-differences
analysis with teacher fixed effects (column 4) may mask heterogeneity across
years. Specifically, results from the linear CITS specification with teacher fixed
effects produce mixed effects directionally across the first 2 years of PARCC
(see Supplemental Appendix Table A4 in the online version of the journal,
column 1), and estimates from a specification that allows for nonlinear (i.e.,
quadratic) trends in the pre-PARCC years further indicate large negative
effects on teachers’ overall practice, predominantly in the second year of
the exam (column 2).

Effects on Domains of Teachers’ Practice

At the subdimension level, the negative overall effects appear to be con-
centrated within the instruction domain. Difference-in-difference (Table 4)
estimates are consistent and precisely estimated across specifications, ranging
from 13% (Column 4) to 20% (column 3) of a standard deviation decline in
teachers’ instructional performance. Similar-magnitude declines are estimated
with the CITS approach (see Supplemental Appendix Table A4 in the online

Table 4

Difference-in-Differences Estimates of PARCC Effects on Teachers’ Practice

Models (1) (2) (3) (4)

Overall TLF 20.146*** (0.042) 20.163*** (0.041) 20.166*** (0.038) 20.054 (0.039)

Factor 1: Instruction 20.180*** (0.038) 20.189*** (0.037) 20.199*** (0.036) 20.133*** (0.043)

Factor 2: Classroom

Environment

20.009 (0.040) 20.024 (0.039) 20.017 (0.038) 0.081* (0.041)

Control for level of

departmentalization

X X X X

Teacher controls X X X

School FE X

Teacher FE X

N 22,790 22,790 22,790 22,790

Note. The outcome variable is the Teaching and Learning Framework (TLF) score assigned by master educators,

standardized relative to the overall mean and standard deviation of master-educator–assigned TLF scores across

the years of analysis (2009–2010 to 2015–2016). The Overall TLF score in the top panel is composed of a simple

average of the nine Teach domains. The Instruction and Classroom Environment scores are factor scores from

a principal-components factor analysis (see Section 2 of Supplemental Appendix B in the online version of the

journal). For each, scores are converted to standard deviation units. Teacher controls include education level,

race, gender, and experience. Robust standard errors, clustered at the teacher level, are in parentheses. FE =

fixed effects.
yp \ .10. *p \ .05. **p \ .01. ***p \ .001.
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version of the journal). The consistency of these effects across specifications
and the two methodological approaches provides strong evidence that the
quality of instruction suffered for teachers in tested grades and subjects
when the new exam was introduced. This result is consistent with teachers’
concerns about their preparedness to teach to the new exam; if teachers
had insufficient or poorly aligned instructional materials, they may have strug-
gled to define and enact quality instruction in the context of the PARCC exam.

To put these effect sizes in context, they are similar in magnitude to the
effects resulting from the high-stakes consequences of teacher performance
in DCPS. Dee and Wyckoff (2015) find for teachers on both the high and
low ends of the distribution that the incentives built in to IMPACT cause teach-
ers to improve their overall TLF scores by approximately 0.10 rubric points, or
roughly 20% of a standard deviation. Adnot (2016) estimates similar-
magnitude effects on the overall measure, with point estimates on the subdo-
mains that comprise the instruction domain ranging from an imprecisely esti-
mated 0.05 (Teach 1) to a statistically significant 0.21 (p \ .001; Teach 5). In
short, the instructional losses associated with the PARCC transition are compa-
rable in size to the gains in practice induced by IMPACT’s high stakes.

Meanwhile, results for the second dimension of the TLF, classroom envi-
ronment, provide at best only suggestive evidence of positive effects on class-
room environments for teachers who transitioned to PARCC, and these effects
are not robust to other estimation decisions. Models that do not fully account
for changes in teacher characteristics across the transition are null, while
results from the specification with teacher fixed effects are positive and of
modest magnitude (0.08 standard deviations, in column 4 of Table 4).
Effects are similarly positive but underpowered when estimated with both
internal and external evaluators’ TLF scores, though larger and estimated
with high precision when restraining pretreatment years (columns 3 and 4
of Supplemental Appendix Table A3 in the online version of the journal). A
comparative interrupted time series approach (see Supplemental Appendix
Table A4 in the online version of the journal) similarly points to potentially
positive effects in the first year of PARCC, though point estimates are sensitive
to model specification, where a quadratic approach (column 2) suggests
a large decline in classroom environment in the second year of the new exam.

It is not immediately apparent what might be driving the PARCC transition
effects on instruction, though an analysis that separately explores each of the
original nine standards (see Supplemental Appendix Table A2 in the online
version of the journal) suggests that the largest instruction declines may be
due to teachers struggling to adequately respond to student understanding
(Teach 6). As an illustrative example, exemplary practice on this standard
includes the teacher anticipating common misunderstandings or recognizing
‘‘a student response as a common misunderstanding and sharing it with the
class to lead all students to a more complete understanding’’ (see
Supplemental Appendix Table A1 in the online version of the journal). This
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is a complex skill that may be more difficult to demonstrate when the content
being taught is itself more difficult. For example, if an educator were teaching
a given lesson (e.g., on cross-multiplication) before PARCC, she might have
relied primarily on building students’ procedural knowledge to meet the
learning standard and for the students to score well on CAS. It would be easier
for the educator to score well on Teach 6 when a ‘‘complete understanding’’ of
the content was purely how to cross-multiply. However, during the PARCC
transition, if the educator were attempting to adapt her instruction to develop
the more-conceptual knowledge the test was meant to measure, she might
not have the depth of skills or knowledge herself to anticipate students’
misunderstanding—particularly when the student is still able to arrive at the
correct answer using procedural tools—and to attend to the conceptual mis-
understanding when it occurs. Without experience teaching in this new con-
text, teachers may have lacked the skills to effectively implement their
instruction in the ways called for by the new exam and as defined by the TLF.

Discussion and Conclusion

The transition from traditional achievement tests to more rigorous, CCSS-
aligned exams provides an opportunity to explore the implications of major
transitions for teachers’ practice. I find that the transition to the new exam
may have altered the quality of teachers’ practice—even if only temporarily.
Teachers transitioning to PARCC experienced large declines in instruction.
While I cannot determine whether these effects would have persisted beyond
the first 2 years of the transition, at minimum the relative decline in these
teachers’ instruction skills points to potential gaps in curricular preparedness.
The tests upon which students are assessed often provide important informa-
tion for teachers on how to operationalize the standards and expectations to
which the assessments are aligned (Cunningham, 2014; Jennings & Lauen,
2016; McDuffie et al., 2017). Textbooks and other curricular materials are
also key resources for teachers during major shifts like that of the transition
to the CCSS (Desimone et al., 2019; Kane et al., 2016; Polikoff, 2012) and
for their practice in general (Charalambous et al., 2012), yet materials that
claim alignment to the CCSS and PARCC do not always adhere well to the
scope and intent of the new standards; they often overemphasize procedural
over conceptual understanding relative to the proportional emphasis defined
by the CCSS and PARCC (Polikoff, 2015). The poor quality of instructional
materials initially available to teachers may have limited educators’ ability to
effectively design or otherwise implement new curricula.

Meanwhile, individuals at multiple levels of the education system strug-
gled with inadequate guidance on how to align instruction to new learning
standards well after the Common Core was officially adopted (Edgerton,
2020; Edgerton & Desimone, 2018; Gwynne & Cowhy, 2017; Pak &
Desimone, 2019). While teachers felt considerable pressure to adapt their
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instructional materials to their new testing environment (Kane et al., 2016),
few teachers felt well prepared to help their students perform well on new
exams like PARCC (Kane et al., 2016; Perry et al., 2015; Troia & Graham,
2016). An anonymous teacher was quoted in Education Next (Jochim &
McGuinn, 2016), for example, lamenting that ‘‘We start testing on standards
we’re not teaching with curriculum we don’t have on computers that don’t
exist.’’ In short, the transition was a source of anxiety and stress for many
teachers. This may have been particularly true in the uniquely high-stakes
context of teaching in DCPS.

Declining outcomes following significant transitions, such as I observe
here, are a common phenomenon. Fullan (2001) defines these ‘‘implementa-
tion dips’’ as ‘‘literally a dip in performance and confidence as one encounters
an innovation that requires new skills and new understandings’’ (pp. 40–41). I
am unable, due to other subsequent changes to the evaluation and profes-
sional development system that occurred in 2016, to determine whether
teachers might have begun to improve again in the years that follow.
However, across a variety of education interventions, researchers have
observed accordingly null or negative effects in the early stages of the imple-
mentation before benefits begin to manifest. Such patterns have been
observed, for example, following school turnaround reforms (e.g., Borman
et al., 2003; de la Torre et al., 2013; Player & Katz, 2016; Sun et al., 2017), read-
ing interventions (e.g., Borman et al., 2007), and the adoption of the online
version of the PARCC assessment for student test scores (Backes & Cowen,
2019). In fact, the same patterns occurred for DCPS in the earliest year of its
teacher evaluation program, IMPACT. Initial effects were null, but by the sec-
ond year effects were large and statistically significant, and have persisted
over time (Dee et al., 2021; Dee & Wyckoff, 2015). Temporary loss of human
capital has likewise been observed for another measure of teaching quality—
their value added to student achievement—when teachers switch subject and
grade assignments (Blazar, 2015; Cook & Mansfield, 2017; Ost, 2014). It’s quite
feasible, therefore, to imagine that teachers would also experience implemen-
tation dips for their own teaching practice when the contexts within which
they are teaching are subject to change.

While—as with any intervention—we might expect that it would take
time for positive effects to reveal themselves, the by-year performance pat-
terns demonstrated by the event-study analysis (Figure 2) and the compara-
tive interrupted time series analysis (see Supplemental Appendix Table A4
in the online version of the journal) are consistent with some of this being
a learning story. In 2015, teachers were preparing their students for the
exam, but did not yet have materials available in order to adapt their instruc-
tion, nor did they have information with which to benchmark how well they
were doing at teaching their students to perform well on the PARCC exam. It
was not until the 2016 school year that teachers were able to observe their stu-
dents’ performance on the CCSS-aligned standards and acquire more concrete
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understandings of how the standards were being operationalized by PARCC.
Throughout this process, teachers were no doubt learning and adapting their
instruction—and with time they were able to acquire more information about
the standards, what student achievement on these standards might look like,
and which teaching practices might be more effective in their classrooms in
light of the new assessment. These declines may very well reflect teachers’
presence in a building phase of implementing better-aligned instruction.

The transition to new exams during the No-Child-Left-Behind account-
ability roll-out roughly a decade earlier is illustrative. In their study of teacher
experiences during the testing regime transition across three states in 2004
and 2005, Hamilton et al. (2007) found that a clear majority of surveyed teach-
ers reported seeking out more effective teaching methods in response to the
new tests, with the share of teachers engaging in this activity declining over
time as they finessed the adaptations to their instruction. In Chicago, surveys
of teachers implementing the Common Core likewise suggest that teachers
had gained confidence in their preparedness to teach to the new standards
in 2016 relative to 2015, while consistently engaging in collaboration and
learning alongside their colleagues (Gwynne et al., 2018). While the change
in observation rubrics in 2016–2017 prohibits the study of longer term trends
of teachers’ practice in DCPS, consistent improvements in student achieve-
ment on the PARCC exam over time suggest that students’ math and ELA skills
were growing substantially during the transition years, and continued to
improve at least through 2019.11

At the same time, DCPS recognized the efforts that its teachers were making
toward adapting their practice, in addition to acknowledging the necessity for
helping its teachers implement effective, aligned instruction. In the 2016–2017
academic year, following receipt of results from the first years of PARCC testing,
DCPS introduced a major reform to its approach to professional development
(Toch, 2018). In part out of concern that its teachers were struggling to align
their teaching with the Common Core, DCPS launched ‘‘LEarning together to
Advance our Practice’’ (LEAP), an intensive professional development program
that provides grade- and subject-specific coaching and content support to all its
teachers on a weekly basis (Cohen et al., in press). In other districts that have
made the shift to PARCC or similar exams, Kane et al. (2016) have found that
the schools that saw greater achievement on the new math assessments
engaged their teachers in more frequent content-specific observations and
feedback, held more days of professional development, and included scores
on Common-Core–aligned tests in their teacher evaluations—all strategies
that DCPS is using today. While Kane et al. (2016) are unable to control for
all potential confounders in this relationship, these findings suggest that profes-
sional development such as LEAP may help teachers in tested grades and sub-
jects develop strategies to recover the practices upon which they struggled
during the transition, as well as better align their teaching to the type of instruc-
tion that will enable students to excel on the standards laid out by the Common
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Core and assessed by PARCC. DCPS also transitioned to a new classroom obser-
vation rubric, Essential Practices, which was ‘‘designed to mirror the rigor and
shifts of the Common Core State Standards [. . .]’’ (DCPS, 2017).

Transitions in standards and assessments are not uncommon (Backes
et al., 2018), and the research presented in this article provides insights into
what other districts might expect in future assessment transitions, particularly
when measures such as value-added scores and classroom observations are
commonly used to evaluate teachers’ performance. This research adds to
evidence that, in spite of great apprehension about teachers’ value-added, dis-
tricts may want to additionally consider the fairness of other measures—even
those not directly linked to student achievement—when significant changes
are made to state assessments. Indeed, in any period of substantial transition,
districts may need to consider the supports available and consequences for
teacher practice, especially when measures of practice are used for high-
stakes evaluation.

DCPS, like many districts during the transition to CCSS-aligned tests, tem-
porarily shifted the weight of its evaluation measures away from student-
achievement–based outcomes and toward classroom observation during
the exam implementation period. Yet this research suggests that some of
teachers’ practice may have suffered during this transition. Teachers in tested
grades and subjects may need more time and additional supports to adapt to
new assessments in order for their performance on classroom observation
measures to remain unhurt by the change.
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1Membership in the CCSS has since evolved as states withdrew or revised the
standards.

2I test for changes in teachers’ practice at the point of transition to the CCSS but before
the transition to PARCC to test whether this assertion holds empirically; I find no meaningful
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changes in TLF performance across the standards-based transition. Similarly, results are sub-
stantively unchanged when limiting analysis to post standards-adoption years.

3CAS technical manuals can be found at https://osse.dc.gov/publication/dc-cas-
technical-reports. CAS blueprints and resources guides for the Spring 2013 administration,
with sample item stems, are available at https://osse.dc.gov/service/dc-cas.

4Teachers rostered to students taking math or ELA exams constitute Group 1. However,
this excludes third-grade teachers (the lowest grade tested) because value-added estimation
requires lagged scores. While value-added scores were not estimated for teacher account-
ability in 2015 or 2016, IMPACT group assignments remained aligned to this definition.

5An instructive example includes states’ transitions to standards-based assessments
under No Child Left Behind a decade earlier, when high shares of teachers reported search-
ing for more effective teaching methods in response to the transition (Hamilton et al., 2007).

6The rubric is modeled closely off the Danielson (2007) Framework for Teaching, with
additional elements drawn from other measures including the University of Virginia’s
Classroom Assessment Scoring System (CLASS; Pianta et al., 2007) and Wiggins and
McTighe’s (2005) Understanding by Design. Teachers are subject to fewer formal observa-
tions as they advance on the district’s performance-based career ladder, but in the years
studied were subject to a minimum of one observation from each category of rater (i.e.,
internal school administrator or external Master Educator) each year, and the typical teacher
received three to four formal observations per year. See Supplemental Appendix B in the
online version of the journal for further details on the scoring process in DCPS.

7Specifically, I test a factor structure where instruction is the latent variable for Teach
Standards 1 through 7 and classroom environment is the latent variable for Teach Standards
8 and 9. Evidence points to adequate-to-good fit for this factor structure. See Supplemental
Appendix B in the online version of the journal for details and goodness-of-fit statistics.
Effects are similar in terms of magnitude, sign direction, and statistical significance when
using PCA factor scores (for the overall TLF, as well as for subdimensions) to those from
CFA factor scores, as well as simple averages of subscores at the overall-TLF and subdimen-
sion level. Results using the CFA and simple-average instruction and classroom environ-
ment domain factors are not shown but are available on request.

8Ideally, I would control for the individuals assigning TLF scores, as effect estimates
could be biased if raters were differentially assigned to Group 1 teachers at the transition
and differed in their operationalization of the rubric. Unfortunately, I am unable to identify
unique raters over time. This concern is mitigated, however, by DCPS’s use of a rater training
system, Align, to calibrate classroom observers. If the rater alignment process were working
perfectly, it should not matter who rates a given teacher. However, it is still possible that dif-
ferent raters might operationalize the TLF differently from each other, or over time.

9See Dee et al. (2021) for a summary of the changes that went into place in AY 2013.
10A naı̈ve model is shown in the first column of Supplemental Appendix Table A3 in the

online version of the journal. Although proponents of departmentalization argue that it
might improve teaching by allowing educators to specialize, point estimates are similar
with and without controlling for departmentalization, suggesting that the level of depart-
mentalization may have little effect on this relationship; instead, this covariate only serves
to improve the precision of estimated treatment effects.

11PARCC student achievement scores are available through DC’s Office of the State
Superintendent of Education, at https://osse.dc.gov/parcc.
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