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Abstract: In the current study, the appropriateness of the Mathematics Attitude 

Questionnaire administered to middle school 8th grade students in the TIMSS 2015 

application to the exploratory structural equation and confirmatory factor analysis 

models was examined. The study was conducted on 6079 students making up the 

sample of Turkey. In the TIMSS 2015 application, the attitude items are presented 

under four headings called students’ interest in mathematics, students’ views on 

engaging teaching in mathematics lessons, students’ self-confidence in 

mathematics, and students’ value mathematics. As a result of the investigation of 

the factor structure of these items, the attitude questionnaire with its 5 factors and 

35 items was accepted to be suitable for the Exploratory Structural Equation Model 

(ESEM). Moreover, invariance of the TIMSS 8th grade mathematics attitude 

questionnaire depending on gender was investigated at six stages as configural, 

weak (metric), strong (scalar), strict, variance-covariance, and latent mean 

invariance through ESEM.  It was concluded that the questionnaire satisfied all the 

invariance conditions. 

1. INTRODUCTION 

Comparative studies are thought to have a large share in shaping the education policies of coun-

tries. For this reason, it is seen that many countries take part in comparative studies, which 

include international measurement and evaluation studies such as PISA (Programme for Inter-

national Student Assessment), TIMSS (Trends in International Mathematics and Science 

Study), PIRLS (Progress in International Reading Literacy Study), and TALIS (The OECD 

Teaching and Learning International Survey). For example, TIMSS is a survey research con-

ducted by the International Education Achievement Assessment Organization (IEA) for the 

comparative evaluation of the knowledge and skills acquired by the 4th and 8th grade students 

in the fields of mathematics and science at four-year intervals. In the TIMSS application, infor-

mation about students' performances, education systems, curricula, student characteristics, 

characteristics of teachers, and schools is collected, and student achievement is compared with 
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other countries or in different subgroups constructed based on gender and socioeconomic level 

in the same sample (Ministry of National Education [MNE], 2016). However, the biggest prob-

lem in such studies is whether the measurement tools applied to the compared groups are really 

equivalent in terms of the measured property. When a cognitive or behavioural feature is to be 

measured under different conditions (measurement time, test application methods or group), 

this construct may mean different for each condition (Bornstein, 1995). In this case, it is not 

easy to completely distinguish the difference between individuals from measurement time, 

measurement method or group membership (Horn & Mcardle, 1992).  In order to be able to 

compare a construct correctly and appropriately in the given conditions, it is necessary to ex-

amine the invariance of the meaning of the construct under these conditions (Putnick & Born-

stein, 2016). For example, when a factor structure shows similar conformity for data obtained 

at different times, it is necessary to talk about a measurement invariance within time (longitu-

dinal) (Little, 2013) or if the factor structure remains the same as a result of administration of a 

test on the Internet environment or as a paper and pencil test, it is necessary to talk about the 

invariance in terms of the measurement method (Whitaker & McKinney, 2007). Similarly, 

when a factor structure remains the same in subgroups constructed on the basis of gender (male-

female), country or socioeconomic level for different groups, it may indicate that measurement 

invariance between groups is ensured (Kline, 2005). In tests, when measurement invariance is 

achieved, it is possible to base the difference obtained in terms of the measured property on 

individual characteristics (Başusta & Gelbal, 2015). 

Measurement invariance studies are generally carried out within the scope of SEM with multi-

group confirmatory factor analysis (MGCFA) or item response theory (IRT) approaches 

(Chung et al., 2016). In fact, confirmatory factor analysis (CFA) is recommended instead of 

IRT in order to examine measurement invariance in measurement tools consisting of ordinal 

items (Stark et al., 2006). CFA is basically a factor analysis and one of the aims of factor anal-

ysis is to reveal the validity of the scores. Validity responds to the question of whether the 

measuring tool provides a score for the desired dimension. At the same time, it questions 

whether the items in one dimension really and only measure this dimension (Thompson, 2004). 

When answers are found to these questions, factor analysis can also be the evidence of content 

validity, construct validity, and even face validity. For this reason, factor analysis is considered 

to be the heart of psychological constructs (Nunnally, 1978).  

Factor analysis is a method originally developed to explain the characteristics called unob-

served (latent) variables or factors underlying a performance related to observed variables. 

These factors cannot be observed directly, but instead the observed variables are considered to 

be indicators of latent constructs. Statistically, the purpose of factor analysis is to reveal the 

maximum variance by identifying new constructs (factors and dimensions) that may occur in 

fewer numbers through the relationships between observed variables (Brown, 2006; 

Büyüköztürk, 2002; Özdamar, 2004; Reykov & Marcoulides, 2008). Thus, the fact that factors 

are interpretable to a large extent on the basis of data and for which reasons observed variables 

have high levels of correlations with each other can be explained (Reykov & Marcoulides, 

2008).  

The most used types of factor analysis are Exploratory Factor Analysis (EFA; Jennrich & 

Sampson, 1966) and Confirmatory Factor Analysis (CFA; Joreskog, 1969) (Özdamar, 2004; 

Stapleton, 1997). EFA and CFA are basically similar in terms of explaining the observed rela-

tionships between indicators with fewer latent variables. However, they are different techniques 

in terms of the number and nature of the priori features and limitations of the model (Brown, 

2006). EFA is thought of as a precursor of CFA used to describe and distinguish basic psycho-

logical constructs (Cudeck & MacCallum, 2007). In EFA, the researcher is not expected to 

determine a construct about the data in advance. Although the researcher has some expectations, 
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EFA may not provide a suitable model for these expectations, and the analysis process should 

not be affected by the expectations of the researcher (Brown, 2006; Thompson, 2004). EFA is 

used as an exploratory and descriptive technique in terms of which observed variables are rea-

sonable indicators of latent dimensions. CFA does not aim to discover or reveal factors, but it 

is used to verify, test or quantify a hypothetical construct predicted among a set of measure-

ments. In the area of interest of CFA lies the examination of the model for the relationship of 

factors with each other and with observed variables (Reykov & Marcoulides, 2008).  

CFA is a type of structural equation modelling and deals with measurement models. CFA tries 

to model the relationships between test items, test scores, or the observation levels of behaviour 

called indicators or observed variables and latent variables or factors (Brown, 2006). In fact, 

CFA is hypothesis-based in nature. CFA tests a theory, while EFA generates a theory (Brown, 

2006; Stapleton, 1997). Cross-loadings allowed between variables by EFA are forced to be zero 

in CFA. There is a limitation in CFA that argues that the scores are only related to the relevant 

factor; however, the imposition that a latent variable is only related to the target item and not to 

other dimensions gives rise to some difficulties for empirical validation. In reality, such a pure 

relationship is unlikely. Although a factor plays a dominant role in explaining the target ob-

served variable, it is very difficult to say that this item is explained only by the relevant factor. 

The fact that there is such a restrictive requirement in CFA may cause inflated factor correla-

tions and thus the structural relationships between factors to be damaged (Asparouhov & 

Muthen, 2009; Marsch et al., 2009). Therefore, it can be seen that a model that is thought to be 

well defined with EFA is not confirmed by CFA (Guo et al., 2019). In CFA, the suitability of 

the models is evaluated by looking at the model fit indices. When the indices are not within the 

acceptable limits, this often causes the absence of confirmation or doubts about the reliability 

and reproducibility of the models (Asparouhov & Muthen, 2009; Booth & Hughes, 2014). The 

Explanatory Structural Equation Model (ESEM) is a technique developed to overcome this lim-

itation. Its most important advantage is that it allows different latent variables to cross-load with 

different items (Asparouhov & Muthen, 2009; Gomes et al., 2017). When the structure of 

ESEM model is examined in Figure 1 (b), it is seen that ESEM brings together the advantages 

of EFA and CFA (Marsh et al., 2014). 

Figure 1. CFA and ESEM representations for a two-factor model (Booth & Hughes, 2014). 

  

a) CFA model b) ESEM model 

ESEM, like EFA, is flexible when testing measurement models and includes possible rotations 

for the construct matrix. It tests measurement models of latent variables using EFA instead of 

CFA. It is a more flexible type of structural equation model that models using an explanatory 

approach considering which of the factor rotations are appropriate (Schmitt, 2011). In CFA, all 

parameters are defined a priori by the researcher. It also presents different hypotheses for the 

relationships between observed and latent constructs. ESEM, on the other hand, requires only 

the number of factors as a priori knowledge and freely estimates all the other parameters (Booth 
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& Hughes, 2014). ESEM uses EFA while creating the measurement model that is part of a 

factor model and calculating the variance of residuals, rotated factor loadings, factor variances, 

and covariances (for example, regressions of latent factors on independent variables). Unlike 

CFA, an item does not necessarily load on a single factor. Small but statistically significant 

cross-loadings are not forced to be zero in the analysis with ESEM.   

Existing research shows that ESEM model provides model data fit better than CFA in person-

ality scales (Kristjansson et al., 2011). In addition, some studies show that better model fit co-

efficients are obtained compared to CFA (Rosellini & Brown, 2011; Mattson, 2012).  ESEM 

models are also expanded to multi-group analysis, allowing factorial structures to be compared 

in terms of measurement invariance or differential item functioning (Marsch et al., 2009; 

Tomás, et al.,2014). ESEM is a preferred model to reveal the factor structure when it exhibits 

better model data fit than CFA (Marsh, et al., 2014). In a study comparing CFA and ESEM in 

terms of model-data fit, it was stated that the data in the subgroups of culture, socioeconomic 

level and social capital fit better with ESEM model in the PIRLS 2006 and PISA 2009 applica-

tions (Caro et al., 2014). In another study where the factor structure of the Academic Motivation 

Scale was compared with CFA and ESEM, it was stated that the ESEM approach fit better with 

the data and the pattern of factor correlations was ranked more appropriately to the theoretical 

framework (Guay et al., 2015). Joshanloo and Lamers (2016), in their study examining the 

construct of well-being with CFA and ESEM, revealed that the factor structure in CFA is not 

clear enough, and that the two dimensions are very well separated with ESEM. Marsh et al. 

(2011), on the other hand, evaluated the 11-factor construct addressed under two main headings 

called cognitive and affective related to the academic motivation and responsibility scale. They 

stated that although the number and pattern of factors obtained with CFA and ESEM were the 

same, better fit indices were obtained with the ESEM model. 

In the literature, it is stated that testing the factor structure of a measurement tool with ESEM 

is more advantageous than CFA. On the other hand, Marsch et al. (2009) stated that when 

ESEM and CFA are tested together and the model fit is acceptable for both, it is more 

appropriate to continue the analysis by using CFA. For this reason, in the current study, it is 

aimed to determine which of ESEM and CFA models is more suitable for revealing the factor 

structure and construct validity of TIMSS 8th grade mathematics attitude questionnaire. In 

previous studies examining the TIMSS questionnaire, it is seen that CFA was used for model 

testing (Bofah & Hannula, 2015; Ertük & Erdinç-Akan, 2018; Polat, 2019). In the current study, 

it is thought that the comparability of the results to be obtained with ESEM with previous 

studies will contribute to revealing the factor structure of the TIMSS mathematics attitude 

questionnaire. In the current study, it is also aimed to test the measurement invariance of the 

factor structure of the TIMSS attitude questionnaire depending on gender with the accepted 

model. Consistent with the TIMSS 2015, 2011 and 2007 results, it was stated that mathematics 

achievements of the students who have interest in mathematics, who value mathematics, who 

have self-confidence in mathematics and who love mathematics in the Turkish sample are high 

(Raport, 2015).  In some studies, it has been seen that the gender factor is important in terms of 

beliefs about mathematics (Bofah & Hannula, 2015; Simpkins et al., 2005). Watt (2004) stated 

that girls' interest in mathematics is higher than that of boys, but that there is no difference 

between their mathematic performances. According to him, gender is more important in 

affecting students' self. The current study focuses on invariance by gender in order to be a 

reference for future research and to make more reliable interpretations on the relationship 

between the mathematics attitude questionnaire and achievement. In this connection, in the 

current study, answers to the following questions were sought: “Do the Turkish data obtained 

from the TIMSS 2015 8th grade mathematics attitude questionnaire fit the ESEM and CFA 

models? Does the questionnaire achieve measurement invariance in female and male student 

groups?”.  
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2. METHOD 

In this study, factor structure of the TIMSS 8th grade mathematics attitude questionnaire and its 

measurement invariance by gender are examined. The current study is a descriptive research 

aimed at revealing the existing state. 

2.1. Study Group  

A total of 238 schools having 8th graders participated in the TIMSS 2015 study from Turkey. 

In the period when the TIMSS 2015 study was conducted, there was a total of 1,187,893 eighth 

grade students. The number of students included in the TIMSS sample was 6079. In the Turkish 

sample, 48.4% (2943) were females and 51.6% (3136) were males. The current study was con-

ducted by using all the data obtained from 6079 students. 

2.2. Data Collection Tool 

In the TIMSS application, science and mathematics achievement tests and student, teacher, 

school, and parent questionnaires were used to determine the knowledge and skill levels of the 

8th grade students. In the current study, an attitude questionnaire applied to the 8th grade students 

was used. The questionnaire was administered under four titles “Students’ Interest in Mathe-

matics”, “Students’ Views on Engaging in Mathematics Lessons”, “Students’ Self-Confidence 

in Mathematics” and “Students’ Value Mathematics”. There is a total of 37 items in the ques-

tionnaire including 9 items (2 are negative) to measure students interest in mathematics, 10 

items to measure their views on engaging teaching in mathematics lessons, 9 items for their 

self-confidence in mathematics (5 are negative), and 9 items to measure their value of mathe-

matics. The scale items are in the form of 4-point Likert scale with the following response 

options: ‘1’ strongly disagree, ‘2’ a little disagree, ‘3’ a little agree, and ‘4’ strongly agree.   

2.3. Data Analysis  

Before starting the analyses, missing data and assumptions were examined and the data were 

made ready for analysis. In the TIMSS 8th grade data, there was missing data less than 1% in 

each variable. In all the data, the rate of missing data was 1.02%. This rate is lower than 5% 

(Çokluk et al., 2010; Raykov & Marcoulides, 2008). However, it is necessary to investigate 

whether the missing data are completely random or random and which technique will be applied 

to the missing data should be determined. In studies, it is stated that such data should be ap-

proached with caution regardless of the method (Allison, 2003; Graham, 2012; Little & Robin, 

1987). The distribution of the missing data can be determined with the Little Missing Com-

pletely at Random (MCAR) test. In the current study, the MCAR test was found to be signifi-

cant, meaning that the data were not completely random. In this case, assigning data can be 

seen as a more reliable method than deleting the data. For this reason, missing data were as-

signed with Expectation Maximization (EM) (Allison, 2003).  

Since CFA and ESEM, two types of the structural equation modelling as multivariate statistical 

methods, are used in the current study, it is necessary to check whether the data can satisfy the 

multivariate normality assumption or not. Therefore, the data were evaluated in terms of uni-

variate and multivariate outliers, univariate and multivariate normality, linearity, covariance, 

and multicollinearity. In order to determine the univariate outliers, the z values of the variables 

were calculated and those outside the ±3 range were examined. It was seen that there were not 

any univariate outliers in the data. For multivariate outliers Mahalanobis distances were calcu-

lated and it was found that Mahalanobis values did not exceed the critical chi-square value at p 

<0.001 (𝜒36;0.001
2 = 66.62). For multicollinearity, the following conditions were taken into 

consideration: a confidence interval-CI value lower than 30, variance inflation factor (VIF) 

lower than 10, and the tolerance values greater than .20 (Tabachnick & Fidell, 2007). No mul-
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ticollinearity was found in the data. However, based on the Levene test results, it was deter-

mined that some items did not provide covariance between groups. On the other hand, since 

most items had skewness and kurtosis values outside the range ± 1, it was accepted that the 

normality assumption was not satisfied in the current study. For this reason, Robust Maximum 

Likelihood (MLR) estimation method was used in the Mplus 7.0 program.   

In order to examine the factor structure of the TIMSS mathematics attitude questionnaire, the 

models analysed by CFA and ESEM were compared. The TIMSS questionnaire items were 

presented to the students under four headings. Therefore, in the current study, the questionnaire 

items were tested as 3-factor, 4-factor and 5-factor ESEM and 4-factor and 5-factor CFA and 

the results were compared. In order to decide the model having the best fit, Bayesian Infor-

mation Criterion (BIC) values (Kuha, 2004), differences between adjusted chi-square 

(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝜒2) values (Asparauhov & Muthen, 2006), fit indices, and factor loadings were ex-

amined. In addition, the level of correlation between the factors was also taken into account. In 

order to evaluate model fit, the following goodness-of-fit indices can be used: 𝜒2, 𝜒2/degree of 

freedom (𝜒2/𝑠𝑑), root-mean-square error of approximation (RMSEA), the comparative fit in-

dex (CFI), goodness of fit index (GFI), adjusted goodness fit index (AGFI), the Tucker–Lewis 

index (TLI), and standard root mean square (SRMR). Although the use of such a variety of 

indices (especially when they take different values) creates a conflict about the fit of the model 

with the observed data, it can be decided about model fit by considering some suggested value 

ranges (Schermelleh-Engel et al.,2003). In addition, some studies indicate that CFI, TLI, and 

RMSEA indices are independent of the sample size (Hu & Bentler, 1995; Marsch et al., 2005). 

In the current study, it was decided that the model would be acceptable if the value of RMSEA 

and SRMR was smaller than 0.05 and CFI value was greater than 0.90, and TLI value was 

greater than 0.90 (Browne & Cudeck, 1993; Schermelleh-Engel & Moosbrugger, 2003). It was 

also accepted that the one with a lower BIC value of the two compared models would be the 

one with a better fit (Krueger et al., 2007). Moreover, it was decided that the model in which 

the correlations between the factors are smaller than 0.70 would be accepted to have a better fit 

with the data (Marsh et al., 2011; Guay et al., 2015).  

After the selection of the model, the invariance of the attitude questionnaire was examined in 

the male and female groups. The females were taken as the reference group. By imposing re-

strictions in parameters in the males, the modal invariance was investigated. At this stage, the 

limited model and the less limited model were compared in terms of fit. The stages of the meas-

urement invariance were hierarchically investigated as configural, weak, strong, strict, vari-

ance-covariance, and latent mean invariance (Guay et al., 2015; Marsch et al., 2010; Meradith, 

1993; Morin & Maïano, 2011; Steenkamp & Baumgartner, 1998). 

In the configural invariance stage, it is examined whether the factor model is equal for groups 

or not. In other words, factor loadings, factor means (intercept), and error variances are set free 

in both groups, latent variances are equated to 1, and latent means are equated to 0 in the refer-

ence group. In the weak invariance stage, as different from the previous model, restriction of 

equality between groups is imposed on factor loadings and cross-loadings. In the strong invar-

iance stage, along with factor loadings, factor means are also restricted and forced to be equal 

between the groups compared. In the strict invariance stage, restriction of equality between 

groups is imposed on measuring errors at item level. In fact, the invariances ensured up to this 

stage prove that the properties of a measurement tool are the same between groups. In the cur-

rent study, the model continued to be restricted and variance/covariance invariance was exam-

ined by restricting the variance/covariance matrix to be equal to 1 in all groups. In the last stage, 

the latent mean invariance was equated to 0 and latent mean invariance test was conducted 

(Morin & Maïano, 2011). 
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In order to find evidence for invariance, the differences between 𝜒2, CFI, TLI, and RMSEA 

values obtained from hierarchical models can be used. Since the MLR was used to estimate the 

parameters in the current study, Satorra-Bentler 𝜒2 (𝑆 − 𝐵𝜒2) value was obtained. For this rea-

son, in order to calculate the difference between 𝜒2 values, it is necessary to calculate 𝑇𝑅𝑑 

values by making adjustments. When the obtained 𝑇𝑅𝑑 value is greater than the critical value 

at the relevant degree of freedom and 0.05 significance level, the null hypothesis is rejected and 

it is interpreted that the models are different from each other (Asparouhov & Muthen, 2010; 

Bryant & Satorra, 2012; Satorra & Bentler, 2010). The formula in Equation 1 is used in calcu-

lating the TRd value.  

𝑐𝑑 = [(𝑑0 ∗ 𝑐0) − (𝑑1 ∗ 𝑐1)]/(𝑑0 − 𝑑1)               

                                                                                                                                                  (1) 

   𝑇𝑅𝑑 = [( 𝑇0 ∗ 𝑐0) − (𝑇1 ∗ 𝑐1)]/𝑐𝑑 

𝑑0: degree of freedom obtained for the restricted model, 𝑐0: scaling factor of the restricted 

model, 𝑑1: degree of freedom of the compared model, and 𝑐1: scaling factor of the compared 

model. 𝑇0: 𝑆 − 𝐵𝜒2 value of the restricted model; 𝑇1: 𝑆 − 𝐵𝜒2 value of the compared model.  

It is stated in the literature that CFI and RMSEA values are more reliable than 𝜒2 because they 

are not sensitive to the sample size. For this reason, it is appropriate to evaluate other fit indices 

together with 𝜒2 in model comparisons. Chen (2007) states that measurement invariance can 

be achieved when the decrease in the CFI value is .01 or less, or the increase in the RMSEA 

value is .015 or less. These values are suggested for the Maximum Likelihood (ML) estimation; 

however, Sas et al. (2014) showed that CFI and RMSEA values gave similar results to ML in 

MLR method.  Therefore, in model comparisons, besides 𝜒2 test,  ∆𝐶𝐹𝐼 and ∆𝑅𝑀𝑆𝐸𝐴 values 

were examined and thus decision was made about the invariance (Guay et al., 2015; Jung, 

2019). 

3. FINDINGS 

3.1. Model Fit of the TIMSS 8th Grade Attitude Questionnaire  

The TIMSS 8th grade attitude questionnaire items were presented to the students under four 

different headings. Therefore, Table 1 presents the goodness-of-fit indices of the models tested 

as four-factor models and of the models constructed as alternatives. 

Table 1. Goodness-of-fit indices obtained for the alternative models and information criteria   

 𝜒2/sd CFI TLI RMSEA BIC SRMR sf 

3-factor ESEM  14119.9/558 0.853 0.825 0.063 515966.04 0.042 1.318 

4-factor ESEM  8075.98/524 0.918 0.896 0.049 508445.10 0.027 1.337 

5-factor ESEM  5246.81/491 0.948 0.930 0.040 504986.23 0.020 1.343 

4-factor CFA 14636.47/623 0.848 0.838 0.061 516245.98 0.072 1.329 

5-factor CFA 10046.53/619 0.898 0.890 0.05 510174.40 0.059 1.329 

sf: scaling factor  

As can be seen in Table 1, the model having the highest goodness-of-fit indices is the 5-factor 

ESEM model (∆𝜒2 = 4944,33; ∆𝑑𝑓 =  128, 𝑝 < .05; RMSEA = 0.040, CFI =0.948, TLI 

=0.930, and SRMR = 0.020). At the same time, the lowest BIC value (BIC = 504986.23) was 

obtained in this model. After this model, the model having the best fit is the 5-factor CFA model 

(RMSEA = .05, CFI = .898, TLI = .890 and SRMR = .059). As the 𝑇𝑅𝑑 value indicating the 

𝑆 − 𝐵𝜒2 difference between two models was calculated to be 4944.33, it can be argued that 



Uyar

 

 862 

there is a significant difference between the models (∆𝜒2(128) = 155.40, 𝑝 < .05). In order 

to decide on the final situation, factor loadings obtained by the 5-factor ESEM and 5-factor 

CFA and correlations between factors were compared and the analysis results are given in Table 

2 and Table 3.  

Table 2. Factor loadings and cross loadings of the mathematics attitude questionnaire obtained with 

the 5-factor ESEM and 5-factor CFA. 

Factors  Item  F1 F2 F3 F4 F5 CFA 

 

 

 

Students’ interest 

in mathematics 

1 0.721 0.036 -0.017 0.066 0.037 0.805 

2 -0.527 0.010 0.361 0.167 -0.042 -0.561 

3 -0.622 -0.017 0.374 0.133 -0.006 -0.679 

4 0.463 0.111 0.086 0.039 0.084 0.548 

5 0.849 -0.020 -0.046 0.037 0.011 0.880 

6 0.674 0.012 0.079 0.089 0.019 0.713 

7 0.662 -0.030 -0.010 0.215 0.004 0.811 

8 0.700 0.061 -0.009 0.130 -0.026 0.810 

9 0.696 0.011 -0.106 0.177 -0.016 0.868 

 

 

Students’ views 

on engaging in 

mathematics les-

sons 

1 -0.041 0.465 -0.013 0.206 0.043 0.549 

2 0.025 0.724 -0.033 0.030 -0.023 0.741 

3 0.179 0.477 -0.002 0.077 0.090 0.655 

4 0.095 0.337 0.155 0.227 -0.011 0.466 

5 0.009 0.757 -0.034 0.026 0.013 0.779 

6 0.051 0.770 -0.033 -0.041 -0.011 0.773 

7 -0.016 0.705 0.039 0.014 0.003 0.693 

8 0.085 0.649 0.050 -0.007 -0.008 0.682 

9 -0.053 0.746 -0.010 -0.001 0.023 0.719 

10 -0.020 0.752 -0.009 -0.036 0.028 0.732 

 

Students’ mathe-

matics anxiety 

1 0.110 0.016 0.651 -0.195 -0.010 0.685 

2 -0.086 0.005 0.609 -0.208 -0.033 0.766 

3 0.059 -0.088 0.616 0.031 0.020 0.543 

4 -0.045 0.026 0.684 -0.153 0.019 0.785 

5    -0.125 -0.032 0.684 -0.100 0.016 0.800 

Students’ self-

confidence in 

mathematics 

1 0.174 0.043 -0.074 0.605 0.036 0.820 

2 0.103 0.075 -0.020 0.652 0.050 0.798 

3 0.064 -0.023 -0.009 0.752 0.020 0.773 

4 -0.002 0.151 -0.037 0.694 0.003 0.761 

 

 

 

Students’ value 

mathematics 

1 0.296 0.168 0.058 0.000 0.295 0.587 

2 0.223 0.068 0.114 0.030 0.440 0.630 

3 -0.052 -0.035 -0.023 0.081 0.733 0.695 

4 -0.055 -0.035 -0.026 0.089 0.767 0.733 

5 0.214 -0.064 -0.008 0.303 0.354 0.627 

6 0.140 0.002 -0.006 -0.032 0.714 0.786 

     7 0.061 0.022 -0.012 -0.039 0.720 0.740 

     8 -0.111 0.100 0.038 0.028 0.521 0.493 

     9 0.048 0.126 -0.032 -0.071 0.631 0.679 

  Cross Loadings                 |𝑋|̅̅ ̅̅ = .085                      𝑆𝐷̅̅̅̅̅ = .109 

F1: Factor 1, F2: Factor2, F3: Factor 3, F4: Factor4, F5: Factor5 
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When the factor loadings obtained with ESEM in Table 2 are examined, it is seen that the factor 

loadings of the items in the first factor called “students’ interest in mathematics” vary between 

.463 and .849. The cross-loadings of these items on the other factors are close to zero. In other 

words, these items do not exhibit high loading values in the other factors. The factor loadings 

of the items in the second factor called “students’ views on engaging in mathematics lessons” 

were found to be ranging from 0.337 to 0.752. The cross-loadings of these items are close to 

zero. There are five items in the third factor called “mathematics anxiety” and the factor load-

ings of these items were found to be ranging from 0.609 to 0.684. These items exhibit factor 

loadings close to zero in the other factors.  According to the results of ESEM, in the fourth 

dimension called “students’ self-confidence in mathematics”, there are four items and the factor 

loadings of these items were found to be ranging from 0.605 to 0.752. Finally, in the fifth factor 

called “students’ value mathematics”, there are 9 items and the factor loadings of the items were 

found to be ranging from 0.295 to 0.767. However, two items in this factor were found to be 

exhibiting high factor loadings in the first factor called “students’ interest in mathematics” 

(main factor loading value is 0.295, cross-loading value is 0.296). The fifth item in the factor 

called “students’ value mathematics” exhibits a similar loading value in the factor called “stu-

dents self-confidence in mathematics” and shows a high cross-loading value (main factor load-

ing is 0.354, cross loading value is 0.303). This situation casts doubt on the validity of both of 

the items. According to Marsch et al. (2011) cross-loadings of items should be as close to zero 

as possible. The discriminant validity is considered to be poor if the cross-loading of the item 

moves away from zero and gives a high loading on a factor other than its own (Hair et al., 2010). 

It may be appropriate to remove such items from the measurement tool. At this point, although 

ESEM follows a strict path in eliminating weak items, it actually wants to increase the validity 

of the factors. The mean cross-loading of factor loadings obtained by ESEM as absolute value 

is .085, while the standard deviation is .109. When the factor loadings obtained with CFA are 

examined, it is seen that the lowest factor loading is .548, while the highest factor loading is 

.880. The factor loadings obtained with CFA are generally higher than the factor loadings ob-

tained with ESEM. Correlations between the factors in the model are given in Table 3. 

Table 3. Correlations between the factors obtained with ESEM and CFA. 

 Factor Factor 2 Factor 3 Factor 4 Factor 5 

 

ESEM 

1 0.472 -0.332 0.660 0.518 

2  -0.043 0.328 0.450 

3   -0.410 -0.097 

4    0.430 

 

CFA 

1 0.531 0.810 -0.565 0.640 

2  0.482 -0.174 0.552 

3   -0.611 0.597 

4    -0.262 

 

When the correlation values given in Table 3 are examined, it is seen that the correlation values 

between the first and fourth factors (-.565), between the second and fourth factors (-.174), and 

between the fourth and fifth factors (-.262) in the CFA model are lower compared to those of 

ESEM. The correlation found between the first and third factors in the CFA is .810, while the 

same correlation was calculated to be -.332 in ESEM. The high correlation between the two 

factors in the CFA model creates doubts about whether they measure similar features and 

whether the model has five or four factors. For this reason, after examining factor loadings and 

correlation values, the ESEM model was accepted, but two items, "mathematics will help me" 
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and "job involving mathematics", were excluded from the analysis due to their high cross-load-

ings. The fit indices obtained after the items were removed are shown in Table 4.   

Table 4. Fit indices obtained for the five-factor and 35-item TIMSS 8th grade attitude questionnaire with 

ESEM   

 CFI TLI RMSEA BIC SRMR sf. 

ESEM (35 items) 0.953 0.935 0.039 474776.122 0.019 1.350 

 

When the fit indices given in Table 4 are examined, it can be said that ESEM is consistent with 

the data (RMSEA = 0.039, CFI = 0.953, TLI =0.935 and SRMR = 0.019). Therefore, it was 

accepted that the TIMSS 8th grade mathematics attitude questionnaire conforms to ESEM with 

35 items and 5 factors and the measurement invariance of the questionnaire between male and 

female groups was examined with ESEM. The results obtained are given in Table 5.  

3.2. Measurement Invariance in terms of Gender 

As can be seen in Table 5, when the fitting of the ESEM model in male and female groups is 

examined, it can be said that the model is acceptable (for males: RMSEA = 0.097, CFI = 0.959, 

TLI = 0.943, SRMR = 0.018; for females: RMSEA = 0.043, CFI = 0.947, TLI =0.926, SRMR 

= 0.02). Since the model was confirmed separately in each group, the invariance phase was 

initiated.  

Table 5. Fit indices obtained for gender groups and invariance stages with ESEM. 

 𝑆 − 𝐵𝜒2 df sf CFI TLI RMSEA SRMR ∆𝐶𝐹𝐼 ∆𝑅𝑀𝑆𝐸𝐴 

Males 2241.46 430 1.361 0.959 0.943 0.037 0.018 - - 

Females 2750.71 430 1.304 0.947 0.926 0.043 0.020 - - 

M1 4981.13 860 1.332 0.953 0.935 0.040 0.019 -  

M2 5418.74 895 1.319 0.948 0.931 0.041 0.025 -0.004 0.001 

M3  5610.14 1040 1.317 0.948 0.940 0.038 0.025 0 -0.003 

M4 5887.86 1075 1.337 0.945 0.939 0.038 0.028 -0.003 0 

M5 6100.86 1090 1.337 0.943 0.937 0.039 0.048 -0.002 0.001 

M6  6233.90 1095 1.335 0.941 0.936 0.039 0.046 -0.002 0 

df: degree of freedom M1: Configural invariance, M2: Weak invariance, M3: Strong invariance, M4: Strict invar-

iance, M5: Variance/covariance invariance, M6: Latent mean invariance 

 

When the first stage (M1); configural invariance is examined, it can be said that the model is 

confirmed and the configural invariance is accepted (RMSEA = .040, CFI = .953, TLI = .935, 

SRMR = .019). It can be said that in the weak invariance stage (M2), fit indices are within the 

acceptable ranges (RMSEA = .041, CFI = .948, TLI = .931, SRMR = .025). The 𝑇𝑅𝑑 value for 

the chi-square difference between the two models was calculated to be 512.67. Accordingly, it 

can be said that there is a significant difference between the two models (∆𝜒2 (35) =
49.80, 𝑝 < .05). However, the difference between fit indices obtained in configural and weak 

invariance stages is acceptable (∆𝐶𝐹𝐼 =  −.004, ∆𝑅𝑀𝑆𝐸𝐴 = .001). This shows that weak in-

variance is achieved. When M3 (strong invariance) is examined for the third stage, it can be 

said that fit indices of the model are at an acceptable level (RMSEA = .038, CFI = .948, TLI 

=.940, SRMR = .025). 𝑇𝑅𝑑 value between M3 and M2 models was calculated to be 184.90. 

Accordingly, there is a significant difference between the two models (∆𝜒2(145) = 174.1, 𝑝 <
.05). When the change of fit indices is examined in addition to 𝜒2 difference value, it can be 
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said that the difference between the models is not significant (∆𝐶𝐹𝐼 =  0, ∆𝑅𝑀𝑆𝐸𝐴 = −.003). 

In this case, it can be concluded that the strong invariance of the TIMSS attitude items is tenable 

across male and female student groups. In the fourth stage, after the restriction of equality of 

error variances between the groups is imposed, it can be stated that the fit indices of the strict 

invariance (M4) model remain within acceptable ranges (RMSEA = .038, CFI = .945, TLI 

=.939, SRMR = .028). The 𝑇𝑅𝑑 value between M4 and M3 was calculated to be 250.36 and a 

significant difference was found between the models as (∆𝜒2 (35) = 49.80). However, the 

difference of the fit indices between M4 and M3 provides support for strict invariance across 

gender (∆𝐶𝐹𝐼 = −.003,  ∆𝑅𝑀𝑆𝐸𝐴 = 0). When the fit indices obtained for M5 are examined 

at the next stage, it can be said that the model produces acceptable fit (RMSEA = .039, CFI = 

.943, TLI = .937, SRMR = .048). 𝑇𝑅𝑑 value calculated between M5 and M4 was found to be 

213.0. Although, there is a significant difference between the two models (∆𝜒2(15) = 24.99), 

the change of fit indices are within the acceptable range (∆𝐶𝐹𝐼 = −.002, ∆𝑅𝑀𝑆𝐸𝐴 = .001). 

The fit indices belonging to M6 model constructed to test whether latent means are invariant or 

not can be said to be in acceptable ranges (RMSEA = .039, CFI = .941, TLI =.936, SRMR = 

.046). When M6 and M5 are compared, it can be said that the change in M6 is not significant 

compared to M5. Thus, latent mean invariance is achieved: (∆𝐶𝐹𝐼 = −.002, ∆𝑅𝑀𝑆𝐸𝐴 = 0). 

4. DISCUSSION and CONCLUSION 

In the current study, the fit of TIMSS 8th grade mathematics attitude questionnaire to the ESEM 

and CFA models was examined in the first stage and it was seen that the data fit the 5-factor 

ESEM model the best. ESEM is a model that allows cross-loadings. In CFA, an item's factor 

loading (even very small values) is forced to be zero in factors other than its own factor. This 

may cause high correlation values between factors and poor model fit (Marsh et al., 2009). 

Stromeyer et al. (2015) stated that cross-loadings allow for better model estimation based on 

such indicative information rather than causing pollution to the structure. As a matter of fact, 

in the current study, the 5-factor ESEM model exhibited fit better than the 5-factor CFA and 4-

factor CFA models. In addition, the correlation between the 2nd and 3rd factors in the CFA model 

was found to be high as 0.81. This might be because of the restriction on cross-loadings. Failure 

to detect very small cross-loadings by CFA may cause bias in correlation values between factors 

(Jung, 2019). On the other hand, in the 5-factor ESEM model, the cross-loading values of 2 

items move slightly away from 0 and give rise to doubts on the discriminant validity of these 

items. After these two items were removed from the analysis, it was concluded that ESEM was 

compatible with the data. Polat (2019) stated that the TIMSS 8th grade mathematics affective 

feature model fits CFA with 4 factors and 34 items. However, in order to be able to decide this 

in his study, he first applied EFA to the data and decided to exclude 3 items from the analysis 

according to EFA results. He stated that the model was confirmed with 4 factors and 34 items 

by applying CFA after the items were removed. In the model he established, he reported the 

correlation between the dimensions of “students like learning mathematics” and “students are 

confident in mathematics” as .85. Although the removal of items contributes to the model, the 

level of correlation between dimensions remains high. This situation can be considered as an 

indication that the factor loadings are affected by the cross-loadings being forced to zero. Guay 

et al. (2015) stated that the correlations between factors in the motivation scale are lower than 

they are in CFA. In the TIMSS 8th grade science attitude questionnaire, which Jung (2019) 

examined as 3 factors, the correlation values between the dimensions of ‘students’ like learning 

science’, ‘students’ confidence in science’ and ‘students’ value science’ remained at low levels 

compared to CFA (the highest correlation with ESEM is .762; the highest correlation is .823 

with CFA). The correlation results obtained in the current study are consistent with the related 

studies in the literature. On the other hand, when cross-loadings were examined with the ESEM 

model, it was concluded that the cross-loadings of the items "mathematics will help me" and 
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"job involving mathematics" in the factor called students value mathematics were high. There-

fore, these two items were excluded from the analysis. The item “mathematics will help me” 

was excluded from the analysis because it was in a different dimension according to EFA results 

in the study conducted by Polat (2019). In addition, Polat (2019) concluded that two items in 

the dimension of “self-confidence in mathematics” should be removed from the analysis as a 

result of EFA. In the current study conducted with ESEM, the dimension of “students’ self-

confidence in mathematics” was divided into two different dimensions according to ESEM re-

sults and was named as “students’ self-confidence in mathematics” and “students’ mathematics 

anxiety”. For this reason, different from the study of Polat (2019), there was no need for item 

exclusion. 

In the current study, since it was decided that ESEM was the more suitable model, measurement 

invariance was carried out with ESEM. The TIMSS 8th grade mathematics attitude question-

naire achieved configural, weak, strong, strict, variance/covariance, and latent mean invariance. 

According to the results obtained, it can be said that the factor structure, factor loadings, factor 

means, errors, variance/covariance matrix, and latent means of the questionnaire are similar in 

male and female groups, so it can be used safely in studies related to gender (Guay et al., 2015). 

TIMSS questionnaires have been the subject of many measurement invariance studies. Polat 

(2019) examined the TIMSS 8th grade mathematics affective model in the Turkish data as 4 

factors and 34 items with MGCFA. He stated that all the invariance stages were satisfied be-

tween the genders in the study. Jung (2019) examined the invariance of the TIMSS 2015 8th 

grade science attitude questionnaire between genders with three-factor ESEM in American 

data. In the study, configural, weak, and strong invariance was examined and it was stated that 

these three stages were satisfied.  Ertürk and Erdinç-Akan (2018) examined three of the affec-

tive characteristics affecting mathematics separately in the TIMSS 2015 4th grade Turkish data; 

namely, “like learning mathematics”, “interest in mathematics” and “self-confidence in mathe-

matics”, and the invariance of each variable depending on gender. As a result of the study, strict 

invariance condition was met for only the variable of “like learning mathematics”. It was ob-

served that the variables of “interest in mathematics” and “self-confidence in mathematics” 

achieved configural invariance. Bofah and Hannula (2015) stated that the TIMSS 2011 scale, 

which consisted of items such as “like learning mathematics”, “value mathematics”, “self-con-

fidence in mathematics”, “teacher responses”, and “parent participation” achieved configural, 

weak and strong invariance in ten different countries in male and female groups. Marsh et al. 

(2013) examined the factor structure of the TIMSS 2007 mathematics and science motivation 

scale in the Arab countries of Saudi Arabia, Oman, Egypt, and Jordan, England, Scotland, Aus-

tralia, and the U.S. with CFA. They also examined the invariance of the questionnaire between 

genders for each country and stated that the scale fulfils the requirement of complete invariance. 

On the other hand, it was stated that in the Turkish data in PISA 2012, another international 

exam, the learning model fulfilled all the conditions of invariance (Kıbrıslıoğlı, 2015). Unlike 

these results, according to PISA 2015 Turkish data, Güngör and Atalay Kabasakal (2019) stated 

that the science motivation and self-efficacy model and Uyar and Kaya-Uyanık (2019) stated 

that the science learning model did not achieve invariance in relation to gender. In the studies 

conducted, it is stated that although it is not clear whether the questionnaires used in interna-

tional studies achieve the invariance in terms of gender, the measurement invariance for gender 

in mathematics questionnaires has been achieved in general. It is seen that the results obtained 

in the current study are consistent with the studies in the related literature.  

Failure to achieve measurement invariance for a measurement tool may prevent a healthy com-

parison of scores. For this reason, researchers are recommended to examine the invariance of 

the measurement tools used between the groups they will compare. In addition, it may be sug-

gested that they take into consideration the advantages of ESEM and use ESEM in studies 

where EFA and CFA will be used together. In the current study, invariance only in terms of 
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gender was examined. In future studies, invariance in sub-groups such as country, socio-eco-

nomic level or geographical region can be examined with the ESEM model. This study focused 

solely on the questionnaire applied to 8th grade students. Since TIMSS is an evaluation study 

that is also applied to 4th graders, it may be suggested to examine the invariance of question-

naires related to mathematics and science among younger students with ESEM. Researchers 

need to apply EFA followed by CFA in scale development or adaptation studies. ESEM can be 

recommended to researchers as it can provide information about the model at once instead of 

analyzing it twice.  
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