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Abstract
The value of students developing the capacity to accurately judge the quality of their work and that of others has
been widely studied and recognized in higher education literature. To date, much of the research and commen-
tary on evaluative judgment has been theoretical and speculative in nature, focusing on perceived benefits and
proposing strategies seen to hold the potential to foster evaluative judgment. The efficacy of the strategies remains
largely untested. The rise of educational tools and technologies that generate data on learning activities at an
unprecedented scale, alongside insights from the learning sciences and learning analytics communities, provides
new opportunities for fostering and supporting empirical research on evaluative judgment. Accordingly, this paper
offers a conceptual framework and an instantiation of that framework in the form of an educational tool called
RiPPLE for data-driven approaches to investigating the enhancement of evaluative judgment. Two case studies,
demonstrating how RiPPLE can foster and support empirical research on evaluative judgment, are presented.

Notes for Practice

• This paper presents a conceptual framework for the development of educational tools that would promote
both the development of evaluative judgment and research into it, along with a referenced implementation
of that framework.

• The framework provides explicit guidance to educational technology developers and instructors through a
co-design process to facilitate the development of tools and metrics to ascertain the impact of pedagogically
supported strategies for developing students’ evaluative judgment.

• In order to support the development of evaluative judgment and research into it, evaluative judgment
strategies and learning analytics/metrics to verify their effect need to be integrated into educational tools
and learning design from the outset.
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1. Introduction
As technology increasingly impacts and is used in higher education, relationships between students, staff, and knowledge
have changed as the loci of information and expertise diffuse beyond the boundaries of physical campuses. Information is
now available anytime, anywhere, with network-enabled devices. This transition to digitally mediated higher education has
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significant implications for how students engage with ideas and progress through their studies. In particular, students are
increasingly required to engage in self-directed learning, managing many elements of their own study. Active learning, blended
learning, and “flipped classrooms” all emphasize student interaction and study outside the classroom, which, in turn, often
require students to work on various learning activities, either independently or with peers, without close monitoring by teachers.
This means students need to be able to make good decisions about the work they produce and consume.

The implications of the increased impact of technology are perhaps most evident in the enormous body of literature on the
importance of self-regulated learning (Panadero, 2017). In this context, there is increasing emphasis on how students can be
empowered to reliably and independently judge the quality of their own work and that of others (Cowan, 2010; Sadler, 1989).
While the term evaluative judgment has recently emerged in higher education to refer to the capacity to make such assessments
(Tai, Ajjawi, Boud, Dawson, & Panadero, 2018), the concept itself has been around for at least four decades. Various scholars
have urged educators to cultivate students’ capacity to discern quality in accordance with an appropriate standard (Hastie &
Dawes, 2010; Sadler, 1989). However, although recommendations as to the development of evaluative judgment abound,
examples of intervention studies or other kinds of empirical studies are lacking.

This paper aims to fill this research gap by offering a conceptual framework and a referenced implementation for data-driven
approaches to investigating the enhancement of evaluative judgment. The framework consists of seven main considerations that
should guide development of evaluative judgment tools for learners, educators, and researchers. The referenced implementation
demonstrates how the framework can be applied in the ongoing development of an actual educational tool, RiPPLE, that partners
with students to create large repositories of learning resources and study material. We present two case studies using RiPPLE to
show how a tool that is coherent with the proposed framework can enable the needed empirical research on evaluative judgment.
The first is an observational study that investigates how students’ evaluations of learning resources compare with those of
domain experts, that is, the extent to which their understanding of quality aligns with standards expected by experts. The second
presents a randomized controlled experiment that investigates the impact of rubrics on students’ evaluations, that is, whether
and how the provision of standards in a rubric impacts their rating behaviour, which indicates their evaluative judgment. Our
broader aim is to provide a foundation on which to build robust further investigations into optimal support of the development
of evaluative judgment in digital environments.

The remainder of this paper is organized as follows. Section 2 provides a brief background to the emergence of the notion
of evaluative judgment as relevant to higher education, sketches existing recommendations of approaches to the development of
evaluative judgment in students, and highlights the role of technology as a possible facilitator both of students’ development
of the skill and of the empirical research that is currently lacking. Section 3 presents our conceptual model and RiPPLE as a
referenced implementation. Section 4 then demonstrates the research value of this tool through the two aforementioned case
studies, and Section 5 concludes the paper.

2. Background

2.1 The Evolution of Evaluative Judgment
In his seminal work on formative assessment and curriculum design, Sadler (1989) specifically emphasized the desirability of
students’ involvement in assessment as a means to develop their “evaluative knowledge” or “evaluative expertise.” He further
argued that students’ evaluative capabilities should be enhanced so that they can self-monitor their learning processes. In order
to do this, students need to understand and appreciate quality.

Subsequent studies introduced similar terms, such as sustainable assessment and informed judgment, arguing for students
to be actively involved in the assessment process (Boud, 2000; Boud & Soler, 2016; Cowan, 2010). For example, the work by
Boud (2000) on sustainable assessment promotes the engagement of students in activities designed to improve their capacity to
assess the quality of work, equipping them for lifelong learning. Supporting and developing Sadler’s concept of evaluative
expertise, researchers have called for students to be agentic in the assessment process (Nicol & Macfarlane-Dick, 2006; Nicol,
2010). For instance, Nicol (2010) criticizes monologic delivery of feedback and advocates for feedback that progressively
enables students to evaluate their learning/production with little to no input from instructors. In later work, Sadler (2010)
emphasizes the need for students to grasp and apply concepts such as the assessment genre, quality, and criteria in order to
make complex appraisals of their output. He posits that this allows students to objectively compare the quality of their work to a
higher standard and also to develop strategies they can rely on to make improvements (Sadler, 1989). Such student involvement
in the understanding and application of standards is in line with the current definition of evaluative judgment as “the capability
to make decisions about the quality of work of oneself and others” (Tai et al., 2018, p. 471).
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2.2 Developing Evaluative Judgment
An ongoing challenge in higher education is therefore how to effectively assist students in developing elements of evaluative
judgment, particularly in the ubiquitous digital environments in which they operate (Lodge, Kennedy, & Hattie, 2018; Khosravi,
Gyamfi, Hanna, & Lodge, 2020) and when the curriculum is already stretched to provide both discipline-specific and transferable
knowledge and skills.

The following principles have been proposed as paramount to the exercise and development of evaluative judgment: there
must be an understanding and application of quality; these should be in reference to an explicit or implicit standard; students
should have both opportunities to make judgments that are meaningful in their context and the desire to do so (Tai et al.,
2018). With reference to these principles, Sadler (2009) contends that “bringing students into a knowledge of standards
requires considerably more than sending them one-way messages through rubrics, written feedback or other forms of telling” (p.
822). In other words, students should be assigned an active role in which they construct knowledge while applying standards.
Simply providing students with assessment standards and criteria is not enough for learners and staff to develop a common
understanding of them or for students to develop the capacity to apply them accurately. Therefore, in order to develop students’
competence at making judgments, it is important that they have opportunities to identify and apply standards (Boud & Soler,
2016).

How then can evaluative judgment best be nurtured? Some recent studies have focused on existing practices that may
hold the potential for promoting students’ evaluative ability (Ajjawi, Tai, Dawson, & Boud, 2018; Tai, Canny, Haines, &
Molloy, 2016; Panadero, Broadbent, Boud, & Lodge, 2019). These include the use of self- and peer assessment (see discussion
below), feedback and reviews, rubrics, and exemplars (Tai et al., 2018; Ajjawi et al., 2018). The contention is that these
assessment-related activities can enhance the development of students’ evaluative judgment by presenting standards of quality
and requiring that students apply these standards to their work (Boud & Soler, 2016; Sadler, 2010). But how effective are
any of the suggested approaches at fostering evaluative judgment? Much of the existing research on measuring the growth
of evaluative judgment has relied on self-report surveys from students (Tai et al., 2016; McConlogue, 2012, e.g.). However,
using subjective measures to acquire information about psychological constructs raises concerns relating to cognitive biases
and internal validity, since the accuracy of responses cannot easily be verified (Jahedi & Méndez, 2014). The introduction of
initiatives to promote the development of evaluative judgment should be grounded in and subject to rigorous empirical research.
Furthermore, data on the impact of these initiatives must be collected, and evaluative judgment itself needs to be promoted in
time-efficient ways that are compatible with students’ other activities. In large part, the unfulfilled need for empirical testing is
due to the lack of tools with the assessment approaches required to facilitate large-scale evaluations.

2.3 Educational Tools and Educational Research
Technology provides promising avenues to support students’ exercise and development of evaluative judgment using the
proposed strategies. A comprehensive review of educational technologies supporting peer assessment by Luxton-Reilly (2009)
shows diverse ways in which these tools have incorporated such strategies. While most work concerns peer review (Pirttinen,
Kangas, Nygren, Leinonen, & Hellas, 2018; Sung, Chang, Chiou, & Hou, 2005), some tools support the use of guiding rubrics
for self- and peer assessment (De Raadt, Toleman, & Watson, 2005; Luxton-Reilly, Plimmer, & Sheehan, 2010; Sondergaard,
2009), and some tools have relied on instructor- and peer-generated exemplars (Bhalerao & Ward, 2001; Cho & Schunn, 2007;
Hamer, Kell, & Spence, 2007) as guides for students’ production and judgment.

A key benefit of using educational technologies is their capacity to collect rich digital traces on students’ behaviour and
interactions with the system. The learning analytics and educational data mining communities have explored methods of
utilizing such data for research in the context of understanding and enhancing learning, with both fields contributing to the
emergence of data-intensive approaches to education (Papamitsiou & Economides, 2014; Siemens & Baker, 2012). However,
in most cases educational technologies are built without the aim of supporting research: the platforms themselves do not enable
data harvesting or the implementation of observational or controlled experiments. There are, however, successful exceptions:
two well-known products are PeerWise (Denny, Hamer, Luxton-Reilly, & Purchase, 2008) and ASSISTments (Heffernan et al.,
2016). As a teaching and learning tool, the first allows students to create multiple-choice questions (MCQs); the second is
an adaptive assessment tool mostly focused on secondary school mathematics. In terms of facilitating educational research,
PeerWise has supported over 80 publications, mainly examining the impact of gamification and the ability of students to develop
high-quality learning resources (Denny, 2019). ASSISTments has enabled 27 publications, primarily treating adaptive learning
and the personalization of feedback (Heffernan, 2019). This success in enabling research can be attributed to slightly different
approaches, both of which make it possible for investigators to see student progress and performance, rather than simply a final
outcome. PeerWise allows instructors using the platforms to access data from their courses, rather than the developers retaining
exclusive rights to it; the ASSISTments Ecosystem supports purposeful experimental design using randomized controlled trials
(RCTs) at low cost (Heffernan et al., 2016). The referenced implementation of the proposed framework, inspired by the success
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of these tools, supports empirical educational research by enabling instructors to conduct sound, large-scale, randomized,
quasi-experimental, and observational experiments.

In addition, there is a growing consensus that optimal methods of discovering, monitoring, understanding, improving,
and evaluating educational processes require the availability of high-quality learning data beyond clickstreams that not only
trace student behaviour but also regularly capture their knowledge gains and present learners with the capacity to express their
opinions and provide feedback. While there exist exemplar studies and technologies that have organized sequences of learning
activities embedded with student responses, providing a comprehensive representation of a learner’s learning process (Winne et
al., 2019; Holstein, McLaren, & Aleven, 2019; Khosravi & Cooper, 2018), a common understanding and standards for building
such systems are still largely undeveloped.

3. Conceptual Model and a Referenced Implementation
This section presents a conceptual framework for developing educational tools that foster and support empirical research on
evaluative judgment, together with a referenced implementation using a tool called RiPPLE (Khosravi, Kitto, & Joseph, 2019;
Khosravi, Sadiq, & Gasevic, 2020). Figure 1 presents the conceptual framework, consisting of seven main considerations that
should guide tool development: (1) Who are the main stakeholders in the tool? (2) What is the main purpose of the tool? (3)
Which evaluative judgment (EJ in the figure) strategies can be supported by the tool? (4) What student measurements and
metrics are captured by the tool? (5) Which experimental designs are supported by the tool? (6) What ethical design guidelines
and principles are relevant to the development of the tool? (7) How are users’ interactions with the tool stored?

Figure 1. A conceptual model for the development of educational tools
to foster and support empirical research on evaluative judgment.

Figure 2 presents an overview of the referenced implementation based on the framework given in Figure 1. In the remainder
of this section, we present each component of the framework, discussing them in the context of that implementation.

Figure 2. An overview of RiPPLE’s implementation based on the proposed conceptual model.
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3.1 Stakeholders
A tool should simultaneously serve the needs of a defined set of stakeholders (in the case of evaluative judgment, these could be
learners, teachers, researchers, or authorities who set professional standards), represented by the top box in the conceptual model
in Figure 1. In the case of RiPPLE, three stakeholder groups are relevant to the design: learners, instructors, and educational
researchers. To engage learners, RiPPLE incorporates open learner models to promote self-regulation (Abdi, Khosravi, Sadiq,
& Gasevic, 2020). Additionally, RiPPLE has been designed explicitly to put the instructors in charge and empower them with
rich analytics (Khosravi, Sadiq, & Gasevic, 2020) and to enable educational research, as further discussed in Section 4.

3.2 System Purpose
Such a tool should be more than a data collection instrument: its purpose(s) must be aligned with educational theory and
practice to facilitate and support learning while giving its users the opportunity to make quality judgments of their own work
and that of others. In the case of RiPPLE, it aims to support adaptive learning, learnersourcing, and peer grading and feedback,
as discussed below.

Adaptive learning. At its core, RiPPLE is an adaptive educational system (Park & Lee, 2004) that dynamically adjusts the
level or type of instruction based on individual student abilities or preferences to provide a customized learning experience
(Khosravi et al., 2019). Figure 3(a) shows the adaptive practice interface in RiPPLE. The upper part contains an interactive
visualization widget allowing students to view an abstract representation of their knowledge state based on a set of topics
associated with a course offering. Currently, the approximation of users’ knowledge states is produced from an Elo-based rating
system (Abdi, Khosravi, Sadiq, & Gasevic, 2019), with the results translated into coloured bars. The lower part of the RiPPLE
screen displays learning resources selected for a student based on their learning needs using the recommender system outlined
by Khosravi, Cooper, and Kitto (2017).

Figure 3. Overview of student modelling and recommendation page of RiPPLE.

Learnersourcing. To provide customized learning for students with different knowledge states, adaptive educational
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systems require large repositories of learning resources, which are commonly created by domain experts. Such systems are
therefore expensive to develop and challenging to scale. Instead of relying on domain experts as developers, RiPPLE uses a
learnersourcing approach to engage students in the creation of learning resources. Figure 3(b) presents the RiPPLE interface for
creating a multi-answer question. Not only does this reduce the cost of content generation, but it also holds the potential to
foster students’ higher-order skills, such as evaluative judgment (Doroudi et al., 2018; Khosravi, Demartini, Sadiq, & Gasevic,
2021). However, since students are still developing their expertise, and even though they are encouraged to reflect on the quality
of their work, it is likely that some learning resources created will be ineffective, inappropriate, or incorrect (Bates, Galloway,
Riise, & Homer, 2014). Hence, a moderation process is needed to vet the quality of each resource. Here again, RiPPLE relies
on the wisdom of the crowd and seeks input from students as moderators, requiring them to judge the quality of their peers’
work.

Peer grading and feedback. RiPPLE enables students to moderate the peer-created exercises. Moderation involves indicating
the perceived quality of a resource using a five-point Likert scale and providing accompanying written feedback to justify the
score. Figure 3(c) presents the RiPPLE interface used to evaluate resources. RiPPLE provides two options for determining the
outcome of the evaluation process: (1) instructors act as meta-reviewers and make the final call considering students’ evaluations
or (2) RiPPLE uses crowd consensus algorithms, as discussed in Darvishi, Khosravi, and Sadiq (2020), to automatically make
a decision based on the scores attributed. Figure 3(d) presents the RiPPLE interface for communicating the outcome of the
evaluation process. Resources that pass moderation are added to the existing pool of study materials; those that fail are returned
to their authors for revision.

3.3 Strategies
An evaluative judgment tool should be able to implement various proposed strategies to make these judgments. These might
include marking rubrics of varying degrees of complexity, grading schemes, or open-ended questions. RiPPLE supports the use
of a range of these strategies, as discussed below.

Self- and peer assessment. The creation and quality control of the repository of learning resources mean that students are
continuously involved in processes of self- and peer assessment, which have been suggested as a means to promote evaluative
judgment (Lipnevich, McCallen, Miles, & Smith, 2014; Reddy & Andrade, 2010; Tai et al., 2018). These processes can then be
supported by further strategic interventions.

Rubrics. RiPPLE supports the use of rubrics so that a set of defined criteria can guide students’ decision-making in self-
and peer assessment. Figure 5(b) (below) presents a sample rubric that can be used to moderate resources in RiPPLE. Items
used are (1) descriptors of quality based on alignment of the resource with course content, correctness of the resource, and
clarity of the resource; (2) overall rating; and (3) students’ rating of confidence in their judgment. Self-assessment requires
students to use the rubric to evaluate the quality of a resource they have created and only to submit for peer moderation those
resources that they believe meet the required standard. In peer assessment, students use the rubric to evaluate the quality of the
resources created by their peers.

Exemplars. A further suggested strategy for the development of evaluative judgment is the use of exemplars of acceptable
standards (Lipnevich et al., 2014; Carless, Chan, To, Lo, & Barrett, 2018). RiPPLE currently provides these through two
general guides. One focuses on content creation and is displayed the first time students access the “Create” tab. It references
exemplary learning activities and discusses characteristics of an effective learning resource. The second guide supports content
moderation and is shown to students on their first use of the “Moderate” tab. It presents the characteristics of an effective
moderation submission.

So far, we have canvassed those features of RiPPLE of most practical interest to the stakeholder groups of learners and
instructors: the creation and moderation of learning resources and the implementation of various strategies to raise awareness
of quality standards and thus to enhance the development of evaluative judgment. However, as stated above, empirical research
on the effect size of each of these interventions is needed. The use of technology-enhanced teaching approaches allows for
designs that facilitate such research.

3.4 Metrics
An evaluative judgment tool should be able to capture measurements and metrics related to student progress that can be used to
approximate the effectiveness of the proposed strategies. To adapt to the needs of students and provide sufficient information
for conducting empirical educational research, RiPPLE enables data collection on various metrics. Three examples closely
related to evaluative judgment are discussed below.

Performance. RiPPLE captures students’ performance as authors and moderators of resources. This information can be
used to determine the effectiveness of different evaluative judgment strategies.
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Time on task. An important metric to help researchers understand student learning behaviour and strategies is time on task
(Kovanovic, Gašević, Dawson, Joksimovic, & Baker, 2015). RiPPLE uses Google Analytics to collect clickstream data, which
is mined to infer the time spent by a student on a particular task. This allows researchers to explore relationships between time
spent by a student on a moderation task and the quality of that moderation.

Confidence. The relationship between self-confidence and learning has been widely studied in higher education and in
relation to evaluative judgment (Andrade & Brown, 2016; Joughin, Boud, & Dawson, 2019). The rubric used to moderate
resources also collects data on students’ confidence in their judgment.

3.5 Experimental Design
Tools designed to support educational research should accommodate a range of experimental designs, including A/B tests that
allow researchers to conduct controlled experiments.

RiPPLE allows researchers (who may also be instructors) to conduct sound, large-scale studies using observational studies,
randomized controlled experiments, and quasi-experimental approaches, as discussed below.

Observational studies. Observational studies are enabled by the provision of access to detailed analytics about student
engagement (e.g., access to the platform, moderations performed, ratings provided, comments written) and performance (e.g.,
resources created, questions answered), through a set of interactive visualizations. For examples of observational studies
conducted through RiPPLE, see Khosravi and colleagues (2020) and case study 1 presented in Section 4.1.

RCTs. While the opportunities and challenges of using RCTs in education have been a subject of debate (Sullivan, 2011;
Styles & Torgerson, 2018), they remain a gold standard test for establishing causality in some fields of educational research.
Although quite expensive and time-consuming to run in physical teaching and learning spaces, in the digital world, RCTs can
be cheap and fast. RiPPLE allows such experiments. For an example of RiPPLE supporting educational research using an RCT,
see Abdi and colleagues (2020) and case study 2 discussed in Section 4.2.

Quasi-experiments. To help mitigate the ethical challenges of using RCTs in education, RiPPLE also supports quasi-
experimental studies where students self-select whether to engage with an intervention. Quasi-experiments are, however, often
subject to threats to internal validity: self-selected engagement with an intervention might be influenced by specific traits or
needs, meaning that students in the control group are not comparable to those in the experimental group at baseline. However,
propensity score matching (PSM) (Rosenbaum & Rubin, 1983) may be applied to reduce baseline differences between the
two groups. This method matches each student in the experiment group with a similar student from the control group, with
judgments of similarity based on a set of covariates, including features of student performance (e.g., GPA), demographic (e.g.,
age), and behavioural engagement (e.g., learning management system logins). For an example of a quasi-experimental study
using RiPPLE, refer to Khosravi and colleagues (2019).

3.6 Ethical Guidelines
The fifth central component of our conceptual model relates to ethical guidelines. Educational tools should permit the ethical
collection of data, with participants providing informed consent within the system itself. The ethical considerations related to
the use of student and educational data have been well studied in the field of learning analytics (Drachsler et al., 2015; Ferguson
et al., 2014; Pardo & Siemens, 2014). A recent discussion paper (Corrin et al., 2019) highlights the importance of careful
handling of student data, providing insightful guidelines, protocols, and principles. Again we use the example of RiPPLE to
show how an educational tool may be built to ensure effective compliance with these guidelines.

Consent. On first use of the platform, users are presented with a consent form seeking permission to use their data to
improve the academic developers’ understanding of the learning process. RiPPLE allows users to change their response at
any time. Regardless of their decision, all users can access the platform; however, only data collected from those who have
provided and never withdrawn consent are used for research purposes.

Transparency. The platform provides a generic consent form that, in the interests of transparency, must be modified to
reflect the specificities of the purpose, scope, and details of planned research.

Beneficence. The terms of use for RiPPLE warn against conducting research involving interventions that may harm students’
performance or learning experiences, or simply waste their time.

3.7 Data Repository
A key feature of educational technologies is their capacity to store rich data about students’ behaviour and interactions with the
system.

In the case of RiPPLE, the data repository stores information about users’ performance, behaviour, and opinions as well
information about the experiments being conducted on the platform, as discussed below.
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Performance logging. Data on students’ performance is based on their responses to assessment questions. This information
is used to approximate and visualize the mastery level of students across different topics, as specified by Abdi and colleagues
(2019) and Abdi, Khosravi, and Sadiq (2021) and shown in the top section of Figure 3(a).

Behaviour logging. RiPPLE stores information about students’ behaviour based on their clickstream data, which can
be used to identify and understand their study strategies based on algorithms specified in the literature (Jovanović, Gašević,
Dawson, Pardo, & Mirriahi, 2017; Matcha, Gašević, Uzir, Jovanović, & Pardo, 2019; Ahmad Uzir, Gašević, Matcha, Jovanović,
& Pardo, 2020).

Opinion/feedback collection. The data repository also holds information collected through the range of features that enables
students to express their opinion and provide feedback. For example, students subjectively rate and comment on the resources
with which they interact. An embedded survey invites students to provide feedback about the platform itself.

Experiment setting. RiPPLE also logs information about different controlled experiments, including information relating to
offerings in the experiments, methods of assigning users to groups, the features related to the intervention, and the name of the
codebase that is used for each group. The framework for storing experiments is inspired by methods employed by Google
Analytics.

4. Case Studies
We present two case studies using RiPPLE to demonstrate how an educational technology designed according to the principles
outlined above may enable us to empirically approach the study of how evaluative judgment develops. Each study has its
distinct research questions; however, the findings in relation to these questions are less relevant to the purpose of this paper than
illustrating how the tool responds to the questions.

4.1 Case Study 1: An Observational Study to Investigate Students’ Evaluative Judgment
This study is an example of how RiPPLE may be used to conduct observational empirical research. The overarching aim of
this study is to explore the plausibility of determining the quality of learning resources based on the evaluations provided by
students, guided by the following research question: How do students’ evaluations of learning resources compare with those of
domain experts? Here we provide a brief overview of the study. A fuller account is available in Abdi, Khosravi, Sadiq, and
Demartini (2021).

4.1.1 Experimental Setting
This study uses data obtained from piloting RiPPLE in an on-campus course on relational databases at the University of
Queensland. During the 13 weeks of the semester the course was running, the 521 students enrolled engaged in four rounds
of creating, moderating, and using learning resources (MCQs) at three-week intervals. This work plan was implemented to
ensure consistent student engagement with RiPPLE throughout the semester. Students’ involvement with these activities was
rewarded with marks toward their final result. At the end of week 13, the 521 students had made 87,437 attempts and provided
31,143 ratings on the 2,355 student-authored learning resources that were available in the platform’s repository for this course.
Students were asked to evaluate the effectiveness of a resource using a five-point scale.

To answer the research question and manage the size of the data set, we selected a subset that incorporated sufficient
information on active students with different levels of performance in the course as well as MCQs of varying degrees of quality.
To do so, we took the following steps:

1. Students with fewer than 25 responses on MCQs were considered inactive, and were excluded.

2. In accordance with the item analysis method in differentiating students (Matlock-Hetzel, 1997), the remaining 384
students were divided into three groups based on their final score in the course: the highest-scoring 27% of students as
high-performing (103 students with mean course grade 90.5±4.4), the lowest-scoring 27% of students as low-performing
(103 students with mean course grade 54.8±8.5), and the rest as average-performing (178 students with mean course
grade 75.4±5).

3. To select MCQs, first, out of the 2,355 MCQs available in the RiPPLE repository, questions that had received fewer than
five ratings from each of the three groups of students were excluded, leaving 1,632 to be used in the analysis.

4. Based on their average rating, the remaining 1,632 questions were sorted in ascending order and then divided into three
bins, with each group receiving one third of the questions (544 questions in each bin): low-quality questions with mean
rating of 2.85±0.44, average-quality questions with mean rating of 3.52±0.13, and high-quality questions with mean
rating of 4.1±0.3.
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5. Finally, 14 questions from each of these bins were randomly sampled for inclusion in the study, giving a total of 42
questions. Table 1 summarizes the number of ratings given by each student performance group to each bin of learning
resources included in this study.

Table 1. Total number of ratings provided by each student performance group for each bin of questions
Low-performing Average-performing High-performing

High-quality 144 411 322
Average-quality 105 286 237
Low-quality 106 216 244

In addition, six individuals with expertise in the course content were recruited as domain experts to independently review
the questions. The intraclass correlation coefficient (ICC) (Shrout & Fleiss, 1979) was used to evaluate the inter-rater agreement
among the domain experts. The result of this analysis suggested an excellent agreement among the domain experts for evaluating
the quality of learning resources (ICC[3,k] = 0.84]). Accordingly, for the rest of this study, the domain experts’ mean rating for
a question is considered as the ground truth for the quality of that question. Table 2 presents the mean and standard deviations
of ratings provided by each student group, the entire class, and the domain experts on each bin of the questions.

Table 2. Average and standard deviations of ratings for the three bins of questions by each group of students and domain experts
Low-
performing

Average-
performing

High-
performing

Class Experts

High-quality 4.22 ± 1.04 4.23 ± 1.01 4.41 ± 0.85 4.30 ± 0.95 4.38 ± 0.32
Average-quality 3.92 ± 1.19 3.84 ± 1.20 3.87 ± 1.06 3.86 ± 1.16 3.55 ± 0.65
Low-quality 3.16 ± 1.43 3.16 ± 1.31 3.11 ± 1.34 3.14 ± 1.36 2.41 ± 0.61
All resources 3.82 ± 1.29 3.87 ± 1.22 3.85 ± 1.21 3.77 ± 1.16 3.45 ± 0.97

4.1.2 Results and Findings Related to the Research Question
To investigate how students’ evaluations of learning resources compared with those of domain experts, we conducted a
regression analysis between the ratings provided by the students and those awarded by the domain experts. For this analysis,
the student ratings were considered the independent variable and the domain expert ratings the dependent variable. We report
the r-value and p-value of the regressed model, in which the r-value represents the Pearson correlation coefficient and the
p-value is the two-sided p-value obtained from a Wald test for a hypothesis test for which the null hypothesis is that the
slope of the regressed line is zero. The bigger values of Pearson’s r correlation suggest a stronger correlation between two
variables. In order to examine the significance of the results, we estimate the 95% confidence interval (CI) for the differences
between Pearson correlations using the bootstrapping technique. Figure 4 presents the relationship between student ratings
and domain expert ratings based on this analysis. In this figure, each data point corresponds to a unique learning resource,
and the regressed line represents the best-fit line computed by the regression analysis. At the class level, the results of the
Pearson correlation coefficient demonstrate a strong positive correlation between student ratings and those of the domain experts
(r(40) = 0.78, p < 0.01). In addition, investigations of the student performance group suggest a very strong positive correlation
between the ratings provided by the high-performing students and those from the domain experts (r(40) = 0.828, p < 0.01).
The pattern observed for average-performing students is similar to that of high-performing students, but the corresponding
data points for this group are more dispersed from the regressed line (r(40) = 0.694, p < 0.01). However, the difference
between the correlation coefficients of high-performing students and low-performing students was not significant with the 95%
CI [−0.01,0.29]. Finally, similarly to the other two groups, for low-performing students there is a strong correlation between
student rating and domain expert rating (r(40) = 0.499, p < 0.01). However, the difference between the correlation coefficients
of the high-performing and the low-performing students was significant with the 95% CI [0.17,0.51]. In summary, the findings
of this study suggest that while there is a strong positive correlation between the ratings provided by the students and the domain
experts’ ratings, there are evident differences in the ability of students in different performance groups to make judgments.

4.2 Case Study 2: A Controlled Study to Investigate the Impact of Rubrics on Evaluative Judgment
This example demonstrates how RiPPLE may support empirical research on evaluative judgment using a randomized controlled
experiment. While the efficacy of rubrics as instructional and assessment tools has been extensively studied in the higher
education literature, little empirical research has been carried out on their impact on the development of evaluative judgment
(Boud, Lawson, & Thompson, 2013; Bouwer, Lesterhuis, Bonne, & De Maeyer, 2018). This study, therefore, aims to investigate
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Figure 4. Comparison of the ratings provided by the students and domain experts using the regression analysis.

the effects of rubrics on students’ moderation of the quality of learning resources deposited to RiPPLE. In particular, we
examine the impact of a rubric on ratings, level of agreement on ratings, and confidence level in the assessment of the resources.
Here we provide a brief overview of the study. A more in-depth analysis is available in Gyamfi, Hanna, and Khosravi (2021).

4.2.1 Experimental Setting
The study was conducted in an on-campus undergraduate information systems course at the University of Queensland. It
used a between-subjects design where 354 participants using RiPPLE were randomly assigned to a control and an experiment
group. The control group simply indicated their level of agreement with the proposition that a resource be added to the learning
repository, as well as their level of confidence in the accuracy of their recommendation. In contrast, the experiment group was
moderated on the basis of a three-item rubric referencing (1) alignment of the resource with course content, (2) correctness of
the resource, and (3) clarity of the resource and their confidence in their ratings. Figure 5 shows these two moderation interfaces.
Responses used a five-point Likert-scale, where one represents strongly disagree and five represents strongly agree. In addition
to providing numerical scores, participants could provide feedback on and justify their scores in free-text comments. Since each
group moderated resources from a different pool of randomly allocated resources, all moderations of a given resource were
made by students from the same group.

(a) Control group resource moderation interface.

(b) Treatment group moderation interface.
Figure 5. The control and treatment group moderation interfaces.

Over the five-week period of the study, the control group (n = 183) completed 1,143 moderations and the treatment group
(n = 171) completed 1,069 moderations. A Mann–Whitney statistical analysis was performed on the collected datasets to
investigate the effects of rubrics on the process:

• Ratings. For each group, participants’ quality ratings were collected and analyzed.

• Confidence. Participants’ confidence ratings in each group were collected and analyzed.

• Agreement. For each resource, the standard deviation of the ratings was computed, with a smaller standard deviation
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indicating higher agreement. The average (µ) and standard deviation (σ ) of deviations across all of the resources were
then calculated. The smaller the overall average, the higher the agreement within each group.

• Length of comments. The average length of the comments and the standard deviation for each group were computed.

4.2.2 Results
This section reports the results of the four analyses outlined above. Table 3(a) summarizes the findings related to ratings
analysis and confidence analysis, and Table 3(b) summarizes the results of agreement and length of comments analysis, where
µ and σ stand for the average and standard deviation, respectively.

Table 3. Analysis of data on ratings, confidence, agreement, and length of comment of participants’ quality judgment of
learning resources from each group. Control n = 183 with 1,143 moderations; treatment n = 171 with 1,069 moderations.

(a) Analysis of data on rating and confidence

(b) Analysis of data on agreement and length of comments

Ratings. The results from the ratings analysis reported in Table 3(a) reveal that both participant groups provided positive
ratings of resources; however, the treatment group had higher ratings (µ = 4.08,Mdn = 4,σ = 1.06) than the control group
(µ = 3.94,Mdn = 4,σ = 1.00); U = 55,038, p < 0.01. We hypothesize that the treatment group provided higher average
ratings because the rubric provided was simpler and more generous than the implicit rubric the control group had in mind when
moderating. While the rubric provided to the treatment group only asked moderators to consider alignment, correctness, and
clarity, many of the comments from the control group moderators indicate that when they rated a resource as ineffective they
considered additional factors, such as simplicity and lack of contribution to higher-order learning.

Confidence. The findings from the confidence analysis in Table 3(a) reveal that both groups of students demonstrated high
confidence in their ratings (agree to strongly agree); however, compared to students in the control group (µ = 4.22,Mdn =
4,σ = 0.80), students in the treatment group (µ = 4.42,Mdn = 5,σ = 0.88) showed a statistically significant higher level
of confidence in their ratings; U = 530,214, p < 0.01. It seems that the availability of the rubric’s explicit presentation of a
standard of quality contributed to this greater confidence.

Agreement. The analysis of the average agreement reported in Table 3(b) reveals that participants in the treatment group
(µ = 0.80,Mdn = 0.81,σ = 0.43) achieved a slightly higher agreement on quality judgments than participants in the control
group (µ = 0.85,Mdn = 0.82,σ = 0.36). However, the difference between the two groups was not statistically significant;
U = 18,470, p = 0.271. It is hypothesized that a more comprehensive rubric that better reflected students’ implicit expectations
of an effective resource could support even higher inter-moderator agreement.

Length of comments. The analysis of the length of comments, measured in words, in Table 3(b) reveals that comments from
the control group (µ = 18.2,Mdn = 12,σ = 19.4) were slightly longer than those of the treatment group (µ = 17.9,Mdn =
11,σ = 22.5); however, the difference between the two results was not statistically significant; U = 591,332.5, p = 0.191. This
finding demonstrates students’ belief that the rubric did not do away with a need for comments.

Overall, the findings suggest that the use of rubrics can significantly impact students’ judgment in rating the quality of
learning resources and increase their confidence in their ability to do so. However, the high percentage of ratings on the highest
point on the scale (five) for the quality of resources suggests that the rubrics encouraged more leniency in marking. In addition,
the use of rubrics may also lead to a higher agreement among students judging the quality of a resource, although this increase
was not statistically significant. We suggest that the fact that the rubric did not have significantly increased agreement between
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and within the groups could be explained by the existence of a shared intrinsic standard of quality that students already had in
mind. Furthermore, the use of rubrics did not affect the length of students’ comments.

While these findings are interesting, future research should replicate this study across different disciplines with a larger
number of students to evaluate the generalizability of the findings.

5. Conclusion and Future Work
In recent years, evaluative judgment, as a key component of self-regulated learning, has been widely discussed in higher
education, as have strategies to foster its development. The challenge for educators and researchers has been to study the
impact of these strategies, at scale, and without making further onerous demands on themselves and their students in an already
crowded curriculum. Despite extensive theoretical work, robust empirical evaluation of the effectiveness of strategies to nurture
evaluative judgment has been lacking due in part to lack of tools and technologies that enable appropriate data harvesting. In
response to this limitation, this paper has presented a conceptual model as a way of thinking through what would constitute
educational tools that can potentially foster students’ evaluative judgment while providing a means of conducting large-scale
empirical studies. Seven considerations were elaborated upon: stakeholders (learners, instructors and researchers), system
purpose, evaluative judgment strategies, metrics, experimental design, ethical guidelines, and storage of data. RiPPLE, a
platform designed to support learnersourcing of learning resources from specific cohorts of students, was presented as an
example of a tool consistent with the framework. In terms of learning and teaching, it supports currently recommended
strategies for developing evaluative judgment, including self- and peer assessment, rubrics, and exemplars. What differentiates
RiPPLE from other educational technologies that aim to foster evaluative judgment is its capacity to support large-scale ethical
educational research. The application of our framework, through RiPPLE, is demonstrated by two case studies involving large
student cohorts producing and evaluating learning resources, thus iteratively applying their developing evaluative judgment.
These case studies show data harvesting and analysis relating to students’ evaluation of peer-authored resources. Our first case
study compares students’ ratings with those of experts, showing greater alignment between the judgments of experts and those
of higher-performing students; the second investigates the strategy of guiding evaluations through rubrics, showing how an
experimental group and a control group can be compared on a range of metrics. These findings afford us quantitative insights
into what might seem an intangible, qualitative skill. The framework and tool are therefore shown to provide valuable potential
for future work on the enhancement of this critical skill, from both a teaching and a research perspective.
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