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Past: How Did We Get Here? Why Data Science Now?

History of Data Science

As early as the 1960s, precursors of data science began to 
emerge. Tukey’s “The Future of Data Analysis” can be con-
sidered a first step in this direction. His references to explor-
atory and confirmatory data analyses set in motion a chain of 
events that saw Naur (1974) and Wu (1986) arguing for 
“data science” as an alias for computer science and statistics 
respectively (Donoho, 2017). Naur (1974) published the 
“Concise Survey of Computer Methods” that surveyed data 
processing methods across a wide variety of applications. 
He considered data science to be “the science of dealing with 
data, once they have been established, while the relation of 
the data to what they represent is delegated to other fields 
[emphasis added] and sciences” (p. 30). Despite this allusion 
to “other” fields, data science originated as a byproduct of 
work in STEM fields and especially computer science and 
statistics. The International Association for Statistical 
Computing (IASC) in 1977 was established with a “mission 
to link traditional statistical methodology, modern computer 
technology, and the knowledge of domain experts in order to 
convert data into information and knowledge.” The first 
Knowledge Discovery in Databases (KDD) workshop was 
organized in 1989, which later became the annual ACM 
Special Interest Group on Knowledge Discovery and Data 
Mining (SIGKDD). The 1992 statistics symposium at the 
University of Montpellier was one of the first acknowledg-
ments of data science as an emerging discipline harnessing 

data in different structural forms (Escoufier et al., 1995). 
Furthermore, data science was first featured as a standalone 
topic at the 1996 International Federation of Classification 
Societies conference (L. Cao, 2017).

Approaching the present, data science has become an 
essential idea not limited by traditional disciplinary bound-
aries. This need for boundary-crossing is exemplified by an 
argument to expand statistics beyond mere theoretical argu-
ments (Cleveland, 2001). As the popularity of data science 
grew with the dawn of a new century, both the Data Science 
Journal and the Journal of Data Science were launched by 
the Committee on Data for Science and Technology and 
Columbia University, respectively. The establishment of 
these journals has been one part of a process leading to the 
consideration of data science as a domain distinct from both 
computer science and statistics. There were several justifica-
tions for this emergent decoupling of data science from these 
well-established fields. Data science had risen to occupy a 
unique disciplinary position on account of (a) being more 
application oriented as it targets solutions to real-world chal-
lenges (Donoho, 2017), (b) coupling quantitative and quali-
tative research across disciplines (Dhar, 2013), and (c) being 
largely focused on digital structured and unstructured data 
(Silver, 2020).

The Emergence of Education Data Science

What implications did this rise of data science as a trans-
disciplinary methodological toolkit have for the field 
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of education? One means of illustrating the salience of data 
science in education research is to study its emergence in the 
Education Resources Information Center’s (ERIC) publica-
tion corpus.1 In the corpus, the growth of data science in edu-
cation can be identified by the adoption rate of (at least) five 
prominent keywords: Learning Analytics, Machine Learning, 
Artificial Intelligence, Data Science, and Natural Language 
Processing. The adoption rate of these five terms can be com-
pared with the overall growth in education research, see 
Figure 1. Four trends can be observed. First, while articles 
containing the five keywords are present in the Education 
Resources Information Center corpus as early as 2000, they 
are used quite sparingly until 2010. Second, after 2010, there 
is a sharp rise in published articles using these keywords. 
This boost could potentially be attributed to the meteoric rise 
in the popularity of e-learning and MOOCs (Massive Open 
Online Courses) between 2008 and 2012 (Clow, 2013; Yuan 
& Powell, 2013). Third, the increasing slopes for each curve 
indicates that EDS growth rates are accelerating with time. 
The speed of growth of data science related publications in 
education can be judged from the fact that the number of 
articles referring to “Learning Analytics” increased from a 
mere 0.01% in 2010 to around 0.35% in 2020—a 35-fold 
increase. Fourth, the relatively small absolute counts of arti-
cles with these keywords reflects that EDS is still a nascent 
subdomain within the larger domain of education.

Figure 1 illustrates a qualitative shift in the degree to 
which education research is hosting data-intensive studies 
inspired by methodological innovations from computer sci-
ence and statistics. We refer to the research leading this shift 
as “educational data science” (EDS). This topic captures 
several interrelated areas of growth. Consider first the rise of 
education data mining (EDM) and learning analytics. EDM 
arose as a community around 2005 from work around cogni-
tive tutors and predictive modeling that could furnish fine-
grained data on student activity (Baker & Yacef, 2009; Piety 
et al., 2014). EDM notions of prediction methods, structure 
discovery methods, relationship mining, model distillation, 
and distillation of data for human judgment were absorbed, 
and in some cases extended from contemporary computer 
science and cognitive science research (Baker, 2013). 
Learning analytics emerged 6 years later with its own con-
ference (Siemens, 2013), focusing more broadly on the 
implications of a digital world on learning, often studying 
how nascent data from digital systems (Siemens et al., 2011) 
could be used to describe or facilitate aspects of the learning 
process or shed light on digital environments. The rise of 
MOOCs and use of Learning Management System data gen-
erated from large student samples across the globe gave 
another boost to the Learning Analytics community.

We conceptualize EDS as capturing a broader array of 
data and methods than related in prior review articles. While 
EDM and learning analytics have been closely associated 
with developmental and psychological studies in education, 

recent trends in EDS have seen broader application. EDS has 
started to play a role in the study of higher order topics like 
policies and organizations while also seeing continued appli-
cation in the study of high-stakes test scores and fine-grained 
reading measures. Modern conceptions in this domain are 
emerging around demographics and examples of student 
work (Reardon & Stuart, 2019). Likewise, curricular studies 
and teacher education are gaining from AI (artificial 
intelligence)–enabled dashboards where a teacher can apply 
dynamic feedback to instructional practice or decisions 
(Rosenberg et al., 2020). And researchers in the United 
States have studied large scale student friendship networks 
and their implication for health risk behaviors (Harris, 2013) 
and racial segregation (Currarini et al., 2010). These exten-
sions of data science into educational topics, though nascent, 
are quickly gaining breadth in terms of data types used, and 
increasingly offer more opportunities and avenues to under-
stand educational structures and processes.

In a narrow sense, one could conceptualize EDS as the 
application of tools and perspectives from statistics and 
computer science to educational phenomena and problems. 
But we argue for a more expansive definition where EDS is 
an umbrella for a range of new and often nontraditional 
quantitative methods (such as machine learning, network 
analysis, and natural language processing) applied to educa-
tional problems often using novel data. We explore and 
emphasize this combination of novel data and/or methods by 
further discussing the kind of EDS research that are enabled 
by these emerging possibilities below.

Novel Data. Before the rise of EDS, quantitative research in 
education focused on administrative data regarding, for 
example, course enrollment and outcome summaries and 
longitudinal data from summative student assessments. 
Recent years have seen a rise in novel data, and one key 
feature of this novel data is that it is frequently “unstruc-
tured” or nontrivial to structure in a relational form. Large 
volumes of text data, clickstreams, interactions, videos, and 
audio recordings, for example, can now be incorporated into 
computational models to spotlight trends at an unprece-
dented speed and scale. The release of this unstructured data 
is crucial as it often forms the vast majority of data available 
from any organization, with proportions running as high as 
80% (Shilakes & Tylman, 1998).

Fischer et al.’s typology of micro, meso, and macrolevel 
data is one framework for understanding unstructured data 
(Fischer et al., 2020). Microlevel data have a temporal com-
ponent associated with it. It is available from MOOCs, simu-
lations, games, and intelligent tutors wherein fine-grained 
interaction data with closely tied learner interactions can 
capture individual data from large samples of learners. 
Clickstream data logs are a common example. Mesolevel 
data have a limited temporal component but add more depth 
toward assessing learners’ cognitive abilities, social traits, 
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and sustained relations. Multiple manifestations of text data, 
such as those generated from social media, MOOC forums, 
or digitized transcripts (all largely fed into natural language 
processing methods), fall into this domain, as do reports of 
friendship, affiliation, and other social network features. 
Macrolevel data sources work at the institution level and 
could be seen as a watershed between the structured data sets 
of the late 1990s and the unstructured, finer grained data 
generated from dynamic digital platforms. It can not only 
include static information, such as student demographics but 
also dynamic components, such as weekly attendance, 
engagement, and achievement scores (Fischer et al., 2020).

We are optimistic about the growth of novel data sources 
as EDS grows. Audio and video data can also be analyzed 
(beyond just the transcribed text) for embedded tone and 
body language, which could then be compared with findings 
from the transcribed text alone. We are also witnessing 
efforts within EDS to link multiple data sets together so as to 
inform research questions across domains (McFarland et al., 
2015) or to identify domain similarities across digital learn-
ing platforms (Li et al., 2021). Reardon has linked educa-
tional achievement data with income tax data from the IRS 
to spotlight trends around achievement and income inequal-
ity in the United States (Reardon, 2016). Figlio and Lucas 
(2004) connect data from school report cards and housing 
markets to understand whether school grades affect families’ 
residential locations and house prices. Research in higher 

education has also begun to use AI to link course transfer 
pathways across institutions (Pardos et al., 2019), link large-
scale information on faculty research outputs to grants and 
patents (H. Cao et al., 2020; Manjunath et al., 2021), and the 
support of graduate training via grants to ensuing labor mar-
ket returns in the wider economy (Weinberg et al., 2014). 
There are now also possibilities for researchers to combine 
data collected from firsthand surveys with other data that are 
open-sourced or otherwise available for public use. There is 
ample diversity in these public data sources—such as the 
College Scorecard (2013) data from the U.S. Department of 
Education, cross national data from the Programme for 
International Student Assessment (PISA; OECD, 2019), and 
student data from FreeCodeCamp (2014). These data link-
age trends are especially promising and differ from the usual 
focused study of one dataset at a time (which has been a 
long-standing tradition in computer science). There is more 
focus on finding parallel findings across several corpora or 
linkages across them (and inferences therefrom). In the 
future, and in line with the train-test split analogy from 
machine learning, it might be interesting to see how well a 
big data model trained on one corpus performs in terms of 
outcomes predicted in a different corpus.

Novel Methods. The rapid growth of EDS is correlated with 
the growth in applications of “Machine Learning.” Among 
machine learning algorithms, supervised learning algorithms 

FIGURE 1. Growth in education data science (EDS) corpus relative to education corpus. The EDS corpus has grown more than 30-fold 
in the past decade. The concave curves show that the rate of growth is increasing as well.
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have found extensive application in the field of education 
(Dhanalakshmi et al., 2016; Mohammadi et al., 2019; Olivé 
et al., 2020). A supervised learning algorithm consists of a 
dependent variable that is being predicted from a given set of 
independent variables. Machine learning generates a func-
tion that maps inputs to desired outputs using both variable 
sets. Example algorithms include regressions, applications 
of deep neural networks, k-nearest neighbors, decision trees, 
and random forest. Unsupervised learning algorithms have 
also been applied (Liu & d’Aquin, 2017; Sathya & Abra-
ham, 2013; Zhang et al., 2017). Since we do not have a 
dependent variable here, the approach often involves “clus-
tering” a given population into similarity-based groups. 
Reinforcement learning has also been applied to education 
in multiple works (Bassen et al., 2020; Iglesias et al., 2009; 
Park et al., 2019; Doroudi et al., 2019). The approach 
involves exposure to an environment where the algorithm 
trains itself through multiple trial and error iterations, akin to 
what we see in a Markov Decision Process.

We see two clear factors contributing to the outsized 
growth of machine learning in education. First is the afore-
mentioned explosion in textual and sequential data necessitat-
ing appropriate methodological approaches to accommodate 
their analysis (Pardos, 2017). With the rising popularity of 
MOOCs and e-learning, large volumes of data are produced 
through teaching and learning activities in online courses 
(Kizilcec & Brooks, 2017). These large data volumes are 
essential for performance gains through machine learning 
algorithms. These large data sets also establish much-needed 
test beds for interventions needing substantial training data 
and assessing predictive accuracy for machine learning algo-
rithms. Second, the blurring of disciplinary boundaries has 
enabled talented computer scientists and statisticians to apply 
their data science skills toward addressing pressing societal 
challenges. Universities have further nurtured these trends 
with faculty positions and establishing Fellowship programs, 
such as CS + Social Good and the Data Science for Social 
Good Fellowships at several American universities at both the 
undergraduate and graduate levels.

Natural language processing (NLP), as a subdomain of 
machine learning, warrants particular attention. It has been 
extensively applied to text data in education settings—either 
collected firsthand or transcribed from media recordings. 
Broadly, NLP techniques can be applied to large text corpora 
in education to understand traits like sentiment embedded in 
the text, the novelty in information presented, and topics 
identified by topic modeling and topic classification 
approaches (Islam et al., 2012; Lucy et al., 2020). In a class-
room setting, NLP algorithms can dynamically assess read-
ing proficiency for a student and generate real-time feedback 
for improvement (Li et al., 2017). Modern NLP algorithms 
are being used to provide actionable feedback around prose, 
grammar, and general writing mechanics (Alhawiti, 2014; 
Shum et al., 2016) and to allow for examinations of, for 

example, the potential signature of class in written elements 
of educational materials (Alvero et al., 2021). In addition to 
a student-facing component, NLP platforms can provide a 
teacher-facing component as well. This helps enable teach-
ers conduct robust formative assessments that might other-
wise be difficult in classrooms with large student-teacher 
ratios (Burstein et al., 2014; Chapelle & Chung, 2010).

Another novel class of methods enabled by EDS centers 
around social network analysis. The medium of education is 
communication, and such communication forms social rela-
tionships, which are influenced in turn by established rela-
tionships, driving the interpersonal behaviors and attitudes 
of school participants. Network analytic methods are a 
means of representing these relations, interactions, and the 
interpersonal influences arising within educational settings 
and online platforms. Network analysis has long focused on 
the direct relations among education stakeholders—such as 
students in schools (McPherson et al., 2001), classrooms 
(McFarland et al., 2014) or lunchrooms (Moody, 2001), or 
teachers (Hawe & Ghali, 2008; Shaffer et al., 2009) but has 
recently been scaled up via new computational methods like 
node2vec, which reduce the complexity of interpersonal 
association to n-dimensional spaces (Grover & Leskovec, 
2016). In addition, a fleet of inferential statistical methods 
have been developed to predict and model networks both as 
direct ties and as affiliational structures. Many of these new 
methods were developed with school and classroom data as 
their test cases, and they can be found extensively related in 
issues of the journal Social Networks (Cranmer et al., 2020). 
Some of the methods (stochastic actor-oriented models 
(SOAMs); Snijders, 1996) are even able to disentangle 
selection mechanisms from influence mechanisms, and 
identify, for example, whether improved grades arise from 
association with high-achieving friends, or if good students 
find high-achieving friends (Snijders, 2002; Stadtfeld et al., 
2019). Such an approach has the potential to answer whether 
learning arises from social “pushes” on students or their own 
decisions to “jump.” In general, social network methods 
appeal to ecological views of learning (Barron, 2003), and 
seem well adapted to relational databases and information 
on affiliations and interactions commonly represented in 
organizational records and web platforms.

In sum, novel data and novel methods have emerged as 
mutually reinforcing forces fueling the rapid growth of EDS. 
As more and more sources of unstructured data become 
accessible to humans, we expect to see methods in EDS 
evolve rapidly to match those challenges.

Present

We now discuss 12 articles from the special topic in edu-
cation data science that exemplify work in EDS. The set of 
works present theoretical, descriptive, predictive, and causal 
arguments, and they span levels from micro-interactions to 
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macrotrends. The AERA Open special topic offers a distinct 
perspective on education data science in comparison to prior 
summaries. Prior reviews emphasize the relevance of learn-
ing analytics and education data mining from either com-
puter science, data science, or learning science angles 
(Fischer et al., 2020; Piety et al., 2014). Related works like 
that of Rosenberg et al. (2020) extend the view to include 
teacher education’s concern with data science education, and 
Reardon and Stuart (2019) extend it to include the perspec-
tive of education policy in particular.

Many of the articles published in the AERA Open special 
topic focus on the mining of text data (via natural language 
processing) so as to better understand the variable success of 
experiments and policy implementation efforts. Other work 
uses digital technologies like web platforms and smartphone 
logs to acquire new forms of information. Such efforts serve 
to reveal previously hidden processes like considerations 
and interpretations that are integral to educational processes. 
Education scholars in this issue tend to focus more on mac-
rolevel qualities of educational systems, like public opinion 
about reforms, and less on microlevel aspects of clicks and 
utterances focused on in learning analytics research. Last, all 
the efforts to predict individual outcomes via machine learn-
ing or other means are generally circumspect, cautious, and 
critical, and reflect a more mature and nuanced version of 
data science that is well aware of how complex educational 
phenomena can be. In general, the AERA Open special topic 
on education data science presents a line of heterogeneous 
research that veers more toward social and policy issues than 
learning science and individual learning seen in other jour-
nals; leans more on description and explanation than predic-
tion; and offers more critique and the accomplishment of 
ethical goals than the creation of new algorithms and tools 
that can predict behavior or pressure it in certain directions.

Notably, any missing topics are likely the result of there 
being publication outlets already available in other subfields. 
Social network studies of education can often be found in 
Social Networks or mainstream sociology journals or say the 
Journal of Adolescence. Likewise, articles on learning analyt-
ics and education data mining can be found in conference pro-
ceedings of International Conference on Learning Analytics 
and Knowledge (LAK), the International Conference on 
Educational Data Mining (EDM), the International Conference 
on Artificial Intelligence in Education, the ACM (Association 
for Computing Machinery) Conference on Learning at Scale, 
the International Journal of Artificial Intelligence in Education, 
the Journal of Educational Data Mining, IEEE Transactions 
on Learning Technologies, the Journal of Learning Analytics, 
Workshop on Innovative Use of NLP for Building Educational 
Applications (BEA), and so on. AERA Open’s special topic is 
in many ways an outlet for education researchers and draws 
submissions from those in education departments and schools 
or from scholars eager to engage in conversation with educa-
tion researchers more directly.

In what follows, we lay out five themes that summarize 
the main contributions of the 12 articles of the EDS special 
topic. However, please note that our brief summaries do not 
fully capture the contributions of the full articles. Careful 
reading of the individual articles will yield additional 
insights and inspirations the limited space afforded here did 
not permit.

Theory

Shayan Doroudi (2020) in his article, “The Bias–Variance 
Tradeoff: How Data Science Can Inform Educational 
Debates”, contributes a theoretical argument on how data 
science thinking can inform some of education’s central 
debates and dualisms. In particular, a key concern of machine 
learning—the bias–variance tradeoff—is offered as an anal-
ogy for many vexing problems in educational research. On 
the one hand, much of education research emphasizes situ-
ated, or highly contextualized and rich qualitative cases, and 
on the other, it offers coarser, more generalized accounts 
using quantitative methods and large samples. The former 
approach tends to develop accounts that more closely fit the 
specific case and are less “biased” but have higher “vari-
ance” in that the specific examples may be poorly situated 
for understanding and prediction of behavior in other con-
texts. Conversely, the latter approach often adopted by quan-
titative scholars describe more cases relatively well (low 
variance), but they do not describe every specific case very 
well (higher bias). Doroudi’s article argues that it helps rein-
terpret these persistent dualisms (and paradigm wars) via the 
bias-variance tradeoff. By seeing it as a “tradeoff” between 
competing inferential efforts, we can perhaps diminish divi-
sions in education and adopt less of an essentialist and exclu-
sive approach to research.

Data Mining Education Corpora

A second theme is the application of natural language pro-
cessing to large education corpora to reveal “hidden” patterns 
of language use. In the case of Lucy Li, Dora Demszky, 
Patricia Bromley, and Dan Jurafsky (Li et al., 2020; “Content 
Analysis of Textbooks via Natural Language Processing: 
Findings on Gender, Race, and Ethnicity in Texas U.S. History 
Textbooks”), the authors study the language used within 15 
U.S. history textbooks of the state of Texas (2015–2017). The 
work uses several methods (topic models, lexicons, and word 
embeddings) to identify the prevalent topics of textbooks, the 
actors discussed (gender, ethnicity) and their characterization 
(as passive or active via lexicons), and what sorts of contexts 
they are related to (embeddings). In so doing, the work reveals 
that history texts may be implicitly biased against and insensi-
tive to today’s students and their backgrounds. Through their 
choice of language, these texts may be inadvertently natural-
izing historical inequities minority groups experience. As 
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such, the authors present a variety of means by which future 
education researchers can reveal hidden patterns of language 
usage and meaning so that more awareness can be had of the 
implicit narratives present in historical accounts.

In the article by Ha Nguyen and Jade Jenkins (2020; “In 
or Out of Sync: Federal Funding and Research in Early 
Childhood”, NLP is applied to a large sample of nearly 
16,000 articles and grants available in digital archives that 
reflect research on early childhood. Through the use of topic 
models, they identify the key topics of this subfield and 
those that emerge in grants before publications. In so doing, 
they potentially identify how federal funding motivates and 
catalyzes scholarly production and likely has strong effects 
on scholars’ careers. This work is consistent with recent 
work using topic models to identify themes in math educa-
tion (Inglis & Foster, 2018) and education research more 
generally (Munoz-Najar Galvez et al., 2020). Prior articles 
like these sought to develop greater field consciousness and 
critique by making collective intellectual pursuits visible via 
topic models and topic trends. Nguyen and Jenkins extend 
this perspective by revealing how research funding drives 
publishing. This line of work promises to make the sociol-
ogy of knowledge a more immediate, reflexive, and critical 
research activity for entire knowledge domains in the years 
to come.

Social media also has information of relevance to school-
ing. Recent work finds that online school report cards can 
create disparities in housing values and reproduce social 
segregation (Hasan & Kumar, 2019). Likewise, the article 
on this special topic by Nabeel Gillani, Eric Chu, Doug 
Beeferman, Rebecca Eynon, and Deb Roy (Gillani et al., 
2021; “Parents’ Online School Reviews Reflect Several 
Racial and Socioeconomic Disparities in K-12 Education”) 
focuses on the public written reviews that parents make on 
school rating websites as a means to understand how parents 
are making subjective assessments of quality. The authors 
use NLP methods (bidirectional encoder representations 
from transformers, BERT) to study textual snippets in half a 
million parent reviews concerning 50,000 K–12 public 
schools and identify those most associated with school char-
acteristics (race, class, and test score) and school effective-
ness (test score gains). They find that urban and affluent 
schools get more reviews, that review language correlates 
with test scores (and race and income) rather than improve-
ment in test scores (i.e., effectiveness), and that reviews 
reflect racial and income disparities in education. As such, 
subjective online reviews by parents may be reproducing 
and reaffirming biased perspectives and achievement gaps. 
In short, the reproduction of educational inequality is per-
formed not just institutionally by powerful leaders and elites 
but also by parents online.

Similarly, the article by Joshua Rosenberg, Conrad 
Borchers, Elizabeth Dyer, Daniel Anderson, and Christian 
Fischer (Rosenberg et al., 2021; “Understanding Public 

Sentiment About Educational Reforms: the Next Generation 
Science Standards on Twitter”) explores the effects of public 
sentiment on education reforms. Whereas the Gillani et al.’s 
(2021) article uses half a million parental posts on great-
schools.org, Rosenberg et al. (2021) focus on the sentiments 
expressed in 656,000 Twitter posts in relation to the Next 
Generation Science Standards (NGSS). As many reform 
scholars note, public buy-in to reforms (and teacher buy-in) 
is essential for reforms to be effective. To study such buy-in, 
Rosenberg et al. draw on social media posts and use senti-
ment analysis (and Machine learning methods for automated 
classification of manual coding) to ascertain how NGSS is 
being publicly perceived. They find that the NGSS is receiv-
ing increasingly positive support and contrast their findings 
with opinion polling on the Common Core State Standards. 
Such an approach to studying social media posts may prove 
a fruitful means to gauging public buy-in to educational 
reforms, and in an economical, scalable fashion.

Insight Into Interventions

Another theme focuses on experiments and treatments 
employed in education research. This theme focuses on the 
use of data science to reveal why a treatment had varied suc-
cess and reception, or how well a reform was implemented. 
The study by Nia Dowell, Timothy McKay, and George 
Perrett (Dowell et al., 2021; “It’s Not That You Said It, It’s 
How You Said It: Exploring the Linguistic Mechanisms 
Underlying Values Affirmation Interventions at Scale”) uses 
NLP to identify features of essay interventions that make 
them successful in certain conditions and for certain disad-
vantaged groups (Jiang & Pardos, 2021). In particular, they 
look at value affirmation (VA) writings (a stereotype threat 
intervention) as a means of ameliorating gender disparities, 
and they identify various features of VA writings (using 
Coh-metrix to identify ideational and referential cohesion in 
texts, and LIWC [linguistic inquiry word count] to identify 
dictionary-based sets of terms reflective of affect, cognition, 
etc.) that distinguish successful from unsuccessful writing 
interventions. In addition, they ask what language and dis-
course features differentiate between successful male and 
female VA. With their array of NLP-derived features, they 
find certain combinations of language features—or principal 
components—best characterize their usage and best predict 
treatment/control conditions. In so doing, the work helps 
researchers learn why their psychological interventions have 
greater or lesser returns and especially for different groups 
(e.g., due to qualities of essay cohesion, affect, cognitive 
state, and social orientation).

The article by Lovenoor Aulck, Joshua Malters, Casey 
Lee, Gianni Mancinelli, Min Sun, and Jevin West (Aulck 
et al., 2021; “Helping FIG-ure It Out: A Large-Scale Study 
of Freshmen Interest Groups and Student Success”) studies 
the impact of freshmen seminars on 76,000 University of 
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Washington students over 22 years. They use propensity 
scores to find matched samples of freshmen who were in the 
freshmen seminar (or freshmen interest groups, FIG) versus 
those who were not, and to see if the seminars have a posi-
tive effect. They find the seminars do have a positive effect 
on retention, especially for underrepresented minorities who 
are most likely to drop out. They then look at 12,500 open-
ended survey responses from these students, use latent 
Dirichlet allocation (LDA) to identify topics or thematic 
resources mentioned, and use those to guide qualitative cod-
ing of specific resources FIGs’ afford. Similar to the Dowell 
et al. (2021) article, they use data science tools to discern 
why an experimental condition has its observed effects (e.g., 
the seminars offer integration, belonging and information).

Whereas the Dowell et al. (2021) and Aulck et al. (2021) 
articles use NLP methods to understand how and why a 
treatment is effective or not, the article by Kylie Anglin, 
Vivian Wong, and Arielle Boguslav (Anglin et al., 2021; “A 
Natural Language Processing Approach to Measuring 
Treatment Adherence and Consistency Using Semantic 
Similarity”) uses NLP to determine whether an educational 
reform is being delivered with fidelity. The work argues that 
the success of most reforms and interventions depends on 
whether it is actually implemented as proposed. The authors 
used data from five different randomized control trials to 
study mixed reality simulated classroom environments that 
entail coaching sessions (of ~100 persons each). They study 
the transcripts of video-taped coaching sessions and use 
simple NLP metrics (cosine similarity of word vectors across 
the protocol and the coaching session dialogue) to generate 
measures of intervention adherence and replication. They 
then ascertain the validity of their adherence and replication 
measures by seeing how well they correspond with survey 
responses on adherence and replication. They argue such 
NLP-based metrics could be used to determine how well 
reforms are being adhered to and replicated over time, and 
that such measurement may help education reformers better 
determine if implementation is to blame for the success or 
failure of education reforms.

A final article uses NLP to formatively assess an educa-
tional intervention. The article was written by Joshua 
Littenberg-Tobias, Justin Reich, and Elizabeth Borneman 
(Littenberg-Tobias et al., 2021; “Measuring Equity-
Promoting Behaviors in Digital Teaching Simulations: A 
Topic Modeling Approach”), and concerns a large online 
course of 965 students that uses simulations to educate par-
ticipants in diversity, equity, and inclusion. The study uses 
structural topic models (STM) to ascertain how attitudes and 
behaviors of the participants shift over the course of differ-
ent equity simulation scenarios. In particular, the STM 
allows them to hypothesize and test whether persons with 
different equity attitudes converge over time. They find 
through this approach that desired attitudes and behaviors on 
diversity, equity, and inclusion do converge for all groups 

and toward the defined goals. So again, much like the prior 
work, data science is being used to formatively assess the 
effects or returns of various treatments. In this manner, tradi-
tional experimental research is augmented and advanced in 
useful and exciting ways.

New Data

A fourth theme concerns the collection of new forms of 
data via new technologies like Web platforms and smart-
phones. From the recorded information on these platforms 
and the logs of these phones, insights regarding behaviors 
may become available that had heretofore been hidden due 
to the lack of appropriate data. For example, the article by 
Sorathan Chaturapruek, Tobias Dalberg, Marissa E. 
Thompson, Sonia Giebel, Monique H. Harrison, Ramesh 
Johari, Mitchell L. Stevens, and Rene F. Kizilcec 
(Chaturapruek et al., 2021; “Studying Undergraduate Course 
Consideration at Scale”) develops a Web-based platform for 
college course exploration at Stanford. The clickstream data 
collected on this platform allows them to not only identify 
the courses that 3,336 Stanford freshmen took in 2016–2017 
but also the courses they viewed or considered. The viewed 
set consists of only an average of nine courses (<2% avail-
able), but the authors interestingly find the narrow set of 
course considerations predict student majors 2 years later 
and net of their course taking. As such, data science can help 
us acquire new data and identify new mechanisms defining 
educational careers.

A second article, by René Kizilcec, Maximillian Chen, 
Kaja Jasińka, Michael Madalo, and Amy Ogan (Kizikcec 
et al., 2021; “Mobile Learning During School Disruptions in 
Sub-Saharan Africa”), also uses technology to acquire new 
data and new treatments. This work investigates how mobile 
learning technologies helped offset social disruptions to 
schooling for over 1.3 million students in sub-Saharan 
Africa. When schools were disrupted by violence during 
election cycles, the communities heavily relied on curricula 
and quizzes sent via smartphones to students, so as to sustain 
educational delivery in uncertain times. The reliance on big 
data and the log data of smart phones is what establishes this 
work as innovative education data science. Its application to 
more strained regions and populations (at scale) seems espe-
cially promising for education data science research going 
forward.

Critique of Machine Learning Predictions

Were scholars to look at typical computer science outlets 
for data science articles, they would find a prevalence of 
machine learning models and efforts to predict various atti-
tudinal or behavioral outcomes. Such a concern is less prev-
alent in the AERA Open special topic on education data 
science, but when and where it did arise, authors tend to be 
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more circumspect and critical, noting such approaches are 
fallible. Such caution, for example, can be found in the 
Fragile Families Data Challenge (Salganik et al., 2020) and 
prior efforts at predicting student achievement (Davidson 
2019). Both efforts resulted in modest predictive power and 
were critical of efforts to predict complex social outcomes 
like poverty and student achievement. Often a simpler model 
does as well as a complex one, and usually, obvious factors 
play outsized roles (e.g., path dependence). The article 
exemplifying this in our special topic is written by Kelli 
Bird, Ben Castelman, Zachary Mabel, and Yifeng Song 
(Bird et al., 2021; “Bringing Transparency to Predictive 
Analytics: A Systematic Comparison of Predictive Modeling 
Methods in Higher Education”). Their article attempts to 
predict college dropouts using a variety of metrics and 
machine learning approaches and calls for greater transpar-
ency and critique of them. The authors argue there are good 
reasons to predict college dropouts using data science 
approaches: Many institutions are already using them and 
basing institutional decisions on their findings, but the meth-
ods and models used are all too often proprietary and lack 
transparency. The public cannot tell what metrics were used, 
what methods were employed, and what issues and prob-
lems arose. By performing such analysis on students in 23 
community colleges in the commonwealth of Virginia 
(Virginia Community College System, VCCS), Bird et al. 
bring to light these potential concerns. They find that differ-
ent predictive methods highlight different features salient to 
dropping out of college, but they tend to have relatively 
similar results differing on 600 cases out of the 300K mod-
eled, and often the simplest predictive modeling approach 
(e.g., logit) works nearly as well as the most complex and 
computationally taxing (e.g., random forest, XGboost, and 
neural network). In sum, the work makes the strong case that 
educators should perform and investigate machine learning 
models used to inform and guide institutional policies so 
they are able to critique and assist institutions in their ethical 
use.

Future (or Where We Go From Here)

We end with prospective guidance as to what opportuni-
ties the emerging field of EDS could seize upon so as to have 
a larger beneficial impact on education. The first such oppor-
tunity is that the field should draw on the rich set of tradi-
tions that inform education research; in particular, humanistic 
and social science traditions (McFarland et al., 2015). These 
fields are engaging in a similar watershed where data sci-
ence and big data are entering and revolutionizing their 
fields. Confluences there reveal tensions and successes that 
perhaps EDS can learn from. One potential approach for 
integration of data science and education is through “adver-
sarial collaboration” (see previous discussion in a different 
context in Martschenko et al., 2019). In a similar 

vein, projects in educational data science should aim to 
incorporate the best of the methodological traditions inher-
ent in other disciplines alongside their theoretical and con-
ceptual traditions.

Epistemological methods of economists have at times 
found tension with those from the machine learning com-
munity in the arena of data mining. In higher education, 
however, EDS methods are beginning to provide new com-
plementary perspectives on institutional and student-level 
data (Chaturapruek et al., 2021). As these data become more 
readily available and joinable, machine learning can be used 
to synthesize and make comprehensible the rich contexts 
students traverse throughout their postsecondary paths 
(Pardos et al., 2019) and open up new avenues of interven-
tion using predictive models (Bird et al., 2021). The intro-
duction of data science approaches need not mean fields 
jettison well-earned advances and established tenets, that is, 
this is not a case of interfield colonization. Case in point, 
experimental designs from the discipline of economics can 
sometimes be applied as the gold standard for evaluating the 
effects of EDS-informed interventions in higher education.

As another example, a century’s worth of psychomet-
ric research offers numerous modeling approaches that 
might be worth utilizing alongside modern machine learn-
ing approaches. Psychometric approaches may be both 
informative for subsequent methodological advancement 
(in terms of the features that may merit attention) and also 
useful as benchmarks for new methods from data science. 
Such a perspective reveals that the gains from machine 
learning approaches are often relatively minor (if they 
exist at all). Another example is for data scientists to lis-
ten and learn from a century’s worth of careful work on 
sampling and to consider whether their all too often 
“found data” reflects known populations and to what 
extent (McFarland & McFarland, 2015). Much of the 
“shock and awe” from data science can be tempered and 
rendered more useful when we remember the insights our 
own fields impart.

One crucial question is how to best train students to enter 
the field of EDS. From our vantage, there should be a clear 
focus on problems of relevance to education that are poten-
tially tractable given the data we have on hand. Even though 
there has been a relative explosion of data in education, we 
still have far less data (i.e., data rich with many fields) than 
is available in other domains, and this might limit the appli-
cability of the most sophisticated algorithmic approaches 
(Bird et al., 2021). We should also work to build an ethic of 
responsibility in students. While many in technology have 
adopted a “move fast and break things” ethos, we think such 
an attitude would be highly inappropriate given the nature of 
education (i.e., the diversity of stakeholders and the care 
needed when dealing with issues affecting young people). 
Rather, we need to be more like physicians with their 
Hippocratic mandate (first, do no harm). Issues of equity, for 
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example, cannot be considered at the end but rather need to 
be central from the outset.

We close by offering two notes of caution. The first per-
tains to the limits of EDS. The computational approaches 
emphasized in EDS are exciting in that they may offer new 
insights into old problems or allow for novel kinds of data 
and perspectives to enter education research. However, these 
data and approaches will not be a panacea. The limitations of 
computational techniques can be seen in the recent short-
comings of the “Fragile Families Challenge” (Salganik 
et al., 2020). In that project, the addition of rich data and 
sophisticated modeling techniques did not substantially 
increase the predictability of several life course outcomes of 
relevance in the study of young people. We think these 
results are useful in terms of setting expectations: Behavioral 
science in general and educational science in particular are 
challenging. Most innovations on the data or computational 
side should be anticipated to bring only marginal improve-
ments in our understanding.

The second pertains to the insidious problem of bias in 
computational approaches and the need to work diligently 
toward fairness. Notwithstanding early references to possi-
bilities of bias in computation (Friedman & Nissenbaum, 
1996), detrimental effects have only been thoroughly stud-
ied in the past 5 years—a phenomenon highly correlated 
with the rise of automation and machine intelligence. We see 
four potential problems around bias in EDS approaches that 
researchers need to be mindful about (Zou & Schiebinger, 
2021). First, a growing majority of digital algorithms are 
automated based on data generated from a training set of 
past users. As this population is often skewed in favor of 
socioeconomically advantaged populations, this ends up fur-
ther marginalizing the knowledge generated by traditionally 
disadvantaged social groups. Second, there is a problem 
with the nature of prediction itself embedded in most data 
science algorithms. Predictions look to the past to make 
guesses about future events. In an unjustly stratified world, 
methods of prediction could project the inequalities of the 
past into the future. Third, many of today’s algorithms func-
tion on an unprecedented speed and scale. Google Translate 
serves over 200 million users a day (Prates et al., 2020). 
Previously expensive, slow, one-to-one functions can now 
be automated to become cheaper, faster and serve much 
larger audiences. This certainly means more people can ben-
efit from automated algorithms. But a biased translation sys-
tem could serve well over 200 million biased queries a day 
(Prates et al., 2020). Fourth, a lack of human control over 
what goes inside machine algorithms is sometimes consid-
ered indicative of impartiality. This assumption is problem-
atic as fairness is not inherent in any algorithm. It is rather a 
quality that has to be carefully designed for and maintained.

A lack of attention to fairness concerns in EDS can poten-
tially cause harm to both representation (when algorithms 
reinforce the subordination of information along the lines of 
identity) and allocation (when algorithms allocates or 

withholds certain groups an opportunity or a resource; 
Crawford, 2017). As Susskind (2018) cautions in Future 
Politics, “if you control the flow of information in a society, 
you can influence its shared sense of right and wrong, fair 
and unfair, clean and unclean, seemly and unseemly, real and 
fake, true and false, known and unknown” (p. 143).

In sum, EDS offers opportunities for innovating and 
advancing education research. The AERA Open special 
topic on education data science reveals the perspectives and 
concerns held by a subset of scholars genuinely interested 
in direct engagement with education research, and it offers 
an overview of the wider suite of data and methods beyond 
AERA Open that constitute EDS. While we have some 
degree of optimism about the research questions that will be 
tractable given the affordances of EDS, we also acknowl-
edge a need for a healthy dose of realism and caution. As 
new scholars enter this emerging research area and become 
EDS practitioners, they should do so with their eyes wide 
open so they can make the best use and application of these 
innovative approaches. The particular article presented in 
this AERA Open special topic are seen as exemplifying 
these opportunities and the cautious, realistic engagement 
with them.
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