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Abstract 

This study aims to compare the results of the factor analysis performed with Frequentist and 
Bayesian approaches. The number of sub-dimensions of the measurement tool obtained from 
different methods, the variation of the items in the sub-dimensions, and the fit statistics' 
differentiation were examined. 778 students constitute the study sample. Buss and Perry 
Aggression Questionnaire-short form was used in the study. The results obtained from 
Bayesian factor analysis and maximum likelihood, minimum residuals, principal axis 
factoring, ordinary least squares, weighted least squares, generalized least squares  factor 
extraction methods, which are frequentist factor analysis methods, were compared. As a result 
of the study, the number of factors obtained from different factor extraction methods was the 
same, and the measurement tool had a four-dimensional structure. The analyses were 
performed in R,and JASP the factor loading cut-off was set as .40. As a result of study, 
Bayesian approach also yields valid results in terms of factor analysis, similar to the frequentist 
approach. Bayesian factor analysis method allowed to keep the measurement tool's structure, 
and there is no need to remove items from the measurement tool. So the researchers were 
recommended to include the Bayesian factor analysis in their studies. 

 
Keywords: Bayes, factor analysis, measurement model. 
 

 

1. Introduction 

Two different theoretical approaches, the Classical (or Frequentist, Berkeley statistics) 
approach, and the Bayesian approach, were dominant in statistics' development process. 
Frequentist and Bayesian approaches have been seen as the other's alternative for addressing 
and processing many issues and concepts. Being an alternative approach having its discipline, 
many statistical concepts are interpreted differently by the Bayesian approach (Ekici, 2005; Mc 
Charty, 2007; Ekici, 2009; Etz & Vandekerckhove, 2016). Thomas Bayes, an English 
mathematician, laid the foundations of the Bayesian approach in 1763. In the paper "An Essay 
Towards Solving a Problem in the Doctrine of Chances," the approach was published by his 
friend Richard Price a certain time after Thomas Bayes' death. This article also forms the basis 
of the Bayesian approach used today (Link & Barker, 2006; Savchuk & Tsokos, 2011). 

Bayes' theorem is important in mathematical statistics. This theorem aims to produce results 
by using universal truths and observations in modeling. The most important feature that 
distinguishes this approach from other classical statistical methods is using observations and 
subjective opinions in predicting uncertain knowledge (Box & Tiao, 1992; Congdon, 2003; 
Ekici, 2009; Çevik, 2009; Link & Barker, 2006). The Bayesian approach has gained popularity 
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first in natural sciences and health sciences. In recent years, it became popular, especially in 
the social sciences, upon the science's open and ethical realization. The reasons for choosing 
the Bayesian approach are reliability, accuracy (especially in case of noisy data and small 
samples), the possibility of including prior knowledge in the analysis, and the intuitive and 
simple interpretation of the results (Berger, 1985; Carlin & Louis, 2000; Erkan, 2019). 

Frequentist and Bayesian approaches have theoretically differed from each other as they 
developed separately over time, and their distinctive features became evident. The frequentist 
approach is parallel to the deductive method, whereas the Bayesian approach shows parallelity 
to the inductive method. Usually, the frequentist approach seems closer to the descriptive 
interpretation of the causality principle, while the Bayesian approach is closer to the 
probabilistic interpretation of the causality principle (Ekici, 2009; Kruschke, 2010). In classical 
approaches, analyzes are performed under the assumption of normal distribution. According to 
this assumption, the distribution of data approaches the normal distribution in large samples. 
However, researchers may fail to meet this assumption. It may not be possible to achieve a 
large sample size, especially in studies conducted in medicine and psychology, or meet the 
assumption of multivariate normality in studies with incomplete observations such as in 
behavior and social sciences. In this case, the parameter and standard error estimates will tend 
to give biased results (Ekici, 2009; Ozechowski, 2014; Erkan, 2019). However, in the analyses 
based on the Bayesian approach, posterior distributions are obtained using raw data and prior 
knowledge. In this way, the Bayesian approach provides the most appropriate solution in cases 
where the analyzes based on classical approaches are insufficient. The frequentist approach 
generally focuses on testing the null hypothesis and often increases science's replication crisis 
due to misuse of the p-value. In the frequentist approach, the null hypothesis only survives until 
the next test, which is an important limitation of the frequentist approach, causing researchers 
to find themselves on the "wrong side of the null hypothesis" (Bernardo & Smith, 1994; 
Gelman et al., 2004; Lee, 2004). There is general acceptance that the Bayesian approach is a 
way to handle these and other problems (Szucs & Ioannidis, 2016; Benjamin et al., 2018; Etz 
& Vandekerckhove, 2016). 

Researchers can have good prior knowledge from the analysis of similar or historical data 
or other sources for many biomedical and behavioral sciences problems. This knowledge about 
unknown parameters obtained from previous studies is called prior. The most important feature 
that distinguishes Bayesian inference from frequentist inference is that prior knowledge is used 
in the Bayesian approach. 

Bayes theorem is mainly based on combining prior probability distributions to generate 
posterior probabilities. A priori distribution of a parameter is a probability distribution that 
contains imprecise information about the parameter before analyzing the data. According to 
the Bayesian approach, without making any observations for parameter estimation, one can 
have an idea about the value of theta by using the previous information. From this point of 
view, it can be thought that there is a pre-knowledge distribution consisting of the values that 
theta can take (Meyer & Millar, 1999; Millar, 2002; Lee, 2012). In Bayesian statistics, the prior 
probability corresponds to the event's probability before new data are collected. Bayes theorem, 
which forms the basis of the Bayesian approach, is shown in Equation 1. 

 

𝑝(𝐴\𝐵) =
𝑝(𝐵\𝐴) 𝑝(𝐴)

𝑝(𝐵)
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In this equation obtained from the conditional probability definition, p(A\B) shows the 
probability of event A occurring, given that event B occurred. The expression p(B\A) in the 
numerator part of this equation shows the probability of occurrence of event B, given that event 
A occurred, and p (A) and p (B) show the probability of occurrence of events A and B, 
respectively (Winkler, 2003). Bayes theorem allows the interpretation of parameters using 
prior knowledge after collecting prior knowledge. Previous studies, experiments, and expert 
opinions are accepted as prior knowledge. In the Bayesian approach, the posterior knowledge 
shows the current state of the knowledge about all unknown parameters, and it is obtained 
using prior information and the likelihood function (Equation I). Figure 1 shows the basic logic 
of Bayesian statistics. 

Posterior probability= Likelihood x prior probability / Proof of the prior probability           
(Equation I) 

 
Figure 1. Calculation of bayesian posterior probability. source: Adams et al. (2013) 

 
The expression p (A\B) given in Equation 1 shows the posterior probability, the expression 

p (A) shows the prior probability, the expression p(B\A) the likelihood function, and the 
expression p(B) shows the proof of the prior probability. This is considered the best rational 
assessment of a posterior probability based on available knowledge before an experiment is 
conducted. The posterior probability is the revised probability of an event that occurs after new 
knowledge is taken into account. The posterior probability is calculated by updating the prior 
probability using the Bayes theorem. Accordingly, the posterior probability statistically means 
"the probability of event A to occur given that event B occurred." In the Bayesian approach, 
the prior distribution must be determined to obtain the posterior distribution. Determining prior 
distribution for model parameters and permitting them to explain their probability directly 
emerges as a distinctive feature compared to the classical approach. However, to achieve this, 
the researcher needs to select the prior distribution of model parameters before analysis. It can 
be said that this stage is perhaps the most challenging part for the researcher (Ekici, 2009; 
Ozechowski, 2014; Erkan, 2019). 

The data sets govern our prior beliefs about parameters and thus give rise to current beliefs. 
But how is the prior selection carried out? Prior choice is related to how much information we 
have before collecting data and how accurate we believe this information is. Prior distributions 
are divided into two as informative and non-informative according to the amount of 
information they have. According to the amount of information, the preliminary distribution 
can directly affect the final distribution, as well as through the likelihood function. Whether 
this percentage distribution contains information is the most important selection criterion in 
determining the prior distribution (Lee, 2004; Walker, Gustafson & Frimer, 2007; Yuan & 
MacKinnon, 2009). 
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1.1. Exploratory Factor Analysis and Bayesian Approach 

Thurstone (1934) suggested some criteria for predicting and describing factor models with 
perfectly simple structures, where each measurement is associated with at most one latent 
factor, and he developed various analytical methods. For him, the models with simple 
structures are transparent and easily interpreted. He developed the "oblique" rotation method 
for factor analysis, suggesting that interrelated factors are a more reasonable representation of 
reality (Thurstone, 1947). Exploratory factor analysis is accepted as a classical method 
developed for discovering the perfect simple structure that Thurnstone (1934) tried to reach 
(Gorsuch, 1983, 2003). Almost all of the classical Exploratory Factor Analyzes' steps are at the 
researcher's arbitrariness to a certain extent (Conti et al., 2014). Classical factor analysis 
consists of four steps: choosing the model's sub-dimensions, assigning the items to factors, 
estimating factor loadings, and removing the items assigned on more than one factor. Also, 
various methods are available to select the dimensional latent structure, remove items, and 
rotate factors (Jenrich, 2001; Gorsuch, 2003; Costello & Osborne, 2005). 

The researcher aims to perform Bayesian factor analysis to carry out an analysis that better 
reflects the theories and prior beliefs. The analysis is carried out using Markov Chain Monte 
Carlo (MCMC) methods, which are the models that simulate observations derived from 
complex distributions and allow working with high dimensional models. The Monte Carlo 
method is an experimental method that aims to reach the result by experimenting with random 
numbers. Monte Carlo refers to the partial random simulation process. It is also known as the 
Metropolis algorithm and aims to go to predictive solutions in problems where it is difficult to 
reach exact solutions. The Markov chain is; Considering the previous value, a new value from 
the a priori distribution represents the sampling process. These iterative process values 
constitute the markov chain value of the sample drawn from the a priori distribution (Box & 
Tiao, 1992; Congdon, 2003; Congdon, 2010; Karadağ, 2011) 

The model's parameters and latent variables are simulated from the posterior distribution, 
which has a systematically equivalent equation. Since full posterior distributions can be 
deduced for unknown parameters and latent variables in MCMC, the large sample assumption 
is not needed (Ozechowski, 2014). Therefore, the Bayes estimation performs well in small 
sample sizes. Besides, unlike the Maximum Likelihood (ML) estimation, the multivariate 
normal distribution assumption is not sought in Bayes estimation in analyzes. In terms of 
computation, Bayes estimation allows estimating more complex models than the Maximum 
Likelihood estimation (Asparouhov & Muthen, 2010; Schmitt, 2011). The most frequently 
used methods in MCMC are MCMC sampling and Gibbs sampling, which are based on the 
Metropolis-Hastings algorithm. 

The Metropolis-Hastings algorithm was invented by American physicist and computer 
scientist Nicholas C. Metropolis. The algorithm is simple and practical and is used to obtain 
random samples from an arbitrary complex target distribution of any size, known as the 
normalization constant. "Gibbs sampling", a special case of the Metropolis-Hastings algorithm, 
requires decomposing the combined posterior distribution into full conditional distributions for 
each parameter in the model and their sample. According to some researchers, this algorithm 
is more useful since the auxiliary distribution is not required for the application of the 
Metropolis algorithm. 

The classical factor analysis's rotation stage is not included in the functioning of the 
Bayesian factor analysis. The gap created by the absence of rotation is overcome with strong 
priors and MCMC methods. Factor loadings of the items formed by Bayesian factor analysis 
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are affected by prior distributions; therefore, they differ from factor loadings created by 
classical factor analysis. In Bayesian factor analysis, all model parameters (loadings, intercepts, 
variances, correlations) have prior distributions (Mair, 2018; Piatek, 2019). 

Bayesian factor analysis does not only load the item scores obtained from the measurement 
processes to any dimension but also uses all obtained information. Unlike classical factor 
analysis, in Bayesian factor analysis, the number of factors is not specified at the first stage. 
The number of factors is estimated with other parameters. The definition criteria of classical 
factor analysis are included in the Bayesian factor analysis, and posterior distributions, which 
constitute stable and interpretable models, are formed during the inclusion process. Hinkin 
(1995) underlined that approximately 71% of the literature studies where exploratory factor 
analysis was used were publications involving dimension reduction and scale development. 
Thus, the Bayesian method's introduction as an alternative to frequentist methods is important 
in contributing to the field. 

With this study, it is possible to use the posterior distribution obtained in previous studies 
as a prior in a new study in case of new observations. Besides, MCMC methods allow 
performing the probability theory analyses in small samples without meeting normality 
assumption, which assigns an important role to Bayesian factor analysis. Bayesian factor 
analysis methods that eliminate the hypothetical limitations of frequentist factor analysis can 
be used as an alternative to classical exploratory factor analysis, which is frequently used in 
scale development studies, especially in educational and social sciences. This study aims to 
compare the factor analysis results obtained from frequentist and Bayesian approaches. For 
this reason, the following subjects were discussed in the study: the number of sub-dimensions 
in the measurement tool obtained by different methods, the variation of the items in the sub-
dimensions, and the differentiation of the fit statistics. The study also aims to compare some 
statistical results of frequentist and Bayesian factor analysis; to show the advantages of the 
Bayesian method and contribute to the idea that Bayesian factor analysis can be used as an 
alternative to classical factor analysis or as a validation method. The research's problem 
statement was specified as "Do the factor analysis results obtained from frequentist and 
Bayesian factor analysis differ?". 

 

2. Method 

This study compares classical exploratory factor analysis results based on the frequentist 
and Bayesian method. Since it is aimed to reveal similar and different aspects of the analysis 
results obtained from two different methods, the study is under the comparative studies model, 
one of the quantitative research methods (Mills, Bunt, & Brujin, 2006). 

 

2.1. Study Sample 
The study sample consists of 778 students between the ages of 15-18 from five different 

high schools. Approximately 35% of the participants were male, and 65% were female 
students. The sample selection was based on volunteerism, and no personal information was 
collected from the participants. The sample of the study includes students from the 9th, 10th, 
11th, and 12th grades. The stratified purposeful sampling method, one of the purposeful 
sampling methods, was used to discover and describe the characteristics of certain subgroups 
of the sample used in the study (Fraenkel, Wallen, & Hyun, 2012). 

 

2.2. Data Collection Instruments  
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In the study, Buss and Perry Aggression Questionnaire-short form was used as the data 
collection tool. Regarding the literature, there are many measuring tools developed to 
determine the level of aggression (Buss & Perry, 1992; Palmstierna & Wistedt, 1987; Raine et 
al., 2006). Among these measurement tools, Buss and Perry Aggression Questionnaire is the 
most used one. The scale consists of 29 items and 4 sub-dimensions: physical aggression, 
verbal aggression, anger, and hostility (Buss & Perry, 1992). Bryant and Smith developed the 
short form of the scale to create a much simpler data collection tool with three items in each 
sub-dimension. The short form has been adapted to different cultures, including the 
Netherlands, Argentina, and China (Reyna et al., 2011); the psychometric properties of the 
Turkish version such as gender, age, measurement equivalence, and changing item function 
were examined by Kuzucu and Sarıot-Ertürk (2020). The results showed that the Aggression 
Scale's Short Form is a measurement tool that consists of four factors, has an acceptable level 
of reliability for Turkish culture, does not show a measurement difference according to gender, 
and can measure aggression for adolescents and adults. 

2.3. Data Analysis  
Today, bayesian analyzes can be performed using popular software such as WinBUGS, R, 

JASP, SAS, MPLUS and SPSS. SAS and SPSS are commercial softwares and other softwares 
are free. Among these softwares, WinBUGS, R and JASP stand out for being free. Open source 
and free R and JASP softwares were used in the research . Within the scope of the R program, 
the "BayesFM" package was used, in which the number of latent factors and the assignment of 
explanatory variables (manifest variables) to the factors were determined during the MCMC 
sampling process (Piatek, 2019). 

In the original publication where Buss and Perry Aggression Questionnaire-short form was 
developed, four factors of the scale were reported to be interrelated. They used the principal 
axis factoring method as the factor extraction method for exploratory factor analysis and the 
ProMax method as the rotation method. In Social Sciences, the relevant structure's factors are 
generally expected to be related to each other (Costello & Osborne, 2005). However, the 
selection of the correct rotation method depends on the researcher's objective. It is necessary 
to check whether the used rotation method accurately reflects pre-existing assumptions about 
the data and whether the rotated data matches the model expected from the theory (Allen, 
2017). Different factor extraction methods were used to compare related sub-dimensions. In 
the analysis, factor loading cut-off was set as 0.40 considering that low values of factor loading 
cut-off cause some items to be assigned to more than one factor and cross-loading occurs 
(Costello & Osborne, 2005); with a low factor loading cut-off value, it is more likely that 
subjectivity will be more involved in the decision-making process regarding the items that 
should be kept in the measuring tool; and a higher cut-off value allows the items to represent 
better the factors to which they are attached (Comrey & Lee, 1992; Tabachnick & Fidell, 2007).  

Important assumptions in factor analysis methods are: (i) the quality of the data set, (ii) the 
suitability of the variables in the data set to the analysis, (iii) meeting the multivariate normality 
assumptions of the data, and (iv) the adequate sample size (Floyd & Widaman, 1995). In 
classical exploratory factor analysis, KMO is used to test the sample size's adequacy; Bartlett's 
test of sphericity is performed to decide whether the data matrix is the unit matrix and whether 
the correlation between the variables is sufficient. Accordingly, Kaiser-Mayer-Olkin (KMO) 
value should be greater than 0.80 (Kaiser, 1970), and the result of the Bartlett test is expected 
to be statistically significant (Hair, Anderson, Tattham, & Black, 1995; Tabachnick & Fidell, 
2007). The study's KMO value was found to be .81, and the Bartlett test was found to be 
statistically significant (χ2 = 2558, df = 66, p <.05). Regarding the studies in the literature on 
classical exploratory factor analysis, the recommended sample size should be at least 300, and 
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the number of observations for each variable (item) should be between 5 and 10 (Comrey & 
Lee, 1992; Tabachnick & Fidell, 2007). The Mardia test was used to test for multivariate 
normality, and it was concluded that both kurtosis and skewness met multivariate normality. 
Since the data set used in the study is based on the data collected from 778 individuals, it can 
be said that the sample size is sufficient. Considering the KMO and Bartlett test results and the 
sample size, it can be said that important assumptions of the classical exploratory factor 
analysis are met. 
 

3. Results 
This part of the research includes the findings and comments about the results of the 

performed analyzes. First, scree plots showing the number of factors obtained from real and 
simulated data using different factor extraction methods are shown in Figure 2. 

 

 
Figure 2. Scree plots of factor extraction methods 

Figure 2 shows that the number of factors obtained from different factor extraction methods 
is the same, and the measurement tool has four factors. Then, the models established to estimate 
the factor structures by the observed variables were compared. Table 1 shows the items to be 
removed, explained variance, RMSEA, TLI, and the pseudo-chi-square value for the classical 
exploratory factor analysis performed by using different factor extraction methods, where 
promax rotation method, and the factor loading cut-off value is specified as 0.4.  
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Table 1. The Results of Classical Exploratory Factor Analysis  

 Factoring 

Method 

Rotation 

Method 

Cut-

Off  

Removed 

Item 

Explained 

variance 

(%) 

RMSEA TLI χ²/df P-

value 

for 

χ²/df  

Model 

1 

Maximum 

likelihood 

Promax 0.4 None 50 0.0210 0.99

2 

31.5/2

4 

0.139 

Model 

2 

Minimum 

residuals 

Promax 0.4 None 50 0.0220 0.99

1 

32.4/2

4 

0.116 

Model 

3 

Principal 

axis 

factoring 

Promax 0.4 None 50 0.0220 0.99

1 

32.4/2

4 

0.115 

Model 

4 

Ordinary 

least 

squares 

Promax 0.4 None 50 0.0220 0.99

1 

32.4/2

4 

0.116 

Model 

5 

Weighted 

least 

squares 

Promax 0.4 None 50 0.0220 0.99

1 

32.3/2

4 

0.117 

Model 

6 

Generalized

least 

squares 

Promax 0.4 None 50 0.0220 0.99

1 

32.3/2

4 

0.117 

 
Regarding Table 1, the explained variance, Root Mean Square Error (RMSEA), Tucker-

Lewis Index (TLI), and pseudo-chi-square values computed by using the different factor 
extraction methods and rotation methods are the same. When Table 1, which includes the 
results of the models established within the scope of 6 different extraction methods, is 
examined, it is striking that the explained variances (50%), RMSEA values, Tucker Lewis 
indexes (TLI) and pseudo chi-square values are very close to each other. When Table 1 is re-
examined, it is striking that there is no requirement for item deletion for the models established 
within the scope of different factor extraction methods. At the same time, when the goodness 
of fit indices in Table 1 are examined, it is striking that the RMSEA, TLI and χ²/df values 
indicate a good fit. 

In Figure 3, there are factor loading tables related to the results of frequentist exploratory 
factor analysis performed within the scope of different factor extraction methods. 
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Figure 3. Factor loading tables for different factor extraction methods 

When the factor loadings tables, which are the output of frequentist exploratory factor 
analysis performed within the scope of different factor extraction methods in Figure 3, are 
examined, it is striking that the factor loading values of the relevant item in each table are very 
close to each other. At the same time, it has been calculated that the variance values explained 
by the relevant factor in each table are very close to each other. When Figure 3 was examined 
again, it was calculated that the variances explained for the six different models were very close 
to each other. It is striking that item 4 has the lowest factor loading and item 11 has the highest 
factor load. 

After classical exploratory factor analysis, Bayesian exploratory factor analysis was 
performed. The BayesFM package used in the Bayesian exploratory factor analysis employs 
the MCMC sampling method, based on the Metropolis-Hastings algorithm; therefore, the 
Bayesian exploratory factor analysis carried out in the research is based on the Metropolis-
Hastings algorithm. In this study, the bayesian model specification was made assuming non-
informative and uncorrelated priors. Specifically, it was assumed a multivariate normal 
distribution centered at zero with diagonal variance and covariance matrix of 0.001 precision 
for factor loadings. The MCMC method was performd to 50000 iterations with a burn-in 
sample of 5000 and thinning interval equal to 100. 

It is noticeable that all 12 variables positively affect the factor score. In this study, The 
Heidelberger and Welch’s convergence diagnostic test was used to test the null hypothesis that 
the values-sampled by MCMC are from a stationary distribution, a requisite for good inference 
model. This test uses the "Cramer-von Mises Statistic". In this case, the test shows that for most 
of the variables, the null hypothesis is not rejected. 

The factor loading matrix of the Bayesian exploratory factor analysis is shown in Figure 4. 
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 Figure 4. Factor loading matrix 

The factor loading matrix of the Bayesian exploratory factor analysis in Figure 4 shows that 
item 11 is the item with the highest factor loading of 0.85, and item 4 is the one with the lowest 
factor loading. As a result of the calculation performed using factor loadings (Kim & Mueller, 
1978), the explained variance was found to be approximately 50%. The measurement tool was 
found to have four factors for both frequentist and Bayesian factor analysis in the study. The 
difference between the methods arises from the number of items to be removed from the scale. 
It is striking that the variance values explained for the models developed within the scope of 
frequentist exploratory factor analysis and for the model developed within the scope of 
bayesian exploratory factor analysis are almost the same. At the same time, when Figure 3 and 
Figure 4 were evaluated together, it was concluded that the item with the least factor loading 
was item 4 and the item with the highest factor loading was item 11. 

 

4. Discussion, Conclusion and Recommendations 
It is thought that exploratory factor analysis is related to item reduction through dimension 

reduction approach. The Buss and Perry Aggression Questionnaire-short form used in the study 
consists of 12 items, and the fact that the structure formed as a result of Bayesian exploratory 
factor analysis consists of 12 items shows that the Bayesian approach also yields valid results 
in terms of factor analysis, similar to the frequentist approach. Bayesian factor analysis method 
allowed to keep the measurement tool's structure, and there is no need to remove items from 
the measurement tool. In other words, within the scope of the research, the factor loading limit 
value of 0.4 in the original article was adhered to, and as a result, the structure formed within 
the scope of both frequency exploratory factor analysis and bayesian exploratory factor 
analysis did not require any item deletion and the explained variance values were very close to 
each other. structures were determined. 

In the exploratory factor analysis, the variables assigned to a factor are kept within the 
structure, whereas the variables assigned to more than one factor or not assigned to any factor 
are removed from the structure (Hinkin, 1998; Tabachnick & Fidell, 2007). The most popular 
factor loading cut-off, called "good" in the literature, is 0.40 (Hinkin, 1998). Several 
researchers suggested 0.30 (Costello & Osborne, 2005), 0.32 (Tabachnick & Fidell, 2001), and 
0.45 (Tabachnick & Fidell, 2007) as well. Hair, Black, Babin & Anderson (2009) stated that 
factor loadings between 0.3 and 0.4 are acceptable and suggested that if it is desired to select 
practically significant items, the items having factor loading 0.5 or higher than 0.5 should be 
kept. In the light of this information, factor loading cut off value can be determined as 0.5 for 
exploratory factor analyzes in terms of both the selection of items of practical importance and 
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the minimum exposure to cross-loading problem within the scope of scale development and 
adaptation studies. Although the cut-off point for the factor load value was determined as 0.4 
with the Bayesian factor analysis method carried out within the scope of the research, it was 
determined that the structure created within the scope of the original article would be preserved, 
in other words, there would be no need for item deletion when we took this value as 0.5. 
However, in case the factor loading cut off value is 0.4, it has been determined that item 
deletion should be performed for all frequentist exploratory factor analysis results performed 
within the scope of different factor extraction methods. 

Regarding the steps to be followed in exploratory factor analysis, it can be said that these 
procedures are complex. Even researchers with years of experience remain uncertain about 
some nuances and details regarding the structure discovered by the exploratory factor analysis 
(Osborne, 2015). Considering this situation, evidence-gathering processes for the structures 
formed in classical exploratory factor analysis, which researchers in the literature often prefer, 
can be enhanced by using Bayesian exploratory factor analysis. 

Different methods can be introduced to the researchers who started their postgraduate 
education to help them decide the method they should use for the relevant structure in factor 
analysis. What is important at this stage is to provide the strongest set of arguments for each 
step of the structure-building process (Brown, 2009c). Including a preliminary criterion or 
criteria in the report that can be proven to be convincing and useful will increase the results' 
validity. Factor analysis based on different rotation methods, testing whether the same structure 
is observed, can increase the study's validity and strengthen the results. 

In Bayesian exploratory factor analysis, one should be very careful about writing scripts 
(codes). The slightest misspelling made while defining the model and transferring the data to 
the program will cause the model not to work. Another point to be considered in the Bayesian 
exploratory factor analysis is setting the convergence value and burn-in period. The lack of a 
definite rule on this issue is a disadvantage for Bayesian models. The Bayesian approach 
provides researchers with advantages in terms of time and cost, especially by working with 
small samples and overcoming multiple calculations in complex models. But the absence of a 
definite rule for convergence value and burn-in period may require the researcher to do more 
trials to reach appropriate statistical values. 

When the literature is examined, it is observed that bayesian methods have gradually started 
to be used instead of estimation methods, which have been used for years, especially within 
the scope of latent variable modeling. For the frequentist structural equation model, point 
estimation, asymptotic confidence limits and test statistics are generally used using the highest 
likelihood (ML) method. In Bayesian approach, latent variables are estimated by MCMC with 
the help of full posterior distribution for parameters. Bayesian method uses MCMC algorithms 
to obtain posterior distributions. MCMC uses a set of conditional distributions to pull parameter 
values with random walk simulation. Thanks to these conditional distributions, it is tried to 
obtain a distribution that converges to the composite posterior distribution. The most important 
advantage of MCMC is that it does not need asymptotic normality in samples and gives reliable 
results in small samples. The flexible nature of Bayesian methods, allowing researchers to 
include their own experiences into posterior distributions, achieving lower errors thanks to 
MCMC methods, and working well in small samples make it a method that is increasingly used 
in many areas today. Considering the advantages of Bayesian methods, especially MCMC, it 
is recommended to use Bayesian exploratory factor analysis as a validation method for the 
results of basic analysis or frequentist factor analysis within the scope of scale development 
and scale adaptation studies.  



International Online Journal of Education and Teaching (IOJET) 2021, 8(4), 2871-2887. 

 

2883 

Although user-friendly statistics programs are available for Bayesian methods, applying 
these methods requires mastery in statistics and a very good understanding of the theoretical 
background. 

Within the scope of the study, analyzes were carried out using the answers obtained from 
778 people who answered the Buss and Perry Aggression Questionnaire-short form. A similar 
study can be carried out comparatively using simulative data generated under different 
conditions. 
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