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Abstract: Student retention is a wide-reaching issue that causes a concern to postsecondary institu-
tions and policy-makers. This research aimed to examine the impact of a geo-spatial factor—distance
to the closest metropolitan area—on student retention from a multi-institutional perspective, through
the data collected from the Integrated Postsecondary Education Data System (2017) of the U.S. De-
partment of Education. Using the K-means clustering technique, 329 geographically dispersed higher
education institutions with similar characteristics were identified. A spatial lag model was adopted
to account for spatial autocorrelation detected within the dataset. A series of hierarchical regression
was then conducted to measure how well the spatial variable explained student retention rate after
accounting for institutional level attributes. The student retention rate was found to decrease as a
university is located away from the closest metropolitan area. This finding has crucial policy and
administrative implications if analyzed within the context of rural–urban discrepancies in higher
education. Extending the spatial scope of retention analysis is an important step in accurately
determining the set of factors that provides a better understanding of this complex problem.

Keywords: student retention; spatial factor; distance; metropolitan area; institutional characteris-
tics; clustering

1. Introduction

Student retention continues to be an intricate problem for higher education [1]. Ap-
proximately 40% of college students drop out before completing a four-year college pro-
gram or earning a college degree [2]. Higher drop-out rates place significant financial
burden on post-secondary institutions [3] and lead to lower graduation rates [1]; together
these create further challenges in the states where performance-based funding initiatives are
implemented. Therefore, to cope with shifts in governmental funding and changes in the
educational marketplace, student academic progress and retention must be continuously
monitored and ensured by colleges.

Within the past five decades, a significant amount of research has been dedicated to
investigating the underlying reasons why students drop out. In general, prior research in
student retention has focused on psychological changes [4–8], academic success [9,10], aca-
demic preparation practices [11–13], and student demographics and characteristics [3,14,15].

While “the student-centered research tradition” that explores the relationship between
student-related attributes and retention is vast [15–17], the empirical evidence of high-level
institutional characteristics that focuses on what colleges can do to foster college attainment
and retention is still meager and provides limited guidance for researchers, educators, and
administrators. In the past decade, some studies have shifted their attention to emphasize
the effects of institutional factors on student retention [15,18–20]. The institutional-level stu-
dent demographic variables have been the most influential traits used to analyze collegiate
persistence among other factors [2,21–23]. However, only a limited number of studies has
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considered the effect of the national level longitudinal analysis of demographic variables
on student retention. For instance, Ware [24] used the Integrated Postsecondary Education
Data System (IPEDS) of the U.S. Department of Education to identify the highest increases
in student retention rates (2004–2014) for research-oriented institutions. Nevertheless, the
literature is insufficient with theories regarding the impact of institutional level “school se-
lectivity” characteristics such as acceptance rate and enrollment on student persistence [25].
When college selectivity measures are analyzed in conjunction with institutional level de-
mographic variables, vital implications for disparities of college enrollment and retention
patterns may arise.

Institutional variables are spatial-based measures; thus, it is essential to look at the
institutional variable data (college characteristics) in the notion of space. To date, the
literature has not shown clear indications and guidelines for the implications of spatial-
geographic factors, which could be used as a milestone to get a deep understanding of
critical processes in education [26]. Recently, Cobb [27] sees modern geospatial analysis
techniques as a new opportunity that can offer unique insight into educational opportunity,
access and equity.

Our preliminary study through a hot spot analysis that consisted of 438 4-year degree
granting colleges in the U.S. shows that the student retention rate in metropolitan areas
is higher than rural districts. Thus, we selected a geographic-spatial factor (spatial city)
based on the proximity from a higher education institution to the nearest metropolitan
area. Furthermore, the relationship between the proximity to coastal metropolitan area and
retention rate was examined due to dense clustering of the colleges with higher retention
rates in coastal regions. The inclusion of this variable is expected to provide a deeper
spatial insight into the understanding of college retention rates in metropolitan and rural
areas.

Overall, this research warrants further exploration on examining how selected spatial-
geographic factors influence student retention rate (before and after accounting for demo-
graphics variables and school selectivity measures) in comparable 4-year degree granting
public institutions in the U.S., where we used K-Means unsupervised classifier to identify
groups of similarly characterized institutions for a more focused analysis and reporting
purposes. The spatial patterns of student retention in urban and rural areas may reveal
important clues about the current state of accessibility to higher education especially for
students from different socio-economic backgrounds. We aim to address the following
research questions:

i. Is there a relationship between the distance to the closest metropolitan area and the
retention rates for the selected degree granting 4-year or above higher education
institutions in the United States?

ii. How well do the institutional level characteristics explain student retention?
iii. Does the inclusion of the spatial variable improve the predictive power of the

retention model?
iv. What are the implications of the study findings for higher education leadership and

decision-makers?

2. Literature Review

Student retention is critical to higher education institutions. Researchers and practi-
tioners have devoted themselves to identifying student and institution-specific variables
that contribute to attainment and success in post-secondary education. Demographic
factors such as age, gender, and race [10,28]; attributes to reflect academic standing; and
success [9,25,29,30] have been explored to identify whether certain kinds of students are
prone to leave college. While the preponderance of the previous research focuses on in-
dividual institutions to create and understand a generic profile of student retention, an
in-depth analysis of the institutional level characteristics of the similarly characterized
universities in the U.S. has been neglected in the literature. Furthermore, student retention
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has rarely been explored within the context of spatial variables. A more thorough analysis
that justifies the use of variables and data sets is carried out in the next section.

2.1. Demographics

In the literature, men and women differ in terms of their reasons for leaving col-
lege [31]. The impacts of causes on student persistence vary based on gender. For instance,
Manuel [32] found no difference in retention rate for first-generation men and women.
Dennehy and Dasgupta [33] provided evidence that same-gender peer mentoring boosted
women’s retention rates. Meanwhile, Jain [2] focused on students adjusting to the college
environment in regard to gender and suggested that males tend to adjust better in college
dynamics than females. Similar findings were also echoed in a study conducted by Meyer
and Strauß [34], where women showed a higher dropout risk than male students. In a
longitudinal study, the National Center for Education Statistics measured the persistence
rate for the first-time post-secondary students by Spring 2017. They found that male
persistence rates were higher than female at 4-year institutions [35].

Besides, the predictive power of age has been widely researched and presented in
the literature. In an early study conducted in Utah Valley State College, the first-year
persistence rate was significantly greater for students under age 23 [36]. Lately, The
National Student Clearinghouse Research Center [37] has reported first-year persistence
and retention for Fall 2017 cohort. The study found that Fall 2017 entering college students
whose ages were 20 or younger had a retention rate of 76.9%. This represented an increase
of 23.6% points over the students who were 25 years or older. Similarly, Chen et al. [35]
found a consistent negative relationship between first-year persistence and the age factor.

Likewise, the racial climate was found to be an effective factor that influences student
retention rate [38–41]. The racial climate is one of the compositional diversity aspects of a
college campus. Milem et al. [42] defined racial climate as the numerical and comparative
representation of color or ethnicity on the college campus. Dropping out is significantly
associated with campus climate perceptions [38,40]. According to an analysis performed by
National Student Clearinghouse [37], white students had a better one-year retention rate
than both Black students and Hispanics, where Asian students had the highest retention rate
of 85%. Diehl et al. [38] stated that Black students’ retention considerations were constituted
on the basis of racial factors. Furthermore, academic and social integration disparities
explained the difference between the persistence of black and white students [41].

2.2. School Selectivity

Due to data limitations, most prior studies that sought the relationship between reten-
tion rate and school selectivity measures were conducted in a limited pool of institutions.
In the past decade, only a few studies have explored the longitudinal impact of school
selectivity variables on student retention. For instance, Gansemer-Topf and Schuh [29]
conducted an analysis, sampling 466 private institutions drawing data from IPEDS, and
concluded that selectivity of an institution was one of the significant predictors of student
retention. Similarly, Farre [9] indicated a positive correlation between institution selectivity
and student retention rate, where it was reported that a 10% increase in the selectivity of an
institution led to a 0.8% higher retention rate. Webster and Showers [25] used a wide range
of institutional data to examine the effect of acceptance and enrollment rates on student
retention at four-year U.S. institutions offering undergraduate and graduate degrees. They
found that institutions with higher enrollment and acceptance rates of incoming freshmen
were more likely to suffer from low retention rates.

2.3. Spatial-Demographic Factors

The set of institutional-level characteristics explored in past studies lacks exploration of
the impact of the spatial dimension on retention. There have been a few attempts to explore
the importance of place for students and institutions, though not much attention was given
to retention. According to Turk [43], spatial accessibility measures could be used as strong
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predictors of student behavior and success. Franklin [44] and Kim et al. [45] indicated that
geographic-spatial factors could influence student choices, academic performance, and
student persistence.

Hillman and Weichman [46] mapped the education deserts in the U.S. by locating the
areas with zero colleges nearby or where the only public institution within close proximity
is a community college, where public higher education institutions with more than a
75% acceptance rate were considered. The study findings emphasized the importance of
community colleges as they enroll the majority of students in education deserts. A similar
study was conducted by Beamer and Steinbaum [47] with a slightly modified description
of an education desert as a place where there was no access to higher education. Their
geographic analysis showed that higher education institutions were concentrated mostly
in the urban parts of the country.

Perhaps the only study which truly applied geographic analysis to understand the spa-
tial patterns of college retention was conducted by Hanewicz [48]. She applied Geographic
Information Systems (GIS) to develop a distance-based retention model that measured the
effectiveness of student locations on freshmen retention at Eastern Michigan University.
While the results showed that the geographic distance did not have a significant impact on
retention, living within 25 miles of the institution was found to affect the college drop-out
rates.

Over the past years, the rural–nonrural distinction in postsecondary education has
attracted researchers’ attention [49]. For example, in a longitudinal study, the socioeco-
nomic status (e.g., poverty rate and household income) was found to be a key factor that
explained the rural–nonrural disparities in educational attainment and persistence [50].
Due to lower socioeconomic status in rural areas, youth have faced challenges and obsta-
cles in attending college and finishing a degree. The disparities in socioeconomic levels
and their consequential educational inequalities can be closely attributed to the lack of
rural development policies and practices including insufficient infrastructure investments.
According to the report released by the W.K Kellogg Foundation [51], “from 1994 through
2001 the federal government spent more than two times (and sometimes up to five times)
as much per capita on metropolitan community development as it did on rural community
development”. The limited access to services, economic opportunities, and infrastructure
constitutes the leading reason behind rural–urban migration [52].

According to U.S. Census Bureau [53], metro area populations surge as smaller areas
suffer from intense migration. Rapid urbanization increases demand for infrastructure
and services in metropolitan areas, while it lessens and deteriorates rural infrastructural
activities. The effect of “metropolitization” can be significant on increasing student reten-
tion. Indeed, our preliminary analysis on IPEDS 2017 Survey Materials Glossary Databases
shows that metropolitan areas maintained better student retention than rural districts. For
instance, the Great Lake Region that includes portions of eight U.S. states of Indiana, Illi-
nois, Michigan, New York, Ohio, Pennsylvania, Wisconsin, and Minnesota, has the highest
undergraduate student retention rate among other regions. The colleges in the metropolitan
areas such as Indianapolis, Milwaukee, Toledo, Youngstown, Dayton, Grant Rapids, and
Detroit offer a record number of distinct programs that cater to the specific needs of the
region, where the first-year retention rate is 5.6% higher than the nation’s average based on
2017 IPEDS data. Both public and private universities have been supported by the region’s
manufacturing and innovation infrastructures, which helped to maintain a higher retention
rate compared to the rural areas. Such collaborations have yielded substantial productivity
investments in the area; a big share of the nation’s export revenue originated from the
Great Lake Region [54]. The Region is still home of the nation’s science and engineering
degrees, where more than 30% of America’s science and engineering degrees are awarded
here per year. We believe that proper infrastructure practices have a strong positive effect
on student retention.

While rural–metropolitan area migration is the dominant trend, we also noted that
higher retention rates were clustered in the coastal metropolitan regions. The clusters of
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low retention rates were usually present around metropolitan areas that are mostly away
from the coastlines. Considering that the population in coastline counties has exponentially
grown since 1960s [55], thus the impact of “urbanization” on student retention, it is
important to look at a Spatial City Coast, a weighted average of distance to the closest
coastline metropolitan area, variable to assess whether being a coastal metropolitan area
would have a significant impact on retention.

Overall, there are many amenities that colleges in metropolitan areas (whether it is in
coastal counties or not) can offer [56] such as different cultures and experiences, increased
internship/job opportunities, economic and innovation advancements, access to the equity
of opportunities [57], transportation, and classroom settings. However, some students
may not be suited to the metropolitan college environment because of a variety of reasons
such as city-life distractions, cost of living, housing problems. Due to the high variability
of causes and limited access to complete data, the discrepancies of rural–metropolitan
area retention rate can be explored in the context of the proximity (distance) factors. In
conclusion, we formulate the following hypothesis.

Hypothesis 1 (H1). The student retention rate increases as the distance from college to the nearest
metropolitan area decreases.

Hypothesis 2 (H2). Institutional level characteristics explain some of the variation in student
retention that is statistically significant.

Hypothesis 3 (H3). The distance factor increases the predictive power of the retention model after
account for institutional level characteristics.

3. Materials and Methods

This research uses exploratory research design, where a range of data, including
institutional characteristics, enrollments, admissions, test scores, and completion, were
utilized for analysis through The Integrated Postsecondary Education Data System (IPEDS).
This data system was established as the core postsecondary education data collection
program for the National Center for Education Statistics (NCES) of the U.S. The database is
made of several files that contain directory information for all private and public institutions
in the 2017 IPEDS universe.

Initially, the postsecondary institutions were filtered to focus on degree-granting 4 year
or higher public universities in the U.S. (in 50 states). Colleges dependent solely on special
programs, such as nursing and military, and religious teaching-based institutions were
removed from the study. Due to data unavailability, postsecondary institutions that do not
participate in IPEDS surveys were excluded. Then, using the K-means clustering method,
which has been thoroughly discussed in the next section, the selected institutions were
clustered (cluster 1 and cluster 2) based on their admission-institutional level similarities.
Due to better performance matrices in terms of variance and separation values, 329 institu-
tions in cluster 1 were included in our study. Table 1 summarizes the variable descriptions
and their statistics.

SPSS, Alteryx, end to end data analytics platforms, and ArcGis Pro software were
used for data preparation and conducting spatial analysis. With the help of a primary key
(UnitID), the sorted institutional characteristics data file was joined with admission and
test scores, fall enrollment, and enrollments files. Then, the institutions’ map coordinates
(latitudes and longitudes) were matched with GeoNames database to add the spatial
variables.
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Table 1. Variable definition and descriptive statistics.

Attributes Description Value Field Summary

Retention Rate (Y)
(Dependent Var.)

The percent of the first year undergraduate
students who continue at that school next year

Continuous-Bounded
(0–1)

Max: 0.90
Min: 0.46
Avg: 0.73

Std Dev: 0.08

Spatial City (X1)
Distance/proximity to nearest metropolitan

area (>50 k population) (miles) Continuous

Max: 144
Min: 0.01
Avg: 27.81

Std Dev: 31.15

Spatial City_Coast (X2)
A weighted average of distance to the closest

coastline metropolitan area (miles) Continuous

Max: 809
Min: 0.18

Avg: 172.05
Std Dev: 177.11

Black AAmerican (X3) Black-African American students/All races
Continuous-Bounded

(0–1)

Max: 0.94
Min: 0.04
Avg: 0.17

Std Dev: 0.22

Asian (X4) Asian students/All races
Continuous-Bounded

(0–1)

Max: 0.34
Min: 0.01
Avg: 0.03

Std Dev: 0.04

Hispanic Latino (X5) Hispanic or Latino students/All races Continuous-Bounded
(0–1)

Max: 0.95
Min: 0.01
Avg: 0.12

Std Dev: 0.15

Other Races (X6) Other races/All races
Continuous-Bounded

(0–1)

Max: 0.55
Min: 0.02
Avg: 0.10

Std Dev: 0.06

Under25 Ratio (X7) Students under 25/All ages Continuous-Bounded
(0–1)

Max: 0.99
Min: 0.30
Avg: 0.74

Std Dev: 0.12

Gender Ratio (X8) Male students/All genders Continuous-Bounded
(0–1)

Max: 0.88
Min: 0.12
Avg: 0.42

Std Dev: 0.08

Enrollment Rate (X9) Enrolled students/Admitted students
Continuous-Bounded

(0–1)

Max: 0.79
Min: 0.09
Avg: 0.34

Std Dev: 0.12

Acceptance Rare (X10) Admitted students/Applications Continuous-Bounded
(0–1)

Max: 0.99
Min: 0.22
Avg: 0.73

Std Dev: 0.16

3.1. K-Means Clustering

In the literature, many of the quantitative and qualitative analyses of institutions
have been conducted based on the traditional classification methods, such as Carnegie
or geographic area-dependent classification [58]. While the findings of these studies are
valuable, they only cater to a specific higher education community. However, grouping an
institution with its peers on the basis of certain high-level institutional characteristics may
reveal hidden patterns, which can be of much help when the relationship among variables
is sought. Thus, it is critical to determine a set of institutions with similar academic and
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economic profiles so the isolated impact of the spatial variable and any other independent
variable on retention can be accurately assessed.

Accordingly, four high-level institutional attributes that can help to categorize the rank
of an academic institution—the tuition rate (both in state and out of state), the institution’s
student population, ACT scores (25th and 75th percentile), and program variabilities—were
selected. Institutions were then grouped into 2 mutually exclusive clusters by the help of
the K-means clustering method, which is a non-hierarchical technique that aims to find a
grouping of objects that have similar attributes. We used the Silhouette method (Figure 1) to
verify the validation of consistency within a cluster of data, which examines how similar an
object (institution) is to its own cohesion compared to other clusters (known as separation
points). Therefore, 329 institutions were grouped into cluster 1 and 109 institutions into
cluster 2. The performance analysis of each cluster, which revealed important measures
such as average, maximum and separation distances standardized by z score, is presented
in Table 2.
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Figure 1. Silhouette scores and cluster mapping.

Table 2. Cluster performance analysis.

Cluster Size Average Distance Max Distance Separation

1 329 1.522 3.292 2.122
2 109 2.164 4.787 2.019

The results in Table 2 show that the average (1.522 for cluster 1; 2.164 for cluster 2)
and maximum distances (3.292 for cluster 1; 4.787 for cluster 2) between observations in
cluster 1 were less than those in cluster 2. While lower within cluster variances, average
and maximum are sought, a high separation value is desired (2.122 for cluster 1 and 2.019
for cluster 2), which shows the distance from the centroid of one cluster to the nearest
observation in another cluster.

Moreover, a closer look into characteristics of the clusters (Table 3) revealed that while
cluster 1 was made up of diverse institutions in terms of educational offerings (199 master’s
colleges and universities, 75 doctoral universities, 55 baccalaureate colleges), the majority
of cluster 2 consisted of research-oriented doctoral universities. Other statistics obtained
from the tuition rates, program versatility, and the student population, also indicated that
cluster 1 showed less dispersion than cluster 2.
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Table 3. K-Means clustering field value.

Attributes Cluster Max Min Average Standard Deviation

In-State
Tuition

1 $14,870 $910 $6823 $2407
2 $18,130 $4470 $10,008 $2960

Out of State
Tuition

1 $34,572 $4973 $16,481 $4964
2 $48,814 $8038 $27,588 $7226

Student
Population

1 41,319 1029 9709 7590
2 67,929 6209 30,650 12,490

ACT 25th
Percentile

1 24 15 18.93 1.94
2 30 19 23.71 2.76

ACT 75th
Percentile

1 30 18 24.15 2.25
2 34 24 29.18 2.32

Number of
Programs

1 867 36 276 164
2 1980 159 788 308

Cluster 1: 199 Master’s, 75 Doctoral, 55 baccalaureates, Student Ret. Rate: 71.9%; Cluster 2: 106 Doctoral, 3
Master’s, Student Retention Rate: 86.5%.

While cluster 2 could provide important results towards the doctorate institutions
that are selective and research-centered, the institutions in cluster 1 were a better fit in
terms of the blend of various educational offerings and low attribute variabilities (with less
dispersion and variance). Therefore, we continued our analysis based on cluster 1.

3.2. Empirical Model

The dependent variable (student retention rate) is a continuous bounded variable.
Prediction of a continuous dichotomous outcome can be accomplished by various statistical
models. Linear discriminant function analysis or simple ordinary least squares (OLS) re-
gression models can be used to work with such variables. However, both methods, without
doing any transformations, would fail to handle dichotomous inputs because of their
statistical assumptions of linearity and normality [59]. Therefore, a logit transformation can
be applied to linearize sigmoid distributions of proportions [60], in order to find the line
of best fit through the data points. The logit transformation helps to expand the bounded
domain of the explained variables to infinite (−∞,+∞). The following logit-transformed
OLS can be used to fit the model, where βs are regression coefficients and Xs are predictors:

Logit(Y) = log
(

Pi
1 − Pi

)
= β0 + β1X1 + β2X2 + . . . βkXk (1)

where Xi, i = 1, . . . , k are the predictors being investigated.
In addition, spatial dependency among the dependent variable and error terms needs

to be investigated, as the presence of spatial autocorrelation would violate the character-
istics of the OLS and lead to biased and inaccurate estimates [61]. Moran’s I test can be
implemented to check whether the observed value of a variable at one data point was
independent of the values of the variable at neighboring localities. Calculations are made
based on a weighted matrix, with unit i and j as follows:

I =
n
W

∑n
i=1 ∑n

j=1 wijzizj

∑n
i=1 z2

i
(2)

where n is the number of observations, W is the sum of the weights (wij), and zi = xi − x,
where x is the value of the variable at location i and x is the average value of the variable.

4. Results

The weight matrix in this study was created using arc distance as the spatial dataset
is expressed in latitudes and longitudes. The critical distance was identified as 260 miles
which ensured that each university had at least one neighbor. The findings of Moran’s I
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test with a value of 4.42 indicated that the result was statistically significant at p = 0.000
confirming the presence of spatial autocorrelation.

Further diagnostics tests were conducted to check whether the neighboring dependent
variables (spatial lag) or the error terms (spatial error) were correlated (Table 4). Robust
Lagrange Multiplier (LM) lag and error test results were compared as the LM lag and
error values were both statistically significant. Having a statistically significant Robust
LM lag value while the Robust LM error was not significant, suggested that the spatial
autocorrelation problem may disappear if a spatial lag model is constructed.

Table 4. Spatial dependence test.

Variables Value Probability

Lagrange Multiplier (lag) 14.45 0.000
Robust Lagrange Multiplier (lag) 4.40 0.035
Lagrange Multiplier (error) 10.38 0.001
Robust Lagrange Multiplier (error) 4.87 0.562

In addition to the spatial autocorrelation problem, the multicollinearity issue, strong
correlation among independent variables, was investigated through the variance inflation
factor (VIF) test. The results, presented in Table 5, showed no signs of a multicollinearity
problem as the VIF for each variable was found to be less than the threshold of 10 [62].

Table 5. VIF test.

Variables VIF

Spatial City 1.398
Spatial City Coast 1.536
Black American 1.390
Hispanic Latino 1.351
Asian 1.480
Other Races 1.166
Under25 Ratio 1.249
Gender Ratio 1.227
Acceptance Rate 1.163
Enrollment Rate 1.158

In this study, we used traditional institutional level characteristics as control variables
and added as a block to Model 1. Then, the test variables were entered into the analysis
under Model 2. The overall goal was to examine the contribution above and beyond the
first group of variables entered in Model 1.

Model 1 : (X3) + (X4) + (X5)+(X6) + (X7) + (X8) + (X9) + (X10) (3)

Model 2 : “Model 1” + (X1) + (X2) (4)

Models 1 and 2 were run using OLS and spatial lag model specification, which adds a
spatially lagged variable, spatial lag, to the existing explanatory variables. The regression
results are presented in Table 6.
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Table 6. Regression model results.

Variables

Model-1
(OLS)

Model-1
(Spatial Lag)

Model-2
(OLS)

Model-2
(Spatial Lag)

β SE β β SE β β SE β β SE β

Black American −0.400 *** 0.101 −0.379 *** 0.097 −0.476 *** 0.101 −0.434 *** 0.098
Asian 3.952 *** 0.519 3.085 *** 0.519 3.166 *** 0.552 2.554 *** 0.535

Hispanic Latino −0.022 0.150 −0.015 0.143 −0.067 0.149 −0.088 0.142
Other races −0.993 *** 0.321 −1.015 *** 0.305 −0.736 ** 0.322 −0.843 *** 0.306

Under 25 Ratio 0.921 *** 0.180 0.742 *** 0.174 0.989 *** 0.181 0.851 *** 0.174
Gender 0.381 0.258 0.348 0.245 0.388 0.255 0.306 0.242

Acceptance Rate −0.258 ** 0.127 −0.203 * 0.121 −0.244 * 0.127 −0.230 * 0.121
Enrollment Rate −0.376 ** 0.169 −0.145 0.165 −0.384 ** 0.167 −0.186 0.164

Spatial City - - - - −0.002 *** 0.001 −0.003 *** 0.001
Spatial City Coast - - - <−0.000 0.000 <−0.000 0.000

Spatial Lag - - 0.439 *** 0.082 - - 0.438 *** 0.082
F − statistics 21.35 - - - 19.54 - - -

Prob(F − statistics) 0.000 *** - - - 0.000 *** - - -
R2 0.348 - 0.396 - 0.380 - 0.423 -

Log likelihood −115.36 - −104.88 - −106.91 - −97.24 -
AIC 248.72 - 229.76 - 235.82 - 218.48 -

*** p < 0.01, ** p < 0.05, * p < 0.10.

The OLS regression results show that adding the spatial predictors to Model 2 resulted
an increase of 3.2% in the proportion of variance (R2) explained in student retention rate.
Therefore, we accept the H3 hypothesis. However, it is more appropriate to compare the
log likelihoods when spatial regression models are involved. The log likelihood of Model-1
and Model-2 increase substantially when a spatial lag variable is incorporated into both
models. Statistically significant spatial lag variable indicates that universities are clustered
with other institutions that have similar retention rates; thus, we should focus on the results
of the spatial lag models.

Model-2 with the spatial lag specification has the highest log-likelihood (−97.24)
among all four regression models. In model 2, the acceptance rate was found to be
statistically significant (p < 0.1) when explaining the variation in student retention rate.
The coefficient of −0.230 indicated an inverse relationship between the acceptance rate and
the retention rate which complies with the results of the studies completed by Marcus [63],
Webster and Showers [25]. There was no statistically significant relationship between the
enrollment rate and the dependent variable after accounting for spatial autocorrelation.

Black or African American, Asian, other races, and under 25 ratio were found to be
significantly related to student retention rate, where a negative relationship was observed
between African American or Black and other races, and the dependent variable. While
Asian had the highest standardized coefficient beta of 2.554, indicating an important role for
explaining the variation, under 25 ratio also affected the student retention rate positively,
with a coefficient of 0.851 (thus, we accept the H2 hypothesis). These findings agree with
the previous studies that emphasized the importance of demographic variables when
predicting student persistence [10,14].

The model results showed that the spatial-geographic variable (Spatial City)—the
proximity to the nearest metropolitan area from the sampled institution—was statistically
significant for less than 1% chance of Type 1 error. Therefore, we accept the H1 hypothesis.
The negative standardized coefficient of 0.003 indicated that student retention rate ap-
peared to decrease as a university was located further away from the nearest metropolitan
area. Even though this spatial variable was never explored prior to this research, these
estimates were congruent with the findings of similar studies that examined the geographic
discrepancies in education [43,45].

To provide a better understanding of the relationship between retention and Spatial
City, further spatial analysis was performed. An optimized hot spot analysis using fixed
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distance band was executed using ArcGis Pro to identify the statistically significant clusters
of universities with high and low retention rates. Figure 2 shows the hot and cold spots
with varying levels of statistical significance (confidence levels of 90%, 95%, and 99% can
be interpreted as high, medium, and low clustering, respectively) and the heat map of the
metropolitan areas.
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Figure 2. Hot spot analysis.

The metropolitan areas with higher population densities are in white, while less
populated regions are presented in blue. Blue and red dots represent the statistically
significant clusters of universities with low and high retention rates, respectively. It can be
observed that there are groups of clustered universities with higher retention rates in the
coastal metropolitan regions. However, the clusters of low retention rates are also present
around metropolitan areas but mostly away from the coastlines. To better distinguish
whether being in a coastal metropolitan area would have a significant impact on retention,
it is important to assess the impact of the Spatial City Coast variable.

Based on the results of all four models, Spatial City Coast was found to have no impact
on retention. Willingness to stay in a coastal metropolitan region did not appear to be one
of the contributing factors to student persistence but a more comprehensive study that
accounts for higher spatiality and regional differences might reveal more in-depth results
and implications.

5. Discussion

The dynamic and multidimensional nature of student retention makes it a challeng-
ing problem for university administrators and policy-makers. It requires continuous
monitoring of institutional and student-based data so best management practices can be
implemented to identify at-risk students. The institutions that cannot successfully address
low retention issues through early intervention programs or innovative approaches may be
subject to dire long-term academic and financial consequences such as lost prestige, lower
tuition revenue, and a reduction in external funding. Moreover, any institutional effort
that contributes to higher student retention will directly benefit the students because, as
educators, we want our students to be ready in this fast-changing global environment. The
regression results presented in the previous section are critical components of the collective
efforts of administrators, educators, and researchers to understand the general patterns of
student retention.

The negative impact of distance to metropolitan area on student retention may be
interpreted in the context of geo-spatial restrictions. As universities are located away from
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urban regions towards more rural places, their freshman-to-sophomore persistence rates
decline significantly. This is consistent with the literature that first-to-second year retention
rates at rural universities are lower than those in non-rural locations [64,65]. The higher
retention rate in metropolitan areas can be partially due to the effect of “urbanization” in
cities that offer enhanced infrastructures, geographical, and social amenities. For instance,
the manufacturing infrastructure developments attract students in the hope of finding
an internship or a permanent position before/after graduation [55,66]. Similar findings
were echoed by Tam and Jiang [67], who suggested that increase in opportunities for
vocational education among urban students rises urban college accession and attainment.
Such opportunities continue to increase the chance of student persistence.

When a graduating high school senior decides which college to attend, place is given
significant importance and in fact, may be the most important deciding factor. Not having
a four-year institution in close proximity means added financial costs and travel time, both
of which act as barriers to higher education access and degree attainment. According to
the US Census’s 5-year income estimates between 2013 and 2017 [53], the average median
household income was 32% less in rural areas than in urban locations. The added financial
and non-financial costs of living in an “education desert” combined with strong family
ties lowers the likelihood of college attainment and retention for rural student population.
These difficulties can be addressed by customized outreach and recruitment efforts that
outline the costs of college education and any financial support programs that are readily
available. For instance, the Pell Grant’s income eligibility can be altered or expanded
to reduce the reliance on high interest student loans [68]. Higher education institutions
should offer academic and non-academic advising specifically tailored for rural students.
Without local and federal education subsidies and adequate institutional support, place-
based disadvantages make the continuation of post-secondary education challenging and
difficult for rural students.

One other challenge that rural students face is the lack of academic and career guid-
ance before graduating from high school. Some of the rural K-12 institutions lack career
counselors that are vital for college readiness [69] mainly because of their smaller budgets
compared to their counterparts in more populated areas. Neale-McFall [70] examined the
services provided by rural and urban secondary school counselors across Pennsylvania.
There were significant differences in spending between rural and urban districts which led
to fewer rural counselors with heavier workloads mainly focusing on more administra-
tive tasks and less on career guidance. Enacted in the 2013–2014 school year, the state of
California implemented a legislation called Local Control Funding Formula (LCFF). LCFF
proposes an equitable school financial system that provides more resources and support to
low-income families. This education funding reform also enabled local districts to spend
the allocated state funding on areas most aligned to critic needs. After the adoption of LCFF,
some districts have reported greater spending progressivity on educational programs [71].
It is critical for the state and local policy-makers to increase funding for career guidance
in economically disadvantaged rural areas so that students can make informed decisions
about their post-secondary education options.

Our study results also indicated a positive relationship between retention rate of urban
universities and the percentage of students who are 25 years of age and over. This is not
surprising as the increasing number of urban universities has transformed the average
student who is traditionally younger, single and lives on campus to a more diverse, older,
and working student who still depends on some sort of financial aid assistance [72]. These
students are more informed about the value of education than rural students, and they
see college education as an economic necessity. In fact, the positive impact of distance to
metropolitan area on student retention could be partly due to the increasing number of
these “nontraditional” students despite all the challenges associated with blending work
and school. It is critical for the higher education institutions to design and implement
practices such as early intervention programs for part-time students, block scheduling,



Educ. Sci. 2021, 11, 508 13 of 17

and broader inclusion of previously earned course credits so the persistence among these
students is improved.

The results also showed that the racial disparity continuous to be a daunting challenge
in higher education where the white race is predominant [73]. Our study indicated a nega-
tive relationship between the retention rate and the ratio of Black and African American.
More importantly, a higher retention rate of Black and African American students was
observed in colleges in metropolitan areas as compared to the colleges in rural districts.
Similar finding was also echoed in the context of programmatic barriers within by Banks
and Dohy [74]. Undoubtedly, strong socioeconomic separation (e.g., income, poverty, and
race) of Black people in rural areas is a factor that influences rural-non rural Black retention
rate. However, factors like racial socialization, psychological wellness and adjustments, and
academic motivation could also be some of the underlying reasons that explain the racial
inequality in retention. For instance, having close communication and relationships with
peers of the same race was found to be important factor that improves social adjustment
and academic motivation [75]. The university administrators in collaboration with the
faculty and staff should create a welcoming and supportive environment to promote sense
of belonging among students. According to Sherman and Slate [76], a supportive social
system must be established to increase African-American students’ college attainment at
predominantly white institutions. As a result, it may be worthwhile to investigate the
college adjustment variables in the light of socioeconomic separations of rural–urban areas.

The race factor was also found to influence college selectivity measures; both accep-
tance and enrollment rates increase as the percentage of white student increase to total
student population increases. This may echo the existence of barriers such as the inequality
in K-12 preparation that led to displacement of minorities in higher education. The portion
of African Americans and Hispanics who are well prepared for post-secondary education
are channeled to community and open-access four-year colleges [77].

6. Conclusions

Approaching student retention from different angles can lead to a better understanding
of the issues behind college dropouts. This research aimed to enhance the understanding
of student retention from a multi-institutional perspective with a focus on the geo-spatial
perspective, a long-time neglected topic in the retention literature. To best of our knowledge,
this is the first study that incorporates the spatial distance factor into analyzing student
retention.

This study encompasses various statistical techniques including log-transformed
hierarchical regression analysis and an unsupervised machine learning technique to assess
the matter of student retention from a strong quantitative approach. During the first stage of
this study, the impact of proximity to the nearest metropolitan area on student retention was
thoroughly investigated with the help of data mining techniques. Using K-means clustering,
329 geographically dispersed higher education institutions with similar characteristics
were identified in order to effectively assess the impact of each explanatory variable on
retention. Spatial dependence test results suggested that incorporating a spatially lagged
variable into the regression model would significantly improve its predictive power. A
series of hierarchical OLS and spatial lag regression then was conducted to measure how
well the spatial variables explained student retention rate after accounting for institutional
level attributes.

The results of this study clearly indicated that the proximity to the nearest metropolitan
area was a significant predictor of student retention rate; student retention decreased as a
result of increase in distance to the metropolitan area. Furthermore, the addition of spatial
city variable to the original regression model which consisted of high-level institutional
characteristics and accounting for spatial autocorrelation successfully explained some
of the variation in student retention rates. When distance to the nearest coastline and
metropolitan area was considered together, it was found to have no impact on student
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retention. Other findings from this study comply with previous research linking admission
related and demographics data with the student retention rate [22,78].

To better assess the broader effects of spatial factors, further detailed analysis must
be performed. Covid-19 pandemic has impacted every aspect of life and academia is not
an exception. The financial burden of this pandemic has caused many students to drop
out of their current institutions. Future studies should investigate the retention patterns
during and after pandemic once the data are readily available. The major limitation of this
study—the lack of student specific spatial data such as the location of their hometowns—
can also be addressed in future studies by collecting the relevant data via surveys. There are
other limitations and cautions in the model of institutional performance and assessments
in student retention rate. First, note that all variables are at the institutional level, thus
individual student-level characteristics are not included in the analysis. Although IPEDS
is a national multipurpose dataset for institutional data of higher education in the U.S.,
it has limited capacity to collect further information on individual level retention and
dropout decisions. Second, this study uses a logit transformation to linearize sigmoid
distributions of proportions. Alternatively, Beta regression is also useful for cases where
the variable of interest is restricted to interval. While both methods have been proven to
work on continues bounded variables [60,79], the results of this study must be analyzed
and interpreted in the context of a logit model.
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