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 Education systems produce a large number of valuable data for all stakeholders. The 
processing of these educational data and making studies on the future of education based 
on the data reveal highly meaningful results. In this study, an insight was tried to be 
developed on the educational data collected from ninth-grade students by using data 
mining methods. The data contains demographic information about students and their 
families, studying routines, behaviours of attending learning activities, and their 
epistemological beliefs about science. Thus, this research aimed to solve a classification 
problem, two-class (successful or unsuccessful according to the exam result) was tried 
to be estimated from the collected data. In the study, the prediction accuracy of the 
supervised classification algorithms were compared and it was defined which variables 
were effective in the formation of classes. When the prediction accuracy of machine 
learning algorithms was compared, the findings indicated that the Neural Network 
algorithm (98.6%) had the highest score. The accuracy rate of the other algorithms are 
kNN (86.2%), Logistic Regression (78.4%), SVM (90.3%), Decision Tree (91.9%), 
Random Forest (90.0%), and Naive Bayes (81.7%). The information gain coefficient of 
the variables was examined to determine the factors affecting the prediction accuracy. It 
was revealed that demographic variables of the family, scientific epistemological beliefs 
of the student, study routines and attitudes towards some courses affected the 
classification. It can be concluded that there was a relationship between these variables 
and academic success. Studies on these variables will support students' academic 
success.  
Keywords: Educational Data Mining, Machine Learning, Academic Achievement 

Research Article 

1. INTRODUCTION 

Data mining is a multidisciplinary field that acts as a bridge between many technical fields such 

as database technology, statistics, artificial intelligence, machine learning, pattern definition 

and data visualization (Özekes, 2003). With data mining, relationships and rules can be obtained 

from large amounts of data and future predictions can be made (Norton, 1999; Romero & 

Ventura, 2007). With the relations and rules have obtained, complex data patterns have become 

clear, important information has discovered and future predictions have made (Koh & Tan, 

2011; Savaş, Topaloğlu & Yılmaz, 2012). Today, data mining is widely used in many fields 
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such as business, insurance, marketing, medicine, biology, telecommunications, education, etc. 

(İnan,2003; Romero & Ventura, 2013). 

The implementation of data mining in education is called educational data mining and it is an 

interdisciplinary field (Romero and Ventura, 2007). Educational data mining is based on 

general data mining which is used to examine and the analysis of data obtained from educational 

environments. The initial aim is to improve the educational outcomes of the students, to 

understand the educational environments they learn, to understand better how they learn, how 

they define learning, and how they learn and explain educational phenomena (Romero & 

Ventura, 2007, 2013; Baradwaj & Pal, 2012, Osmanoğlu et all., 2020). The data obtained with 

educational data mining from any learning environment, which is conducive and promotes 

learning, can be analyzed (Baker, 2010). 

Educational data mining methods have different sources such as data mining, machine learning, 

psychometrics and computational modeling, statistics and information visualization (Algarni, 

2016). Romero and Ventura (2013, 2020) state that educational data mining studies can be used 

for:  

• estimating student performance, 

• testing or developing technology-supported learning theories, 

• to give teachers feedback on how to improve the educational outcomes of students, 

• personalization of the service provided to students, 

• to give students suggestions about learning activities, tasks, problems to be solved or lessons to 

be completed, 

• to inform the stakeholders of education about the undesired behaviours of the students during 

the learning process, 

• developing and organizing cognitive models for students to present their knowledge and skills, 

• grouping or defining students profile , 

• to help teachers to develop and conduct the content of a lesson and planning lessons for the 

future.  

Baker (2010) classified educational data mining studies into five main categories; prediction, 

clustering, relationship mining, distilation of data for human judgement, and discovery with 

models. These categories and some studies are exemplified here. 

(1) Prediction models: In prediction, the aim is to develop a model which can infer a single 

aspect of the data (predicted variable) from some combination of other aspects of the data 

(predictor variables). Prediction models can be used for identify students at risk or predicting 
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students' achievements. Cha, Kim, Park, Yoon, Jung, and Lee (2006) preferred decision trees 

and hidden Markov models from classification algorithms to classify students' learning styles 

and preferences. The data, collected through a smart learning system involving 600 higher 

education students, were analyzed. Dekker, Pechenizkiy and Vleeshouwers (2009) used 

decision trees to predict whether students studying in the electrical and electronic engineering 

department would drop out of school at the end of the first year. Also, they determined the 

success criteria for the electrical and electronic engineering department. Cano and Leonard 

(2019) utilized genetic programming classification algorithms in their studies and they 

developed an early warning system to predict the academic performance of university students. 

They stated that the results obtained from the study would help teachers and policymakers to 

improve education. 

(2) Clustering models are used for clustering the data which have same attribute in the data set. 

Determining students' behaviours and learning styles can be given as an example. Vale, Madeira 

and Antunes (2014) conducted a block cluster analysis using the decision trees algorithms to 

determine the study areas of 443 graduate students who got a degree between 1997 and 2012. 

D'Mello (2017) used a learning analytics tool to collect interaction patterns and body language 

data and analyzed this data for the effects of emotions on learning. Şahin, Keskin, Özgür and 

Yurdugül (2017) collected data about students' interactions and self-regulation skills from an 

online course named “computer networks and communication”. The data were analyzed with 

grey interaction analysis and optimal scaling analysis and they clustered students depending on 

their interactions. Milliecamp, Broos, De Laet, and Verbert (2019) collected data online and 

used visualization tools to identify users' behaviour and improve their learning. 

(3) Relationship mining is used for revealing the relationship between two or more variables. 

One of the areas of relationship mining is revealing the relationship between students' academic 

achievement and parents' attitudes. Another area is determining the effect of a learning method 

on academic success. The four sub-categories are (a) association rule mining, (b) correlation 

mining, (c) sequential pattern mining, (d) causal data mining.. Rashid, Asif, Butt, and Ashraf 

(2013) analyzed collaboration and sequential pattern mining by processing feedback on 

students' own performance in the student information system. They stated that GPS (generalized 

sequential pattern mining) gave more successful results than Apriori algorithm in terms of 

finding the relationship between data in text format. Dalkılıç and Aydın (2017) set out the 

association rules to reveal the causes of university students' absenteeism by using the apriori 

algorithm. 
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(4) Distillation of data for human judgement is the fourth type of categories. This model aims 

to find new ways to define or classify the characteristics of the data and can be used to identify 

patterns in students' behaviour, learning styles, collaborative work. In their research, Scheuer 

and McLaren (2012) analyzed students' scientific research performances, research design skills 

and experimental design skills using data mining methods on the data they obtained from the 

online research teaching system. Hernández-García, Acquila-Natale, Chaparro-Peláez, and 

Conde (2018) analyzed data in a learning analytics system to predict students' performance in 

their collaborative work on a project-based learning task. 

(5) Another categort is Discovery with models and in this models, a model of a phenomenon is 

developed via prediction, clustering and then used as a component in another analysis, such as 

prediction or relationship mining. Determining the relationship between students 

'characteristics to determine students' behaviors can be an example of such studies. de Carvalho 

and Zarate (2019) conducted a causality investigation on the features of the training dataset that 

was created during a 20-week online course on Algorithm and Data Structures. They 

determined what kind of behaviour patterns had what kind of results. Wong et al. (2019) created 

a model in their analysis of how learning theories and learning analytics tools are used in 

educational research. Wong et al (2019) created a model for how learning theories and learning 

analytics tools are used in educational research. As a result of their research, they revealed that 

learning theories in learning analytics tools are used in two ways. First, learning theories guide 

what kind of data will be collected and the data collection approach. The second one helps in 

explaining students behaviors’ to achieve success. Bravo-Agapito, Frances, and Seaone (2019) 

analyzed studies that using educational data mining methods to improve foreign language 

learning. They concluded that studies were usually done to estimate student performance, 

control students' motivation and provide feedback to teachers. Botelho, Baker and Heffernan 

(2019) aimed to create a new model that perceives students' behaviour and emotions by using 

machine learning techniques. They stated that the use of the feature selection method is a more 

consistent way to develop high-performance models 

It has been observed that educational data mining studies have increased in recent years 

(Romero and Ventura, 2020). Based on the results of these studies, we can concluded that 

educational data mining can be used in different fields to solve problems, and make predictions. 

In this study, a  model was tried to be developed on the educational data collected from high 

school students by using data mining methods. Demographic information about themselves and 

their families, HSE (High School Exam) study routines, class engagement behaviours and 
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scientific epistemological beliefs were collected from 9th-grade students. The research 

considered as a classification problem, and two classes (being successful in the exam or not) 

tried to be estimated. Prediction accuracy of the supervised classification algorithms was 

compared and at the same time, the variables that affect the formation of classes have 

determined. Based on the studies in the literature, it was understood that the participants of the 

studies conducted in the field of educational data mining were generally university students and 

the data collected from the learning analytics or student information systems of universities. 

Many phenomena such as academic success, learning styles, and behavioural styles of students 

were analyzed in the studies. In this current research, a model was created by analyzing various 

data collected from high school students with classification algorithms. With the model created, 

it is aimed to determine the academic success of students who are preparing for HSE and to 

reveal the inputs that will affect their academic success. 

2. METHODOLOGY 

Data mining methods are used in this research to create foresight from data and develop 

strategies accordingly. In this study, the classification method, which takes place under data 

mining techniques, used for collecting educational data, determining prediction models, 

classifying and testing the classification accuracy. The CRISP-DM (Cross Industry Standard 

Process Model - Data Mining) methodology applied in the research process for machine 

learning. The CRISP methodology proposes step-by-step procedures to make the process 

reliable and standard. This methodology; follows a cyclical process that includes understanding 

the problem, understanding the data, data preparation, modelling, implementation, evaluation, 

and reporting (Chapman, Clinton, Kerber, Khabaza, Reinartz, Shearer, and Wirth, 2000; 

Almahadeen, Alkaya and Sarı, 2017; Demirkol, Kartal, Şeneler, and Gülseçen, 2019). The path 

followed in the research process has shown in Figure 1. 

 

Figure 1. Research Process 

evaluation 
and 

reporting

developing 
decision 
support 
system

sellecting 
method 

organize 
the data for 
processing

data 
collection

defining the 
problem



JETOL 2020, Volume 3, Issue 3, 372-392 Yıldız, M.B., Börekçi, C.. 

 

 
 
 
 

377 

421 9th-grade students participated in this study. 160 of them were successful in HSE and the 

other 261 were not. Participants of the study are 421 9th-grade students. 160 of them were 

successful in HSE and the other 261 were not. Students were studying at 14 different schools 

and data were collected from approximately 30 students from each school. Types of the schools 

are science high schools, Anatolian high schools, vocational and technical schools and imam 

hatip high schools. 

The data collection tool created by the researchers consists of an information form and a 

scientific epistemological belief scale. The education level of the parents of the students, the 

income level of their families, the interest level of the families to students' school life, the 

existence of their study environment, the study routines, the general attitudes and behaviours in 

the lessons, the support from other sources during the preparation process for HSE (private 

lessons, private teaching institution, extra school courses), daily study hours, number of 

questions they solved in a day, and the attitudes to the lesson which they liked (Turkish, 

mathematics, science, history of the Turkish revolution, foreign language, religious culture and 

moral knowledge) took place in the information form. The parameters of the form based on the 

results of various researches in the literature which studied the factors affecting academic 

success (Savaş, Taş & Duru, 2010; Özer & Korkmaz, 2016; Aslanargun, Bozkurt, & Sarıoğlu, 

2016; Bıyıklı, 2017; Gök, 2017; İncirci, İlğan, Sirem & Bozkurt, 2017; Sari, Arikan & Yıldızlı, 

2017; Uzun & Bökeoğlu, 2017; Yenice, Hiğde & Özden, 2017; Börekci & Uyangör, 2018). 

The scientific epistemological beliefs scale was developed by Elder (1999) and have been used 

for collecting data from students’ scientific epistemological beliefs. Adaptation study of the 

scale has been carried out by Acat, Tüken and Karadağ (2010). The scale is a 5-point Likert 

type scale and consists of 25 items. It consists of five (5) sub-dimensions called (i) Authority 

and Integrity, (ii) Information Generation Process, (iii) Source of Information, (iv) Reasoning 

and (v) Variability of Information. According to Acat, Tüken and Karadağ (2010) explanations 

of the sub-dimensions were listed below; 

(i)Authority and Truth: Scientific knowledge is precise and comes from authority. The sub-

dimension includes undeveloped beliefs about the origin and precision of scientific knowledge. 

It is stated in the items that absolute truth exists, information comes from a source other than 

individuals and authority have the information. 

(ii)Information Generation Process: Scientific knowledge is of empirical origin. Observation 

and experimentation play an important role in the creation of scientific knowledge. Items in the 
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subdimension state that the role of the experiment in the creation of scientific knowledge and 

the student beliefs about the questioning of evidence and decision-making period. 

(iii)Source of Information: Information obtained from books and teachers is always correct. 

Items in the sub-dimension state that searching the source of scientific knowledge in 

books/teachers indicates students' undeveloped/immature beliefs. 

(iv)Reasoning: The scientist is curious and creates scientific information based on his initial 

knowledge, observations and logic. Items in the subdimension state that the scientist uses 

reasoning and logic in the process of creating scientific information. 

(v)Variability of Knowledge: Scientific knowledge is not certain. Items in the subdimension 

state that scientists create and test explanations about nature using observation, experiment, 

theoretical and mathematical models. They change their views when they encounter new 

experimental evidence that does not fit the existing explanations. 

In this research, the main purpose of collecting data about students 'scientific epistemological 

beliefs is to determine students' views on the structure, source, limits and development of 

scientific knowledge. Students' epistemological beliefs positively affect their use of data 

processing strategies, learning and controlling learning materials from a metacognitive 

perspective, showing academic success, showing positive attitudes towards school and forming 

deep, complex thoughts (Deryakulu & Büyüköztürk, 2005). The scientific epistemological 

beliefs of the students are the predictors of their academic success (Evcim, 2010; Yenice, Hiğde 

& Özden, 2017; Kanadlı & Akay, 2019). Feature information regarding the collected data is 

given in Table 1. It consists of 29 independent 1 dependent variables. 
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Table 1. 

Variables of The Study 

Feature Type 

Gender Categorical (female / male) 
Mother’ educational status Categorical (be literate, primary, secondary, high 

school, university, postgraduate) 
Mother’ educational status Categorical (be literate, primary, secondary, high 

school, university, postgraduate) 
Family Income Categorical (< 2000 TL, between 2000-7000 TL, > 

7000 Tl üstü  ) 
Do you have own studying room? Categorical (yes / no) 

Do you take notes during the lesson and make 
homeworks? 

Categorical (yes / sometimes / no) 

Are lessons hard for you? Categorical (yes / sometimes / no) 

Do you think your exam scores are below your potential? Categorical (yes / sometimes / no) 

Do you like going to the blackboard and lecture a lesson? Categorical (yes / sometimes / no) 

Did your family supports you for being successful in your 
lessons?  

Categorical (yes / sometimes / no) 

Did your family provide a suitable working environment 
for you to be successful in your lessons? 

Categorical (yes / sometimes / no) 

Did your family attend parent-teacher meetings and 
school events?  

Categorical (yes / sometimes / no) 

Did your family communicating with you about school? Categorical (always / sometimes / never) 

How many hours in a day you were studying?  Categorical (< 1 hour / 1-2 hour / 2-3 hour / 3 or 
more hour)  

Did you continue your courses regularly? Categorical (yes / no) 

Have you taken lessons from an institution or person other 
than school?  

Categorical (private teaching enstitute / Private 
tutor / no) 

On average, how many test questions did you solve per 
day? 

Categorical (0-50 / 50-100 / 100-200 /  
> 200 ) 

Lesson Attitudes (Turkish, mathematics, science, history 
of the Turkish revolution, foreign language, religious 
culture and moral knowledge ) 

Categorical (1 to 5) 

The scientific epistemological beliefs scale  
(a) Authority and Integrity 

Scale (1 to 5) 

(b) Information Generation Process Scale (1 to 5) 

(c) Source of Information Scale (1 to 5) 

(d) Reasoning Scale (1 to 5) 

(e) Variability of Information Scale (1 to 5) 

Succesful in HSE (target varible)  Categorical (1, 0) 

 

The collected data were analyzed using the Orange 3 Data Mining tool. Orange was developed 

by Ljubljana University, Faculty of Computer and Information Science, Bioinformatics 

Laboratory using Python programming language (Demsar et al, 2013). In the analysis process, 

7 different classification algorithms were used. These are kNN (k = 3), Logistic Regression, 

SVM, Neural Networks, Naive Bayes, Decision Tree and Random Forest algorithms. k-fold 
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cross-validation method used for all algorithms. In k-fold cross-validation, the original sample 

is randomly partitioned into k equal sized subsamples. Of the k subsamples, a single subsample 

is retained as the validation data for testing the model, and the remaining k−1 subsamples are 

used as training data. The cross-validation process is then repeated k times, with each of the k 

subsamples used exactly once as the validation data. In this study, the value of k was taken as 

10. This method aims to determine the best classifier for this dataset. In the analyze process 

accuracy rates of classification algorithms were calculated, confusion matrices were prepared 

and ROC analysis was performed. At the same time, in order to increase the success of 

classification algorithms, the information gain value of the features in the data set was 

calculated. Histogram graphiscs of features with high values were drawn. The system 

architecture is given in Figure 2. 

 

Figure 2. Model Architecture 

3. FINDINGS  

After the pre-processing of the data set, 7 different classification algorithms were used to 

determine the success of the students. For classification kNN (k = 3), Logistic Regression, 
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SVM, Neural Network, Decision Tree, Random Forest, and Naive Bayes algorithms were used 

then the results were examined. To increase the success of classification algorithms, 

information gain values of the independent variables in the data set were calculated and the 

results are given in Figure 3. 

 

Figure 3. Information Gain values of features 

When the results were analyzed, the order of 10 independent variables, in which the greatest 

value is determined, is (1) education level of the mother, (2) variability of ınformation, (3) 

education level of the father, (4) authority and integrity, (5) reasoning, (6) study duration per 

day, (7) history of the Turkish revolution, (8) information generation process, (9) family 

income, (10) solved problem per day. The size effect of the information gain coefficient is in 

these variables indicates that it plays an important role in the formation of classes. The 

histogram plots of these variables and the average values of the distributions are given in Figure 

4. The red columns represent high school students who were successful in the HSE (1), and the 

blue columns represent high school students who were not successful in the HSE (0).  
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Education level of the 
mother 

Variability of 
information 

Education level of the 
father 

Authority and integrity 

    
0 = 3.27 
1 = 4.29 

0 = 3.43 
1 = 4.25 

0 = 3.75 
1 = 4.59 

0 = 2.26 
1 = 1.80 

Reasoning Study duration per day History of the Turkish 
revolution 

Information generation 
process 

    
0 = 3.71 
1 = 4.25 

0 = 2.35 
1 = 2.85 

0 = 3.07 
1 = 3.51 

0 = 3.40 
1 = 3.83 

Family income Solved problem per day   

  

  

0 = 1.98 
1 = 2.28 

0 = 2.36 
1 = 2.80 

  

  

Figure 4. Histogram graphics and mean scores of variables 

Figure 4 shows the most effective variables in the data set on being successful in HSE. Average 

values of these variables were calculated for both classes. It is understood from the distribution 

of the graphs and the mean values that the scores of the students who succeed in HSE higher 

than the others (except for the Authority and Accuracy factor; the low score here is the accepted 

perspective of the scientific epistemological belief). The presence of a similar distribution was 

also observed in the graphs of other variables. When the results of the prediction accuracy of 

the algorithms are examined (Figure 5) it is seen that the Neural Network algorithm has the 
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highest prediction success rate. The accuracy rate of the algorithm is 98.6%. In other words, the 

Neural Network algorithm accurately predicted 98.6% of 421 entries in the dataset. The lowest 

success rate is the Logistic Regression algorithm (78.4%). 

 
AUC: Area under ROC is the area under the receiver-operating curve. 

CA: Classification accuracy is the proportion of correctly classified examples. 

F-1is a weighted harmonic mean of precision and recall. 

Precision is the proportion of true positives among instances classified as positive. 

Recall is the proportion of true positives among all positive instances in the data. 

Figure 5. Classification Accuracy of algorithms 

 

Neural Network Decision Tree  SVM 

   

Random Forest  kNN Naive Bayes 

   
Logistic Regression   

 

  

Figure 6. Confusion Matrices 
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To compare the classification algorithms, the area under the ROC ( Receiver Operating 

Characteristic) curve was plotted for each (Figure 7). ROC curve allows to determine the 

discriminative power of the test and to compare the effectiveness of various tests. The size of 

the area under the curve (AUC) indicates the success of the algorithm used (Tomak & Yüksel, 

2009). As, it can be concluded from Figure 5 and Figure 7, the algorithm with the largest area 

under the ROC is the Neural Network algorithm (0.997), followed by the Decision Tree 

algorithm (0.969). The AUC of the Logistic Regression algorithm has the lowest area (.892). 

 

 

Figure 7. ROC Analysis 

4. DISCUSSION AND CONCLUSION  

In this study, a data set created with students’ scientific epistemological beliefs, study routines, 

behaviours in a particular course, demographic information about families, and attitudes to 

courses. The data set used for the solution of a classification problem (being successful in HSE). 

a model was developed with classification algorithms and these algorithms accuracy rates were 

calculated. Also, the variables that play a role in the formation of classes was examined. 

According to the findings, the Neural Network (98.6%) algorithm has the highest classification 

accuracy rate. The education levels of mother and father, the income level of the family, the 
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students' scientific epistemological beliefs, study routines and attitudes towards the lessons are 

effective on HSE success. Numerous studies using classification algorithms for the prediction 

of academic success have been conducted with different data sets. Some of these studies 

conducted with high school students were given in this section. Márquez-Vera, Cano, Romero 

and Ventura (2013) states that ADTree algorithm (99.7%) is the most successful algorithm for 

estimating high schools students overall performance and the most effective factors in the 77 

factors were students ages, motivation levels, physical wellbeing’s, smoking habits and their 

working groups. Márquez - Vera et al. (2016) in another study examined the school dropout 

reasons of high school students, they find that the JRip algorithm (96%) has highest prediction 

success and stated that the variables that caused school dropout were students success in 

secondary school, alcohol smoking habits, working environments, motivations for learning, and 

success in mathematics, social and humanities courses. When studies with university students 

examined; Ha, Loan, Giap and Huong (2020) used eight different classification algorithms for 

the prediction of student achievement and compared their achievements for five grades (A, B, 

C, D and F). They concluded that the Naive Bayes algorithm (86.19%) had the highest success 

rate. Saa, Al-Emran, and Shaalan (2019) used seven different algorithms to predict the academic 

success of university students. While the random forest algorithm (75.52%) yielded the most 

successful results, they revealed that the factors affecting the success are information about the 

high school, university entrance exam, and the performance of the student in the previous 

courses. Similarly, while working on the data of university students, Roy and Garg (2017) 

concluded that the J48 algorithm (73.92%) was more successful, they concluded that the 

students' health status, education of their families, alcohol use and friend relationship were 

among the factors affecting their success. Al-Saleem, Al-Kathiry, Al-Osimi, and Badr (2015) 

used the J48 and ID3 algorithms to create a model for predicting students' achievements and 

tried to determine their success in various elective courses with these algorithms. As a result, 

they concluded that the J48 (83.75%) algorithm gives more successful results than ID3 

(69.27%). Strecht, Cruz, Soares, and Mendes-Moreira (2015) compared the success of 

classification and regression algorithms to predict academic success. They concluded that 

between these two approaches, classification algorithms are more successful. In the study, they 

used the university’ academic database and they reveal that the SVM algorithm has the highest 

prediction success. Guo, Zhang, Xu, Shi, and Yang (2015) created a deep learning architecture 

and used 4 different algorithms to compare students' final grades and their achievements. They 

stated that the most successful algorithm for that problem was the neural network algorithm, 
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which they named SPPN (Student Performance Prediction Network) with 77.2% success rate. 

In the other study conducted by Affendey, Paris, Mustapha, Sulaiman, and Muda (2010), the 

effects of the courses that taken by students are examined and the predictive success of the 

algorithms are compared, and the Naive Bayes algorithm has a 95.29% success rate and 5 

courses (Computer Programing 2, Multimedia Technology, Computer Organization, Assembly 

Language and Programming Language) have shown that have a great effect on success.  

5. SUGGESTIONS AND LIMITATIONS 

When the research findings and the studies in the field are evaluated together, it was concluded 

that different algorithms were successful on different datasets, in other words, different 

solutions were depending on the nature of the problem to be solved. It is understood that the 

success of the algorithms used in the researches is directly correlated with the collected data 

which affective on the problem result. In this study, it was revealed that the education level of 

the family, the thoughts of the students about the nature of scientific knowledge, students' study 

routines, and the income level of their family play an important role on the success of the 

algorithm which was used for predicting academic achievement. 

Also, there were some limitations to this research. A two-class educational data mining problem 

was discussed in this article.  The data collected were collected from 421 9th-grade students at 

14 different schools in the city centre. 29 features used for predicting exam success. It is thought 

that level of algorithms prediction success is about these limitations. A similar problem can be 

applied to different settlement levels and locations or larger participant groups. Standard models 

can be developed by including different variables that affect academic success. Another 

important issue that stands out here is, the intervention areas can be determined by examining 

this research and other researches to increase the academic success of students.  

 

Makine Öğrenimi Algoritmalarıyla  Akademik Başarı Tahmini 

Özet 

Eğitim sistemleri eğitimin bütün paydaşları için, çok sayıda ve değerli veriler üretir. Bu eğitsel verilerin 

işlenmesi ve veriye dayanarak eğitimin geleceği ile ilgili çalışmalar yapmak son derece anlamlı sonuçlar 

ortaya çıkarmaktadır. Bu çalışmada dokuzuncu sınıf öğrencilerinden toplanan eğitsel veriler üzerinde veri 

madenciliği yöntemleri kullanılarak bir görüş geliştirilmeye çalışılmıştır. Sınavla öğrenci alan ve sınavsız 

öğrenci alan ortaöğretim okullarında eğitime devam eden öğrencilerden kendileri ve aileleri ile ilgili 

demografik veriler, bir önceki yılda LGS (Liselere Geçiş Sınavı) öncesi ders çalışma ve derse katılma 
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davranışları ve bilimsel epistemolojik inançlarına ilişikin veriler toplanmıştır. Araştırma bir sınıflandırma 

problemi olarak ele alınmış ve iki sınıf (sınavla öğrenci alan okulda okuyan ve sınavsız öğrenci alan okulda 

okuyan) veriler üzerinden tahmin edilmeye çalışılmıştır. Araştırmada gözetimli sınıflandırma algoritmalarının 

tahmin başarıları karşılaştırılmış ve sınıfların oluşmasında hangi değişkenlerin etkili olduğu tespit edilmiştir. 

Makine öğrenmesi algoritmalarının tahmin başarıları karşılaştırıldığında en yüksek başarıyı Neural Network 

algoritmasının (%98.6) gösterdiği bulunmuştur. Tahmin başarısını etkileyen faktörleri belirlemek için 

değişkenlere ait Information Gain katsayısına bakılmış. Ailenin demografik bilgileri, öğrencinin bilimsel 

epistemolojik anlayışı, ders çalışma alışkanlıkları ve bazı derslere olan tutumlarının en çok etki eden 

değişkenler olduğu ortaya çıkarılmıştır. Tespit edilen değişkenlere yönelik yapılacak iyileştirme 

çalışmalarının öğrencilerin akademik başarıları üzerinde olumlu etkisinin olacağı düşünülmektedir.  

Anahtar kelimeler: Eğitsel Veri Madenciliği, Makine Öğrenmesi, Akademik Başarı 
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