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The impetus for test-based accountability systems is to improve the educational opportunities afforded to all students so as to improve
their learning; therefore, integral to the validity argument of these systems is the appraisal of test-based inferences and decisions in
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Preface

The 17th William H. Angoff Memorial Lecture, Test-Based Accountability Systems: The Importance of Paying Attention
to Consequences, was presented by Dr. Suzanne Lane, Professor in the Research Methodology Program at the University
of Pittsburgh, at the National Press Club in Washington, DC, on October 16, 2019. Dr. Lane’s research and professional
interests focus on educational measurement and testing with an emphasis on design and validity issues in large-scale
assessment programs as well as the effectiveness of education and accountability programs. Her work has appeared in
educational measurement and testing journals.

In this paper based on her lecture, Dr. Lane addresses the positive and negative unintended consequences that can
arise when assessments are used as part of accountability systems. She discusses the importance of validating test score
inferences and uses for both instruction and accountability purposes, noting that the negative consequences typically
affect students who are traditionally underserved. At stake, she says, are higher drop-out rates, lower enrollment in
post-high school institutions of learning, a narrowing of topics taught, and an unbalanced ratio of teaching time versus
time spent learning to take the test.

Dr. Lane compares and contrasts the tenets of the No Child Left Behind Act and the Every Student Succeeds Act. She
also addresses the use of standardized tests for college entry as assessments of competency upon graduation from high
school. Dr. Lane points out that one stakeholder’s perceived value of a test-based decision often differs from and sometime
conflicts with the perceived values of other stakeholders. In her conclusion, she stresses the need for a comprehensive
evaluation of all possible consequences—negative and positive—of tests used in accountability systems.

ETS’s Angoff Memorial Lecture Series was established in 1994 to honor the life and work of William H. Angoff, who
died in 1993. For more than 50 years, Dr. Angoff made major contributions to educational and psychological measurement
and was deservedly recognized by the major societies in the field. In line with Dr. Angoff’s interests, this lecture series is
devoted to relatively nontechnical discussions of important public interest issues related to educational measurement.

Ida Lawrence
Senior Vice President
ETS Research & Development

Corresponding author: S. Lane, E-mail: sl@pitt.edu
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The intent of test-based accountability systems is to improve the educational opportunities afforded to all students by
holding schools, educators, and, sometimes, students accountable. Tests serve as powerful tools for forwarding educa-
tional reforms while at the same time exposing societal and educational inequities; therefore, integral to validation efforts
of tests used in these systems is the appraisal of test-based decisions and uses in terms of their consequences. The use of
tests as policy levers bears on fairness and equity issues. Differential test outcomes for students living in economically
disadvantaged communities, African American students, Hispanic students, and English learners have led to undesirable
consequences, including narrowing the curriculum and instruction and increased high school drop-out rates, for the very
same students that the tests were intended to support. An evaluation of the use of tests in accountability systems should
address whether the intended positive consequences are achieved and potential unintended negative consequences are
minimized.

When a test is used as an instrument of policy, its consequences must to be evaluated (Cronbach, 1982). The values
inherent in the testing program need to be made explicit, and the consequences of the decisions and uses based on tests are
an integral aspect of the validity argument (M. T. Kane, 1992). There is an inherent conflict in using tests for instruction
and accountability purposes as test design and development decisions differentially affect the validity of using a test for
both instruction and accountability purposes. The consequences of tests used in accountability systems typically have
different impacts on different groups of students and in different schools and districts, and these differential impacts need
to be examined as part of the validity argument (Lane & Stone, 2002).

The focus of this paper is on the use of tests and their consequences in test-based accountability systems. It includes
three main sections: consequences for tests used for accountability purposes, legislation for test-based accountability sys-
tems and their consequences, and a conceptual framework for evaluating consequences.

Consequences for Tests Used for Accountability Purposes

Importance of an Interpretation/Use Argument and Validity Argument

Validation entails constructing and evaluating coherent arguments for and against proposed test interpretations and uses
(Cronbach, 1988; M. T. Kane, 1992; Messick, 1989). A clear statement of the interpretations and uses of tests and result-
ing scores is critical in the validation of tests used for both instruction and accountability purposes. The argument-based
approach to validity entails both an interpretation/use (IU) argument and a validity argument (M. T. Kane, 2006, 2013).
An IU argument “specifies the proposed interpretations and uses of test results by laying out the network of inferences
and assumptions leading to the observed performances to the conclusions and decisions based on the performances” (M.
T. Kane, 2006, p. 7). It is important for the IU argument to extend beyond those conclusions and decisions based on
student performance to decisions made when delineating the purposes and uses of tests as agents of educational change,
such as using tests to serve as a tool to focus curriculum and instruction. IU arguments for tests used in accountabil-
ity systems require the articulation of the claims about student performance and progress; curriculum and instruction
focus; and student, educator, and school accountability. The articulation of both positive consequences and potentially
unintended negative consequences is incorporated in the IU argument. It is important to recognize that some unintended
consequences may be positive, but it is essential to delineate any potential negative consequences prior to implementing a
test-based accountability system. It is these unintended negative consequences that typically adversely affect students who
have been traditionally underserved, including students of color, students living in economically disadvantaged commu-
nities, English language learners, and students with cognitive disabilities.

The validity argument entails obtaining both logical and empirical evidence to evaluate the soundness of the claims and
assumptions in the IU argument. It involves an overall evaluation of the plausibility of the proposed interpretations and
uses of tests by providing a coherent analysis of the evidence for and against proposed interpretation and uses (American
Educational Research Association [AERA] et al., 2014; Cronbach, 1988; M. T. Kane, 1992; Messick, 1989). The specifica-
tion of the validity argument allows for the accumulation of evidence for and against score interpretations and uses. The
validity of test use depends on the synthesis of the evidence for the evaluation of the IU argument (Haertel, 1999).

Theories of Action

IU arguments encompass a theory of action that specifies how the test decisions and uses are expected to lead to intended
outcomes and any potential unintended consequences. Theories of action include the context in which a program is being
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implemented, a description of the components of the program, what the program components intend to achieve and how
they interact, and short-term and long-term outcomes. A theory of action for a test-based accountability system provides
a framework for bringing together score meaning and impact claims, with an emphasis on claims about the intended
consequences or outcomes of the test on both individuals and schools (Bennett, 2010). Evidence needs to be obtained
and synthesized to support the theory of action, and the validity argument and any contradictions to the specified claims
need to be identified and evaluated. Bennett (2010) proposed the following features to be included in a theory of action
for an assessment system:

• the intended effects of the assessment system,
• the components of the assessment system and a logical and coherent rationale for each component, including back-

ing for that rationale in research and theory,
• the interpretive claims that will be made from assessment results,
• the action mechanisms designated to cause the intended effects, and
• potential unintended negative effects and what will be done to mitigate them (Bennett, 2010, p. 71).

States are required to delineate a theory of action for their assessment and accountability programs, and an evaluation
of whether the intended outcomes are achieved, while minimizing any negative consequences, is necessary to support
the use of the assessments as agents of educational change and the use of scores for accountability and instructional
purposes.

Consequences in the Argument-Based Approach to Validity

The consideration of consequences in the evaluation of the validity of test score interpretations and uses is not new,
although there has been a lively debate by scholars regarding whether consequences should be embraced as an inte-
gral aspect of validity. Scholars such as Cronbach, M. T. Kane, Linn, Messick, and Shepard argued that consequences
are integral to the validity argument. In fact, nearly five decades ago, Cronbach (1971) considered evaluation of decision
and actions based on tests as part of validity evaluation. Linn (1997) argued that “the evaluation of consequences rightly
belongs in the domain of validity” (p. 16) and the “best way of encouraging adequate consideration of major intended pos-
itive effects and plausible unintended negative effects of test use is to recognize the evaluation of such effects as a central
aspect of test validation” (p. 16). Similarly, Shepard (1997) argued that the inclusion of the soundness of decisions based
on test scores warrants the need to examine consequences that are a “logical part of the evaluation of test use, which has
been an accepted focus of validity for several decades” (p. 5). An examination of consequences in the validity argument
involves a critical evaluation of both the intended positive and potential unintended negative consequences of test use (M.
T. Kane, 1992, 2006; Lane et al., 1998; Linn, 1997; Shepard, 1993, 1997; Sireci, 2016). It is essential that we attend closely
to potential negative consequences, particularly for students who have been historically underserved. As articulated by
Campbell (1979) and commonly referred to as “Campbell’s Law,” the more any quantitative social indicator is used for
social decision making, the more subject it will be to corruption pressures and the more apt it will be to distort and corrupt
the social processes it is intended to monitor” (p. X).

The validity argument should address differential impact given that the consequences of tests used in accountability
systems, both positive and negative, are likely to have different impacts for different groups of students and in different
schools (Lane, 2014; Lane & Stone, 2002). Judgments about the fairness of tests bear on their uses and consequences.
A well-documented, unintended negative consequence for state tests is the narrowing of instruction for some students,
typically students living in economically disadvantaged areas, to those topics measured by the tests (Stecher, 2002) and a
focus on students slightly below the cut point for proficient (Booher-Jennings, 2005).

The evaluation of the congruency between the intended interpretation and uses of test scores and the actual or enacted
interpretations and uses of test scores is integral to the validity argument. The validity of both social and personal conse-
quences is jeopardized if there is a lack of congruency between intended and enacted interpretations and uses. Enacted
interpretations and uses by educators and administrators are more complex and varied than intended interpretations and
uses (Coburn & Turner, 2011; Moss, 2016). Tests are used locally in different contexts by educators and administrators to
address a variety of their own needs (e.g., grade promotion), and these local uses need to be understood and evaluated in
terms of their appropriateness and potential negative consequences for students.
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Social Consequences and Value Judgments

Tests are used as mechanisms of social action, resulting in consequences from direct and indirect actions. As indicated
by Cronbach (1988), the validity argument “must link concepts, evidence, social and personal consequences, and values”
(p. 4). Although consequences of test use have been a part of the evaluation of test decision procedures, social consequence,
or adverse impact, was not addressed until the 1960s. In a Messick, 1964 conference paper, Messick reflected on the
ethical aspects of whether a test should be used for a particular purpose that requires a justification of the proposed
use of the test in terms of social values. Messick’s (1989, 1994) perspective on adverse social consequences as having
a role in test validation was limited, however, to them being traced back to construct-irrelevant components in scores
and to construct underrepresentation: “If the adverse social consequences are empirically traceable to sources of test
invalidity, then the validity of the test use is jeopardized. If the social consequences cannot be so traced … then the
validity of the test use is not overturned” (Messick, 1989, p. 88). M. T. Kane (2006) argued that Messick’s perspective
gave consequences a secondary role in validation and supported Cronbach’s (1971, 1988) position that consequences
have a more integral role in the validity argument and that negative consequences could invalidate test use even if they
cannot be traced to a test flaw: “Tests that impinge on the rights and life changes of individuals are inherently disputable”
(Cronbach, 1988, p. 6). Those responsible for collecting evidence to support the validity argument have an obligation to
evaluate whether a use has appropriate consequences for both individuals and institutions and, more importantly, “to argue
against adverse consequences” (Cronbach, 1988, p. 6). Consequences of testing are an integral part of validity and extend
beyond consequences due to “invalidity of tests.” As indicated by M. T. Kane (2013), consequences that have “potential for
substantial impact in the population of interest, particularly adverse impact and systemic consequences” (p. 61) should
be a central aspect of the validity argument. The consideration of social consequences of testing programs is an inherent
aspect of the IU and validity argument.

Decisions made in test design, development, and use are grounded in value judgments (Messick, 1989; M. T. Kane,
2006). Value judgments are involved in the articulation of the intended purposes and uses of a test, the specification of
the construct and content standards to be assessed, the design and development of items and scoring rules to measure
those content standards, the development of performance level descriptions, the development of performance standards
for determining student proficiency, and the design of score reports and accompanying interpretive guides. The value
judgments inherent in each of these test design decisions will have an impact on the validity of test score interpretations
and the consequences of test use, such as what knowledge and skills are emphasized in curriculum and instruction and
what knowledge and skills are needed to be considered proficient. Value judgments are inherent in the specification of the
intended positive consequences and the potentially unintended, negative consequences, such as using a test in consider-
ation of high school graduation and its differential effect on different schools and different groups of students. Decision
procedures always rest on value judgments; therefore, values need to be made explicit when articulating the consequences
of decision rules that need to be evaluated (M. T. Kane, 2006).

Different stakeholders, including policymakers, advocacy groups, administrators, educators, parents, students, busi-
ness leaders, and the community, have different, and sometimes conflicting, perspectives on the purposes and uses of
tests in instruction and accountability systems. What is considered of value with respect to test-based decisions, uses, and
consequences depends on the stakeholder. As suggested by Bachman (2002), different IU arguments could account for
the conflicting values of different stakeholders. The specification of different IU arguments for the various stakeholders
may be impractical. Nevertheless, the articulation of the competing values from various stakeholders is warranted so as
to better understand the potential consequences, both positive and negative, of test use.

Test-Based Accountability Systems and Consequences

Policies are implemented in educational reforms with the intent that such policies will result in certain consequences,
including improving student achievement and learning, enhancing curriculum and instruction, narrowing the achieve-
ment gaps, and preparing students for college and careers. Tests used in accountability systems provide policy makers
with tools to hold schools, administrators, educators, and students accountable for student achievement and learning.
Tests appeal to policy makers as agents of educational change because they are relatively inexpensive, can be mandated
externally and implemented relatively quickly, and have visible results (Linn, 2000). Advocates view test-based account-
ability systems as a way to raise academic standards for students and to focus instruction on content aligned to rigorous
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content standards. The intent of test-based accountability systems is for all students to be exposed to rigorous content
standards and to achieve success on acquiring the knowledge and skills reflected in those standards.

There is an inherent tension, however, between using tests to achieve the goals of instruction and using them to mea-
sure accountability due to practical constraints in the design of assessment and accountability systems (Lane & DePascale,
2016). Design decisions are made that will affect the different goals of the tests and systems, and these design decisions
should be informed by an explicit delineation of the multiple purposes and uses of the test (e.g., student, educator, and
school accountability; instructional support) and the intended consequences, including social consequences and potential
unintended negative consequences, of these conflicting uses. When a test is used as an instrument of policy, its conse-
quences need to be evaluated (Cronbach, 1982).

In evaluating the effectiveness of tests used for accountability purposes, attention needs to be paid to how well the tests
are achieving their goals in terms of the motivation and practices of school administrators and educators and in terms of
improved student performance on the state content standards (Lane & Stone, 2002). Those who mandate and use tests are
obliged to make a case for the appropriateness of the decision rules in the context in which they are being used, and any
potential unintended negative consequences need to be weighed against intended positive consequences before using a
test as an instrument for policy. The articulation and documentation of intended and potential unintended consequences
should occur as the test purposes and claims are articulated and documented. A systematic evaluation of how the test
achieves its goals and the cost of attempting to obtain its goals is needed. The relevant stakeholders should be involved in
deciding on the questions that should be investigated when evaluating consequences of test use because of their different
perspectives on the value of the positive and potentially negative consequences.

A principled approach to the evaluation of consequences is needed so we do not continue the practice of “begging the
question;” that is, accepting part of the argument without serious evaluation (M. T. Kane, 2006). The claim that tests will
lead to better instruction and student achievement is typically taken at face value. It is important that those who mandate
tests, develop tests, and use tests adhere to the Standards for Educational and Psychological Testing (AERA et al., 2014),
and as Standard 1.6 states, “When a test use is recommended on the grounds that testing or the testing program itself
will result in some indirect benefit, in addition to the utility of information from interpretation of the test scores them-
selves … logical or theoretical arguments and empirical evidence for the indirect benefit should be provided” (p. 24). The
comment following Standard 1.6 further acknowledges that “certain educational testing programs have been advocated
on the grounds that they would have a salutary influence on classroom instructional practices” (AERA et al., 2014, p. 24);
therefore, the evaluation of whether such testing programs have the intended positive effects on instruction, or potentially
negative unintended effects on instruction, is integral to the IU argument and validity argument.

Standards for Educational and Psychological Testing (AERA et al., 2014) also indicates that the extent to which “indi-
viduals have had exposure to instruction or knowledge that affords them the opportunity to learn the content and skills
targeted by the test has several implications for test scores for their intended uses” (p. 56). Validity and fairness of test
score interpretations and uses as well as the use of tests as vehicles for educational change may be compromised due to
inequities in education and, therefore, can lead to negative consequences. As an example, the use of tests for high school
graduation has resulted in negative consequences for students who have not had the opportunity to learn the content and
skills measured by the test.

Research on the Consequences of State Performance Assessments

Two types of test-based accountability systems that should have a substantial impact on instruction and learning are
performance assessments and alternate assessments for students with the most significant cognitive disabilities. The
renewed interest in performance assessments in the early 1990s was, in part, because performance assessments were
considered to be valuable tools for educational reform and they were more direct measures of rigorous content standards.
Performance assessments help shape instructional practice by providing an indicator to educators of what is important
to teach and to students of what is important to learn. Performance assessments have instructional value, are aligned
to the learning goals and content standards in academic disciplines, and serve as powerful professional development
tools, particularly if teachers are involved in the design of the assessment and scoring of student performances (Lane &
DePascale, 2016; Lane & Stone, 2006).

Linn (1993) argued that consequential evidence in support of the validity argument is “especially compelling for
performance-based assessments … because particular intended consequences are an explicit part of the assessment
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system’s rationale” (p. 6). Research studies have demonstrated that the implementation of large-scale performance assess-
ments in the 1990s was related to positive changes in instruction and student learning, with a greater emphasis on problem-
solving, critical thinking, and reasoning. My colleagues and I examined validity evidence for the consequences of the
Maryland School Performance Assessment Program (MSPAP), which was composed entirely of performance tasks that
were integrated across content domains and required collaborative problem-solving for some of the tasks. Using growth
model analyses we found a positive impact of the performance assessment and accountability system on both student
learning and classroom instruction (Lane et al., 2002; Parke & Lane, 2008; Parke et al., 2006; Stone & Lane, 2003). Teacher
reported use of performance-based instruction accounted for differences in school performance on MSPAP in read-
ing, writing, mathematics, and science. In particular, schools with a focus on performance-based instruction, such as
the engagement of students in critical thinking and reasoning, had higher MSPAP scores than schools in which their
instruction was less performance-based (Lane et al., 2002; Stone & Lane, 2003). The use of more reported reform-oriented
problem types in instruction had a significant impact on rates of change in MSPAP school performance in reading and
writing; the more reported impact MSPAP had on instruction, including a focus on higher level thinking and reasoning
skills and rigorous content, the greater rates of change in MSPAP school performance in mathematics and science were
over a 5-year period (Lane et al., 2002; Stone & Lane, 2003). A systematic evaluation of mathematics instructional arti-
facts obtained from the classrooms revealed that they were more aligned with MSPAP and the state content standards
for higher achieving schools and higher gain schools as compared to lower achieving schools and lower gain schools. It
is important to note however that classroom assessments had a relatively weak alignment with the nature and content of
MSPAP and the state content standards (Parke & Lane, 2008). MSPAP had a greater effect on performance-based instruc-
tion as opposed to performance-based classroom assessment practices, suggesting the need for better support of teachers
in classroom assessment practices.

The MSPAP results pertaining to mathematics were supported by a study by Linn, Baker, and Betebenner (2002).
They found that trends in mathematics student gains for state National Assessment of Educational Progress (NAEP)
and MSPAP mathematics assessments were similar, suggesting that increased student performance on MSPAP was most
likely a result of actual gains in student achievement in mathematics across the school years. The student performance
gains on MSPAP were not limited to the format and content of the performance assessment. Gains on MSPAP could be
extrapolated to other assessments that measure somewhat different content using different item formats. Such positive
results may have resulted, in part, from schools using MSPAP data along with other information to guide instructional
planning (Michaels & Ferrara, 1999).

When using test scores to make inferences regarding the quality of education, contextual information is needed
to inform the inferences and resulting actions (Haertel, 1999). In the MSPAP studies, a school contextual variable,
socioeconomic status (SES), which was measured by the percent of students receiving free or reduced-price lunch,
was significantly related to school level performance on MSPAP in mathematics, reading, writing, science, and social
studies (Lane et al., 2002; Stone & Lane, 2003). SES however was not significantly related to school performance gains
on MSPAP in mathematics, writing, science, and social studies. It could be argued that MSPAP did not have an adverse
impact for students living in economically disadvantaged areas because of comparable growth on MSPAP school scores
in these subjects regardless of the school SES status. One could argue however that greater MSPAP gains for schools
located in economically disadvantaged areas should have occurred given that the initial MSPAP performance was
lower for these schools and a greater emphasis was needed in ensuring these students were provided with enriched
instruction.

Other state assessment programs that included performance tasks in the early 1990s provided some additional evi-
dence of the impact of performance assessments on instruction and student learning. Teachers in Vermont reallocated
instruction time to reflect the goals of the Vermont Portfolio Assessment in mathematics and writing, including allocat-
ing more time to problem-solving and communication in mathematics and providing students opportunity to engage
in extended writing projects (Koretz, Barron, Mitchell, & Stecher, 1996; Stecher & Mitchell, 1995). Teachers in Wash-
ington reported that both short-response items and extended-response items on the Washington Assessment of Stu-
dent Learning were influential in improving instruction and student learning (Stecher, Barron, Chun, & Ross, 2000),
and teachers used mathematics and writing scoring rubrics in instruction in a way that reinforced meaningful learn-
ing (Borko et al., 2001). In examining the relationship between improved instruction and gains in Kentucky school-
level scores, Stecher, Barron, Kaganoff, and Goodwin (1998) found inconsistent findings across disciplines and grades.
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A positive relationship however was found between standards-based instructional practices in writing and the Ken-
tucky direct writing assessment. For example, more seventh-grade writing teachers in high-gain schools versus low-
gain schools reported integrating writing with other subjects and increasing instructional emphasis on the process of
writing.

Research on the Consequences of Alternate Assessments

The motivating force behind alternate assessments is to improve the educational opportunities, including increased access
to general educational curriculum and inclusive instructional classrooms, for students with the most severe cognitive
disabilities. Marion and Perie (2009) argued that consequential evidence is of particular importance for evaluating the
validity of score interpretation and use for alternate assessments and the use of these assessments as educational change
agents because these assessments provide a mechanism to promote grade-level academic instruction for students who
are typically underserved. In examining the consequences of alternate assessments in the 2000s, Kleinert and Kearns
(2001) reported that teachers from schools with high student performance on the alternate assessment indicated that
the assessments had a positive impact on instruction and the inclusion of students with disabilities in classrooms with
students without disabilities, whereas teachers from schools with low performance indicated that the alternate assessment
had little impact. Towles-Reeves et al. (2006) evaluated the impact of the use of an alternate assessment on the development
of instructional educational plans (IEPs). They found that the impact of the alternate assessment on IEP development was
significantly less than its impact on instruction, which may have been due to the lack of an explicit connection between
the alternate assessment and IEP development. The teachers who reported that the alternate assessment had no or little
impact on their instruction also indicated that the assessment was not important to them, they lacked support for the
implementation of the assessment, and they did not know how to use the assessment results to inform IEP development.

Roach, Elliott, and Berndt (2007) examined consequential evidence for the validity of the Wisconsin alternative assess-
ment. It was expected that performance on the assessment and teacher’s indication of student access to the general
curriculum would account for the majority of the variance on teachers’ perception of the alternate assessment. The only
predictor, however, that accounted for the variance on the teachers’ perception of the assessment was student grade level.
Teachers reported less positive perceptions about the assessment as students progressed through the grades. More specif-
ically, 10th-grade teachers were more skeptical about the meaningfulness of the alternate assessment scores and their use
for instructional planning. An implication of these results is that teachers would benefit from more professional develop-
ment on how to provide an inclusive instructional environment and standards-based instruction to students with the most
severe cognitive disabilities. The assessment consortium that was established under Race to the Top (RTTT; U.S. Depart-
ment of Education, 2009) recognized this need and made it central in their alternate assessment and instruction systems.

Legislation for Test-Based Accountability Systems and Consequences

Tests used at the national and state level have undergone substantial changes since the 1970s when the minimum compe-
tency testing (MCT) reform gained traction to restore confidence in the high school diploma. Although the goal of MCT
reform was admirable—all students attain certain standards of minimum competency—it led to a number of undesirable
consequences, including shifts in curriculum and instruction to focus on lower level skills and an increase in high school
dropout rates, especially for those students living in economically disadvantaged communities. During the period of MCT
and leading into the early 1990s, states were using tests for accountability purposes, with high-stakes for both educators
and administrators. The 1990s led to standards-based accountability systems, and some states, such as Maryland, focused
on the use of performance assessments that allowed for measuring cognitively demanding content and skills. This section
describes several test-based accountability policies since the 2000s and the consequences of their implementation.

No Child Left Behind Act

The use of performance assessments declined in the early 2000s with the increased demand on testing, the need to
provide individual-level scores, and limited resources under No Child Left Behind (NCLB, 2002). The intent of the
NCLB Act, which was in effect from 2002 to 2015, was to create incentives for educators and students to focus on
rigorous content in mathematics, English language arts (ELA), and science, and to have all students reach proficiency by
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Table 1 Proficiency Under No Child Left Behind for Grade 8

State
Percent of students at proficient
AYP starting point on state test

Percent of students at
proficient or above on NAEP

Arizona 7 21
North Carolina 75 30

Note. AYP = adequate yearly progress; NAEP = National Assessment of Educational Progress.
Source: Linn (2003).

setting challenging performance standards. State tests were used as the primary measure of student outcomes, providing
individual student scores and aggregate scores to hold schools, educators, and students accountable. Although its intent
to focus instruction on rigorous content was admirable, when enacted, the emphasis tended to be on school, teacher, and
student accountability.

A primary goal of NCLB was for schools to focus on and improve the education of low-achieving students and to reduce
the achievement gaps between White students and African-American, Hispanic, and Native American students—students
who were traditionally “left behind” or underserved in the educational system. In an effort to encourage schools to focus
instruction on these groups, rewards, such as monies for after-school programs and teacher pay-for-performance pro-
grams, and sanctions, such as the loss of federal Title 1 funding and school takeovers, were attached to student performance
and led to negative consequences for students, educators, and administrators.

States were required to annually report students’ proficiency in ELA and mathematics in Grades 3–8 and once in high
school using state summative tests. The tests were used to evaluate whether schools made adequate yearly progress (AYP)
toward 100% of students being proficient or above in ELA and mathematics by 2013–14 and to provide rewards and
sanctions based on each school’s AYP status. These polices led to pressure to raise test scores, resulting in unintended
negative consequences, including narrowing the curriculum and shifting resources away from those subjects that were
not tested, focusing instruction in mathematics and ELA to content measured by the tests, replacing instruction with
days of test preparation, and focusing on students just below the proficiency cut scores.

NCLB allowed states to provide their own definitions of proficient with the requirement that all students needed to
achieve proficiency on the state tests by 2013–14. In addition to states having their own definition of proficient, they
also had their own starting point for evaluating AYP. The starting point indicated the percentage of students who were
proficient in 2001–02. As illustrated by Linn (2003), some states had the proficient performance standard set close to the
70th percentile, which is similar to NAEP’s proficient achievement level and is considered challenging. As an example,
for Grade 8 in mathematics, Arizona had only 7% of students at the proficient starting point in 2002 and North Carolina
had 75%, whereas the NAEP results revealed a much smaller discrepancy between the states with 21% of the students
in Arizona and 30% of the students in North Carolina at the proficient level or above (see Table 1). States who set lower
starting points were at an advantage for meeting AYP than states who had a high percent of students proficient at the
starting point; however, the trustworthiness of the state results is debatable given the state NAEP results.

These results reveal the inherent problem in using state-developed content standards, state-developed tests, and state-
defined performance levels for accountability purposes and for comparing state performance. The use of state-defined
performance standards for accountability and for state comparisons was summarized by Linn (2003): “The variability
in the percentage of students who are labeled proficient or above due to the context in which the standards are set,
the choice of judges, and the choice of method to set the standards is, in each instance, so large that the term profi-
cient becomes meaningless” (p. 12). This unintended consequence, in part, led to a shift from the requirement of states
to achieve AYP to the requirement of states to identify the lowest performing 5% of schools that would benefit from
assistance in 2012.

NCLB Act and Consequences

In a study examining the effects of NCLB in three states, teachers reported that NCLB led to improvements in academic
rigor and instruction as well as a focus on student learning; however, teachers also reported some negative features and
consequences of NCLB, including content standards that were too difficult for some students but not challenging enough
for other students and more instructional time spent on content standards that were tested and less instructional time
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on content standards that were not tested (Stecher et al., 2008). Schools and districts reported improving the alignment
of curriculum to the content standards and the state test, using data to inform instruction and focusing instruction on
low-achieving students. Both teachers and administrators indicated that lack of time and resources had a negative impact
on their efforts to improve instruction and student learning.

A review of research on the implications of test-based incentives for schools, teachers, and students indicated that
although test-based incentive programs are associated to some extent with increased student achievement, they did
not close the gap between student performance in the United States and the highest performing countries (National
Research Council [NRC], 2011, p. 4.). In evaluating the results for tests attached to incentives, it was found that
schools with NCLB-like school-level incentives had the largest estimates of student achievement effects (.08 SD),
with the largest effects occurring in mathematics in elementary grades. The use of high school exit exams tended to
decrease the rate of high school graduation, an undesirable negative consequence, although for programs that provided
rewards for graduation, the use of exit exams tended to be related to an increase in the rate of high school completion
(NRC, 2011, pp. 4–5).

A study conducted by Dee and Jacob (2011) examined whether NCLB had an impact on student achievement on state
assessments. Using a comparative interpretive time series analysis (compared groups who have accountability polices in
place and those that did not prior to NCLB), state assessment data, and NAEP state data, the researchers found increases
in the average mathematics performance of students in Grade 4 (effect size = .23 by 2007) across the score scale, with
slightly larger effects among Black and Hispanic students, and a smaller, but not statistically significant effect in Grade 8
mathematics performance, with a larger effect for Hispanic students. There was no evidence of increased reading perfor-
mance in Grade 4 (Dee & Jacob, 2011). The positive results for mathematics would have been strengthened if there had
been evidence of meaningful changes in the content of mathematics instruction for these students.

Race to the Top

The RTTT grant under the American Recovery and Reinvestment Act of 2009 called for tests to be grounded in aca-
demic standards that reflect 21st-century skills, including “cognitively challenging skills that are difficult to measure” and
designed to create “conditions for education innovation and reform” (U.S. Department of Education, 2009, p. 2). RTTT
required states to provide a theory of action for their test-based accountability systems, including the intended bene-
fits and outcomes of the system (U.S. Department of Education, 2010). Specifically, the call required a “theory of action
that describes in detail the causal relationships between specific actions or strategies … and its desired outcomes …
including improvements in student achievement and college- and career-readiness” (U.S. Department of Education, 2010,
p. 1,817). The assessments were to “play a critical role in educational systems; provide administrators, educators, parents,
and students with the data and information needed to continuously improve teaching and learning” (U.S. Department of
Education, 2009). To evaluate these desirable intentions, it was necessary for states to specify how they will occur and the
mechanisms that will bring about the intended outcomes.

RTTT encouraged states to join one or more of the assessment consortia that developed assessments aligned to the
Common Core State Standards (CCSS), and it supported measuring teacher effectiveness using the state test results. The
goal of the two general assessment consortia, Partnership for Assessment of Readiness for College and Careers (PARCC,
2010) and Smarter Balanced (2015a, 2015b), was to develop assessments grounded in rigorous, rich content measuring
high-level literacy, mathematical reasoning, and problem-solving using innovative item formats.

States adopted the CCSS or other rigorous content standards to focus instruction on challenging content and used
one of the consortium tests, PARCC or Smarter Balanced, as their state assessment or developed their own test to signal
whether students were college-and-career ready or on track. Table 2 provides an indication of the rigor of state content
standards and performance standards during this time using the NAEP state results as a yardstick (Achieve, 2015, 2016,
2018). Overall, the consistency in the percentage of students proficient or above on both NAEP and state tests increased
since the implementation of RTTT (2014–15), allowing for more confidence in using state test scores for instructional
and accountability purpose and comparing the performance of states. As an example, for Grade 8 mathematics, the dis-
crepancies between the percentage proficient or above on NAEP as compared to the state tests were considerable in 2013
prior to the implementation of RTTT, with 13 states’ discrepancies ranging from −31 to −53, indicating that these 13
states had between 31% and 53% more students classified as proficient or above by the state test as compared to NAEP.
Another 17 states had discrepancies ranging from −16 to −30, indicating that these 17 states had between 16% and 30%
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Table 2 Grade 8 Mathematics State Test Performance and National Assessment of Educational Progress (NAEP) Performance

% Proficient or above discrepancy

2013–14 state
data & 2013 NAEP

data (Achieve, 2015)

2014–15 state data
& 2015 NAEP data

(Achieve, 2016)

2016–17 state
data & 2017 NAEP data

(Achieve, 2018)

−53 to −31 in 2013 −43 to −31 in 2015 −51 to -31in 2017 13 3 3
−30 to −16 17 4 5
−15 to −1 12 22 24
0 to +10 in 2013 0 to +22 in 2015 0 to +17 in 2017 2 16 19

more students classified as proficient or above by the state test as compared to NAEP, and for only two states were the
discrepancies reversed, indicating that only two states had a larger percentage of students, between 0% and 10%, classified
as proficient or above by NAEP as compared to the state test.

As a result of the adoption of the CCSS or other more rigorous content standards by states; the implementation of
Smarter Balanced, PARCC, or other more cognitively demanding state tests; and the setting of more challenging perfor-
mance standards, in 2015 fewer states exhibited such large discrepancies. Only three states’ discrepancies ranged from
−31 to −43, indicating that these three states had between 31% and 43% more students classified as proficient or above
by the state test as compared to NAEP. Only four states’ discrepancies ranged from −16 to −30, indicating that these four
states had between 16% and 30% more students classified as proficient or above by the state test as compared to NAEP.
In contrast to the results prior to the implementation of RTTT, 16 states had a higher percentage of students achieving
proficiency or above on NAEP as compared to their state tests. In fact, one state had 22% more students achieving
proficient or above on NAEP as compared to its state test. The 2017 discrepancy results followed a pattern similar to the
2015 results.

PARCC, Smarter Balanced, and other state tests administered since 2015 assess more challenging content standards
and set more rigorous performance standards as compared to state tests administered prior to 2015. NAEP is used as a
yardstick in state comparisons because it is grounded in assessment frameworks that reflect rigorous content. It can be
argued, however, that differences between the state tests and NAEP results are partly due to differences in what is assessed
by the different tests. A study that examined the alignment between the NAEP mathematics assessment framework and
the CCSS found that there were no “wide areas” of content that were not aligned; however, there were differences in
“specificity and conceptual understandings” (Hughes et al., 2013, p. 11). As an example, the researchers indicated that
there is more rigorous content in Grade 8 algebra and geometry in the CCSS than in the NAEP mathematics assessment
frameworks. Overall, however, the results in Table 2 provide support that states are raising their standards.

Race to the Top and Consequences

In a study examining the consequences of the CCSS and Smarter Balanced and PARCC on curriculum and instructional
practices in five states, T. J. Kane et al. (2016) found that there was a relationship between student performance on PARCC
and Smarter Balanced for several mathematics CCSS implementation strategies used by educators in Grades 4 through
8 and administrators. Test performance was related to a number of instructional features, including teachers obtaining
explicit feedback on the implementation of the CCSS after their instruction was observed, number of days of teacher
professional development on the CCSS, and the inclusion of student PARCC or Smarter Balanced scores in teacher per-
formance evaluations; however, there was no relationship between student test performance and teacher reported shifts
in instruction and materials.

An unintended consequence of these test-based accountability polices was the rise of the opt-out movement where
parents do not allow their children to take the state test. The movement gained national recognition by 2015 when 20%
of students in New York opted out of the state test. Concerns about evaluating teachers using student test performances
and gains were prevalent. In 2015, the U.S. Department of Education encouraged states to review their testing programs
to reduce the amount of testing time so that no more than 2% of instructional time was spent on testing. Shortening state
tests, modifying academic standards, modifying graduation requirements, and modifying policies that use the tests to
evaluate teachers have contributed to a decrease in the opt-out rate.
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Alternate Assessments Under RTTT

Under RTTT, two assessment consortia for the students with the most severe cognitive disabilities were formed: National
Center and State Collaborative (NCSC) and Dynamic Learning Map (DLM). The primary goal of alternate assessments for
students with the most severe cognitive disabilities is to focus instruction on academic content and to improve academic
learning for these students. The theory of action for the NCSC alternate assessments treated the summative assessment as
a component of the overall system and was considered in light of the other system components (e.g., professional devel-
opment for teachers, appropriate communication methods for the student and teacher, instruction aligned to grade-level
content standards) when evaluating the system goals (Quenemoen et al., 2013). The long-term outcomes that were related
to student achievement of academic content aligned to the CCSS included greater exposure to grade-level academic
curriculum, which in turn contributed to students achieving increasingly higher academic outcomes and students
leaving high school ready to participate in college, careers, and community. Within the theory of action for NCSC were
the following assumptions related to curriculum, instruction, and professional development underlying the long-term
outcomes:

• teachers are given resources for and training on instruction in academic knowledge and skills needed for college,
career, and community readiness;

• teachers have the knowledge, skills, and orientation necessary to access the standards and provide academic instruc-
tion; and

• teachers have the resources, training, and supports necessary to develop symbolic language and build communica-
tive competence with students (Quenemoen et al., 2013, p. 6).

The theory of action for DLM identified short-term outcomes, intermediate outcomes, and long-term outcomes.
Short-term outcomes focused on instruction and use of scores: teachers have knowledge and skills to implement effective
instruction, teachers use data to make instructional decisions, and district and states use data to make resource decisions.
The focus of the long-term outcomes was on pedagogy and the incorporation of features specific to the DLM system,
including the use of learning maps: teachers understand how to build breadth and depth of conceptual understanding
and make useful decisions from diagnostic information, teachers think differently about how to educate students with
severe cognitive disabilities (SWSCD) in the context of learning maps, and the educational experiences of SWSCDs are
improved.

Initial studies have started to examine the impact of DLM on teacher instructional practices for students with the most
severe cognitive disabilities. DLM tests provide learning profiles for students that include a map of the knowledge and
skills students have most likely acquired and the skills students are most likely ready to work on. In a study using surveys,
teachers reported that the learning profiles from the end of the year assessments provide some useful information to
inform instruction; however, some teachers viewed a learning profile as a fixed map for instruction, which may lead to
narrowing of the instruction on only the skills reported, lower teacher expectations of students, and limiting student
progress (Karvonen et al., 2017). In a follow-up study using focus groups, the use of the DLM reports by teachers was
evaluated. Teachers indicated that they use fine-grained information from the learning profiles generated from the interim
assessments in the development of IEPs and their plans for instructional groupings, and they use information from the
end of year assessment reports as a general framework to inform the IEP goals (Clark et al., 2018).

Every Student Succeeds Act

Under the Elementary and Secondary Education Act (ESEA, 1965), the Every Student Succeeds Act (ESSA, 2015) replaced
NCLB in December 2015, requiring states to modify their test-based accountability systems for operational use in the
2017–18 academic year. ESSA extends to the 2020–21 academic year. The goals of ESSA, which are similar to those of
NCLB, are to promote fair, equitable, and high-quality education for all students, to close educational achievement gaps,
to hold all students accountable to high academic standards that will prepare them to succeed in college and careers, and
to hold schools accountable to effect positive change, in particular, in the lowest performing schools. ESSA narrows the
role of the federal government and allows states and districts to play a larger role in accountability while continuing the
practice of using tests as tools for instructional change and accountability.
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ESSA stipulates that states use other measures, in addition to tests, in their school accountability systems to help alle-
viate the pressure on raising test scores at the expense of meaningful actions to improve student learning. States must
continue to report by all required subgroups specified under NCLB. States are required to include the following:

• a measure of student achievement in ELA and mathematics (in each of Grades 3–8, plus one grade in high school)
and a measure of student achievement in science (once in each grade span: 3–5, 6–8, and high school)

• another “valid and reliable statewide academic indicator” for elementary and middle schools, which can be a mea-
sure of student growth

• the 4-year adjusted cohort graduation rate for high schools (states may add an extended adjusted cohort graduation
rate if they choose)

• a measure of progress in English language proficiency for English language learners (in each of Grades 3–8, plus
one grade in high school

• at least one other measure of school quality or student success that is valid, reliable, and comparable across the
state, such as student engagement, educator engagement, student access to advanced coursework, postsecondary
readiness, school climate and safety, or other measure

The accountability requirements under ESSA include the following:

• indicators of school performance/quality
• state defined annual targets for indicators
• identification of schools requiring support and improvement
• annual reporting by indicator and subgroup
• state provision of support to schools identified—evidence-based, equity-enhancing approaches to reduce the oppor-

tunity gaps

Use of College Admission Tests Under ESSA

ESSA provides additional flexibility compared to previous policies, making it easier for states to adopt a college entrance
exam, the ACT or SAT®, as their high school accountability test. Several studies have revealed some gaps in the alignment
between state content standards and college entrance exams that could result in changes in what is taught in mathematics
and ELA for those states that adopt college entrance exams for their high school accountability test. This potential negative
consequence needs to be weighed against the positive consequence of using a college entrance exam as the high school
accountability test to further the educational opportunities of students who may not have considered higher education. I
and many stakeholders would argue that using a college entrance exam as a lever of educational opportunity for under-
served students outweighs any misalignment of the exam with high school content standards. Evidence is needed, however,
to determine whether the use of college entrance exams increases the higher education opportunities for students.

Maine was one of the first states to adopt a college entrance exam as its state test in high school. In 2006, Maine began
administering the SAT as its high school accountability test and was required to augment the SAT mathematics section
with additional items to improve its alignment with the state content standards. A study investigating whether more
students in Maine entered college as a result of the use of the SAT found that a 2%–3% increase in college-going rate was
attributable to the use of the SAT (Hurwitz et al., 2015). In Michigan, the ACT was adopted as that state’s high school
accountability test, and the use of it resulted in an increase of approximately 50% of students living in economically
disadvantaged areas scoring at a college-ready level but only an increase of 6% of students living in economically
disadvantaged areas enrolling at a 4-year institution (Hyman, 2017). Although the use of the ACT increased the number
of students enrolling in college, there still remains a high percentage of college-ready students living in economically
disadvantaged areas who are not enrolling at a 4-year institution. These studies suggest that more programs are needed to
support and encourage student to enroll in and attend higher education institutions, especially students who have been
traditionally underserved.

Pilot Program Under ESSA

In an attempt to minimize negative curriculum and instructional consequences and to promote rigorous instructional
content, ESSA authorized a pilot program that allowed up to seven states to develop innovative test-based accountability
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systems, incorporating new measures of student performance that better supported student learning. The intent of the
program was to “promote high-quality instruction, mastery of challenging state academic standards, and improved stu-
dent outcomes, including for each subgroup of students” (U.S. Department of Education, 2018, p. 26). The pilot program
provides states with the opportunity to build balanced assessment systems that lessen the tension between the goals of
instruction and the goals of accountability. The systems can incorporate competency-based assessments, instructionally
embedded assessments, interim assessments, performance-based assessments, and other forms of assessment.

The assessment system is to be developed in collaboration with a broad range of stakeholders, including parents,
educators, and civil rights organizations, and the results need to be valid, fair, and comparable for all students and sub-
groups. An important provision in the pilot program is that states are to report annually how they will ensure that all
students receive the instructional support to meet standards. Thus, evidence is needed that documents the nature of the
instruction students are receiving as a result of this program. New Hampshire and Louisiana were approved in 2018,
followed by Georgia and North Carolina in 2019.

New Hampshire’s Performance Assessment of Competency-Based Education (PACE) pilot program was approved by
the U.S. Department of Education in March 2015 and by the ESSA pilot program in the fall of 2018 (State of New Hamp-
shire Department of Education, 2018). It includes a combination of locally developed performance tasks and common
performance tasks that are shared by participating districts with a smaller state assessment component. Figure 1 provides
the program’s theory of action that specifies the program’s intended impact on classroom practices, including the design
features and mediating effects required to achieve its end goal of students being college-and-career ready (Figure 2). The
evaluation of this innovative assessment system should include consequential evidence for the mediating effects and their
impact on changes in instruction. The theory of action also considers contextual factors such as district size and negative
consequences such as doing “no harm” on the state summative assessment and to minimize sources of construct irrelevant
variance (State of New Hampshire Department of Education, 2018, p. 54).

Underlying this theory of action are intermediate goals and claims required to achieve the end goal that students are
college-and-career ready.

1. Goal: Stake holders committed to PACE. Claims: Local leadership is committed and participating districts collabo-
rate with one another.

2. Goal: Assessments are based on sound test design principles. Claims: Teachers developing performance assessments
are trained and knowledgeable of the Standards and performance assessments adhere to the Standards, including
ensuring equity.

3. Goal: Performance assessments are successfully implemented. Claims: Teachers receive effective training and
supports to administer the performance assessments with fidelity, implementing the performance assessments
as intended enhances and extends desired instructional practices, and student engagement and student learning
increases/deepens when performance assessments are implemented as intended.

4. Goal: Scores are accurate and reliable. Claims: Scorers are effectively trained and scorers attain successful rates of
interrater agreement and reliability.

An initial evaluation of whether participation in the PACE program does “no harm” to student performance on the
state summative tests was undertaken. In examining the effects of the PACE program on student performance on the state
test, using multilevel modeling, small positive effects—ranging from 3% to 14% of a standard deviation—were found for
students in Grades 8 and 11 in PACE schools in contrast to students not in PACE schools (Evans, 2019). PACE students
tended to perform slightly better than predicted on the state test as compared to students not in PACE schools but with
comparable school contextual characteristics.

The development of local performance tasks provides the PACE program an opportunity to build a test that is guided
by sociocultural learning theories that reflect the social nature of learning and the cultural practices in the community that
shape learning. Designing tasks that are informed by theories of motivation and identity development, as well as cognitive
theories, have the potential to address fairness issues. The inclusion of locally designed performance tasks as part of the
assessment system may help alleviate potential adverse consequences. In the design of performance assessments, we need
to pay careful attention to Messick’s (1994) advice that “it should not be taken for granted that richly contextualized assess-
ment tasks are uniformly good for all students … [because] contextual features that engage and motivate one student and
facilitate effective task functioning may alienate and confuse another student and bias or distort task functioning” (p. 18).
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Design Features Mediating Effects Outcomes 

Explicit involvement of local 
educational leaders in 
designing and implementing 
accountability system 

Reciprocal support for local 
districts including technical, 
policy, and practical guidance 

Use of competency-based 
approaches to instruction, 
learning and assessment 

Use of curriculum-embedded, 
high-quality performance-
based assessments 

Fosters positive organizational 
learning and change by 
supporting internal-driven 
motivation 

Builds local capacity of 
teachers and administrators 

Changes to the 
instructional core 

of student 
engagement,

improved 
instructional 
quality, and 

meaningful content 
and skills 

Restructures the rigor and 
content representation of 
curriculum, instruction, and 
assessment 

Provides specific feedback to 
teachers, students, and parents 
on student progress towards 
proficiency 

End Goal:  
Students are career 
and college ready 

Figure 1 Theory of Action: PACE influence on classroom practices. Adapted from New Hampshire Performance Assessment of Compe-
tency Education (PACE) Technical Manual (2016–2017), by S. F. Marion, Evans, & Lyons, 2017, p. 20. Copyright by the National Center
for the Improvement of Educational Assessment.

Although it is challenging to design performance tasks situated within the culture of the students, the design of some tasks
at the local level may result in more culturally responsive assessments.

Conceptual Framework for Evaluating Consequences

Figure 1 provides a conceptual framework for evaluating the consequences of the use of tests in state accountability systems
that can be adjusted based on the theory of action and the IU argument underlying the particular test-based accountability
system. The ultimate claim or decision to be made based on test score interpretations in accountability systems is whether
students are college-and-career ready, or on track.

Components of the Conceptual Framework

The conceptual framework has a number of components that interact with each other, including the relevant stakeholders,
the differing values held by the stakeholders, positive and negative individual and institutional level consequences related
to using a test as a lever for educational change, positive and negative individual and institutional level consequences
related to test score interpretations and uses, differential impact for subgroups or adverse impact, and contextual variables
that provide information when interpreting the consequences of test use.

Stakeholders

Stakeholders have varying perspectives regarding the decisions made based on test scores and, consequently, the result-
ing consequences of these decisions. Different stakeholders, including policymakers, advocacy groups, administrators,
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Figure 2 Conceptual framework for evaluating consequences for college-and-career ready claim

teachers, parents, students, business leaders, and the community, have different perspectives on the purposes, uses, and
consequences of tests used in accountability systems.

Value Judgments

Value judgments are involved in the articulation of the consequences to be evaluated, and different stakeholders will vary
in their determination of what consequences are most valued. As an example, policy makers may be less concerned than
parents if test-based accountability systems lead to a narrowing of instruction and a curriculum focus on subject areas
that are tested as compared to nontested subjects.

Value judgments that are involved in the initial delineation of the purposes and uses of the test and the construct to
be measured, as well as in the test design and development decisions, will affect the testing outcomes and resulting con-
sequences. Decisions made in test design, development, and use are grounded in value judgments (M. T. Kane, 2006).
Design and psychometric considerations that bear on the consequences of test use include the specification of the con-
tent standards; the alignment of the test to the content standards; representativeness and relevance of the content being
assessed; measurement invariance across subgroups; the comparability of the results across students, schools, and dis-
tricts; generalizability of the assessment results; performance-level classification accuracy; and precision of scores across
the score scale. These design considerations may bear on the resulting consequences of test use. As an example, the extent
of alignment between the content standards and the test has implications for the usefulness of the test results to provide
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instructionally relevant information. If the relationships among items or subdomains vary across subgroups or if the scores
are less precise in the lower region of the score scale, the validity of the score interpretations and uses and their resulting
consequences will be affected for subgroups and lower scoring students, respectively.

Consequences for Score-Based Decisions and for Tests as Levers of Educational Change

Consequences of decisions and uses based on test score interpretations as well as consequences of decisions and uses
that are a result of the broader educational goals of the testing program need to be articulated. The consequences that
occur based on the broader educational goals of the testing program and consequences that are a result of the test score-
based decisions are multifaceted. Consequences occur at the individual and institutional level, where the institution can
be the state, district, school, or classroom. Consequences can occur for individual students, educators, and administrators.
There are intended positive consequences and potentially unintended negative consequences. The potential negative con-
sequences that are most severe for individuals, and institutions should receive priority in the validity argument. Typically
intended consequences of state assessment programs regarding instruction and learning include but are not limited to (a)
student, educator, and administrator motivation and effort to make changes; (b) alignment of curriculum, instruction,
and classroom assessment to content standards; (c) teacher professional development support; (d) improved learning for
all students; and (e) student, educator, administrator, parent, and public knowledge about the assessment; criteria for
judging performance; and how to use assessment results. Unintended, negative consequences include but are not limited
to (a) narrowing of curriculum and instruction to focus only on the specific standards assessed and ignoring the broader
construct reflected in the standards; (b) use of test preparation materials that are closely linked to the assessment without
making meaningful changes to instruction; (c) inappropriate uses of test scores, such as questionable practices in reassign-
ment of teachers or principals; and (d) decreased confidence and motivation to learn and perform well in the assessment
because of past experiences with assessments (Lane & Stone, 2002).

Sources of evidence to bear on the evaluation of the consequences include student, educator, and administrator surveys
as well as interviews and focus groups that allow for probing more deeply into survey results, instructional logs, and
more direct measures such as instructional artifacts, including instructional tasks, classroom assessments, and classroom
observations. Instructional artifacts and classroom observations complement the other sources, providing richer data
with high fidelity. Studies evaluating whether changes in instruction as evidenced through classroom artifacts and survey
data are related to changes in performance on assessments provide valuable information regarding the effects of tests
(Lane & Stone, 2002).

The evaluation of consequences can occur at various points in time and on multiple occasions for the examination of
trends. The obtainment of baseline data facilitates the interpretation of the consequential evidence. Decisions need to be
made about how the consequences will be monitored and evaluated over time. How often and when evidence is collected
and how much evidence is needed to make claims about the effect of the test decisions and uses need consideration.

Differential Impact

Differential impact, or adverse impact, bears on fairness issues and requires systematic evaluation. Differential impact
should be examined for all relevant subgroups, including cultural/racial subgroups, students with disabilities, and
English learners. Because of the history of the differential effects of testing for students who have been traditionally
underserved, it is imperative that we learn from the past and minimize any unintended negative consequences for these
students.

Contextual Variables

Contextual variables need to be considered in the evaluation of the consequences of an assessment and accountability
program (Lane et al., 1998). The interpretation of consequences, particularly differential consequences or adverse social
consequences, is informed by relevant contextual variables (Lane et al., 1998). The inclusion of school and community
contextual variables, such as cultural environment; economic resources; student, educator, and administrator stability;
and access to curriculum and instruction materials, informs the interpretation of the consequential evidence of tests used
in accountability systems.
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Concluding Thoughts

The reauthorization of ESSA can be informed by what we have learned about the use of assessment and accountability
systems over the past 50 years as well as some of the features of the pilot programs supported by ESSA. The goals of these
policies are worthy—high standards, quality instruction, and improved student learning—however, more attention to
potential undesirable effects is needed so as to mitigate them. Some suggestions for the design and use of tests used for
accountability under the reauthorization of ESSA include the following:

• Design coherent, integrated instruction and assessment systems.
• Design tests that model what is valued in instruction and that assess cognitively rich content using more direct

measures (e.g., performance tasks).
• Develop locally some tasks and scoring of student performances by trained educators.
• Develop locally tasks that are guided by sociocultural learning theories that reflect the social nature of learning and

the cultural practices in the community.
• Include comprehensive, systematic evaluation of consequences as part of the validity argument.
• Anticipate potential negative consequences and adverse consequences, and institute safeguards to alleviate them.

A comprehensive evaluation of all possible consequences of tests used in accountability systems, intended positive
consequences and potentially unintended negative consequences, can be daunting. As already discussed, in prioritizing
the consequences to be evaluated the following four components should be considered: (a) competing values and needs
of stakeholders, (b) fundamental intended positive consequences, (c) severity of potential negative consequences, and (d)
differential impact.
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