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Uncommon Measures Revisited

Neil J. Dorans

Educational Testing Service, Princeton, NJ

This report, which is based on an invited presentation given at the 2015 meeting of the Association of Test Publishers, is a response to
the continuing proliferation of scale linking studies that have occurred since the publication of Uncommon Measures in 1999. The report
has four parts. First, I restate the conclusions made in Uncommon Measures about linking the scales of state assessments to the National
Assessment of Educational Progress scale and summarize points made by Thissen with respect to such linkages. Then I reiterate the
important role played by the features of testing situations on the type of linkages made by Kolen and note how these features interact
with the taxonomy of score linkages provided by Holland and Dorans. Next, I summarize findings from a 2010 National Council on
Measurement in Education symposium that described the linkage studies conducted in 2008 to update the concordances between the
2005 version of the SAT® test and the ACT, and I discuss their implications for linking score scales in general. Finally, I offer some
concluding advice pertaining to linkages in general.
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Scores are the end products of assessment processes that focus on measurement of individual test takers. Scores are used
for admissions, placement, diagnosis, and a variety of other purposes. Their properties are sometimes misunderstood,
taken for granted, ignored, or presumed to be something they are not. Yet they have an impact on decisions that affect
individuals and institutions. Scores from different assessments are often treated as if they were interchangeable, even when
they are not. The urge to make comparisons compels people—even those who should know better—to forget that each
assessment is a tool crafted for a specific purpose.

When can scores from different assessments be viewed as the same, essentially the same, pretty much the same, sort of
the same, hardly the same, or the same in name only? Dorans et al. (2007) attempted to answer that question from the per-
spective of a linking taxonomy suggested by Holland and Dorans (2006). The book provides guidance about how to answer
the question in practice. It examines linking issues ranging from the relatively easy task of producing interchangeable
scores on alternative versions of a test to the daunting challenge of aligning state standards with the National Assessment
of Educational Progress (NAEP) scales. This report revisits the reasons why Feuer et al. (1999) chose Uncommon Measures
as their title.

Uncommon Measures and Linkages to National Assessment of Educational Progress

Late last century, the National Research Council published Uncommon Measures. The motivation for that report was the
debate in the late 1990s between those who favored voluntary national tests, which President William Clinton proposed
in his 1997 State of the Union Address, as a means of assessing the educational progress of students across the nation
and those who believed that statistical linkages among existing tests could be used to achieve that purpose. The volume
examined the feasibility of linking the results of commercial and state tests to compare one student’s achievement with
national and international benchmarks as well as with those of students in other places.

Four major conclusions were reached:

1. Comparing the full array of currently administered commercial and state achievement tests to one another, through
the development of a single equivalency or linking scale, is not feasible. (p. 4)

2. Reporting individual student scores from the full array of state and commercial achievement tests on the NAEP
scale and transforming individual scores on these various tests and assessments into the NAEP achievement levels
are not feasible. (p. 4)
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3. Under limited conditions it may be possible to calculate a linkage between two tests, but multiple factors affect the
validity of inferences drawn from the linked scores. These factors include the content, format, and margins of error
of the tests; the intended and actual uses of the tests; and the consequences attached to the results of the tests. When
tests differ on any of these factors, some limited interpretations of the linked results may be defensible while others
would not. (p. 5)

4. Links between most existing tests and NAEP, for the purpose of reporting individual students’ scores on the NAEP
scale and in terms of the NAEP achievement levels, will be problematic. Unless the test to be linked to NAEP is very
similar to NAEP in content, format, and uses, the resulting linkage is likely to be unstable and potentially misleading.
(p. 5)

The first conclusion deals with linking score scales from different assessments to a single scale, such as the NAEP
scale. The second conclusion follows from the first conclusion, basically restating the first conclusion, which is about
linking score scales, in terms of comparing individual students who receive scores on these linked score scales. The third
conclusion notes that there may be special cases where linkages are possible but that the validity of inferences based on
these linkages would depend on many factors. The fourth conclusion states that a problematic linkage between an existing
test scale and the NAEP scale implies that comparing scores or achievement levels could be misleading.

Thissen (2007) noted that for several decades, surveys of educational achievement that provide aggregate results, for
example, NAEP and the Trends in International Mathematics and Science Study, have been linked to each other and
have been linked to other assessments. The desire to make international comparisons with national standards, to report
statistics for schools or districts on the NAEP scale, and to compare state performance standards have been cited as reasons
for linking.

Thissen (2007) reviewed several studies involving linkage with NAEP, discussed the procedures used, and then exam-
ined some questions that have arisen about the validity of the results. Thissen concluded that statistical procedures for
accomplishing such linkages had advanced considerably. He noted, however, that the continuing use of linkages between
disparate assessments had not made the results easier to rely on or even to interpret. He believed that the most difficult
problem to solve may be variation in the unknown level of motivation with which students approach any standardized
test or survey that lacks direct personal consequence. He noted that the stability of test linkages over time or populations
is an empirical question and that it is important to observe the extent to which the relationships between scores on the
two tests being linked are constant or variable over time or between groups.

Subsequent to Uncommon Measures, research efforts focused on the development and application of statistical indices
that empirically evaluate the quality of scale linkages. Dorans and Holland (2000) initiated a compilation of subpopula-
tion sensitivity values across different types of test pairs. Holland (2005) expanded the Dorans and Holland compilation
in a chapter subtitled “What Has Happened Since Uncommon Measures?” A special issue of the Journal of Educational
Measurement was dedicated to subpopulation linking sensitivity (Dorans, 2004). A special issue of Applied Psychological
Measurement also examined subpopulation invariance of linking functions (von Davier & Liu, 2008).

In addition, Dorans et al. (2007) edited a volume that examined different kinds of linking functions. Kolen (2007) and
Kolen and Brennan (2004) asserted that the quality of linking different assessments is affected by three key features of
the test administrations: similarity of test content, similarity of conditions of measurement, and similarity of examinee
population. These three key features work together to define what is actually measured by the test.

How do these features of testing conditions mesh when a state assessment is compared to a survey? First, it is very
important to look beyond score titles, one of the points raised by Braun and Mislevy (2005) in their critique of the intu-
itive test theory that is often employed by users of tests and test scores. This requires looking at the blueprints used by
the assessments that are being linked. It is also important to look at instructions, scoring, and other conditions of mea-
surement. As Thissen (2007) noted, it is also important to look at the target populations and potential difference in the
motivation of test takers who respond to different assessments.

A Linking Framework

Holland and Dorans (2006) provided a framework for linking that considered key aspects of the measurement process,
including similarity of constructs assessed. They divided linking into three basic categories called predicting, scale align-
ing, and equating. It is important to distinguish between these categories because they are often seen as similar or identical
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when, in fact, they are not. The distinctions between different types of linkages are related to the similarities and differ-
ences between the tests as well as to the ways in which the linked scores are intended to be used and interpreted. The terms
used for the various methods of score linking should have restricted meanings so that they may be used with precision.
Understanding the distinctions among these categories can prevent violations of professional practice.

This report focuses on scale alignment. The goal of scale aligning is to transform the scores from two different tests
onto a common scale. Scale aligning has many subcategories, including activities such as battery scaling (Kolen, 2004),
anchor scaling (Holland & Dorans, 2006), vertical scaling (Harris, 2007; Kolen & Brennan, 2004; Patz & Yao, 2007; Yen,
2007), calibration (Holland & Dorans, 2006), and concordance (Pommerich & Dorans, 2004). The subcategories of scaling
form a continuum starting with situations where the tests measure different constructs all the way to those where the tests
measure similar constructs. The taxonomy also takes into account similarity of reliability and difference in populations of
testing takers taking the test.

Linking group-level scores to individual-level scores is a scale alignment approach that presents a vexing set of chal-
lenges. Linkages of state assessments to the NAEP scale probably involve different constructs, different populations, and
tests of different reliability administered to test takers with different motivations. These are less than ideal linking condi-
tions. See Braun and Qian (2007), Ho and Haertel (2007), and Koretz (2007) for a discussion of these issues.

Concordances Between SAT and ACT

In contrast to the linking of state assessment to the NAEP scale, which is like climbing a vertical cliff, developing concor-
dances between ACT scales and scales from the SAT® test is like hiking a hilly terrain. Concordances are links between
tests that are designed for similar uses, measure similar constructs, and are administered under similar testing conditions
to similar populations in which the test scores exhibit similar difficulty and yield similarly high reliabilities in a common
population (Holland & Dorans, 2006, p. 190, figure 6.2; p. 193). The SAT and ACT are two tests that produce scores that
may be concorded.

Dorans et al. (1997) reported on the results of a collaborative study between ETS staff, on behalf of the College Board,
and ACT staff who linked the 1994 version of the SAT to the ACT. A convenience sample of more than 100,000 scores
on both ACT and SAT was used to establish concordances between ACT and SAT scores. Dorans (1999) delved into the
issues associated with this concordance in greater depth. Pommerich et al. (2004) also examined issues associated with
concordances in a special issue of Applied Psychological Measurement (Pommerich & Dorans, 2004).

Dorans (1999) noted that construct similarity is very important to examine. Content evaluation is a first step. It is also
important to evaluate the empirical relationship between the tests to be linked. In addition, the correlation between scores
should be high, and subgroup differences on the two measures should be in accord with each other.

When the SAT was altered in 2005, the College Board and ACT cooperated by agreeing to supply scores, administration
dates, and gender and ethnic/racial data from their 2006 cohorts to a third party for matching to produce a joint cohort
that was the intersection of the SAT and ACT cohorts. Concordances between ACT and SAT scores and composites were
computed on this joint cohort. A series of collaborative studies between the College Board and ETS staff was reported on
at the 2010 National Council on Measurement in Education annual meeting. (New concordances have been developed
between the ACT and the SAT revision of 2016). What follows is dated but amply illustrative of the issues involved in such
linkages.

Table 1, based on SAT and ACT Math scores from the 2006 joint ACT–SAT cohort, demonstrates the need for con-
cordances. Comparisons of scores at the same percentile rank in the SAT and ACT cohorts would be misleading because
the 2006 SAT cohort was more able than the 2006 ACT cohort, as can be seen when comparing the 75th, 50th, and 25th
percentiles for Math scores in each of these cohorts to their percentile rank in the joint cohort. In the joint cohort, a score
of 600 on the SAT was at the same percentile rank (68.4) as a score of 26 on the ACT. In the SAT cohort, the 600 was at
the 75th percentile, while a 24 was at the 75th percentile in the ACT cohort. In the joint cohort, a 24 (75% in the ACT
cohort) on ACT concorded to a 560 on the SAT, which is 40 points lower than a 600 (75% in the SAT cohort).

In that 2010 National Council on Measurement in Education symposium, Dorans and Petersen (2010) asked the follow-
ing question: To what extent do concordances achieve score interchangeability? They answered this question by reviewing
the five critical requirements for equating and indicated the extent to which concordances meet these requirements. While
judgmental analyses of the content of the tests that produce concorded scores is an important consideration, they focused
on empirical matters, such as the important role that the correlation between scores plays in evaluating whether the scale
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Table 1 ACT–SAT Scale Linkages Across Three Distinct Cohorts

Percentile in SAT cohort SAT M score Percentile SAT/ACT cohort ACT M score Percentile in ACT cohort

75 600 68.4 26
560 58.5 24 75

50 520 41.6 22
480 31.6 20 50

25 440 20.0 18
400 10.8 16 25

Note. ACT M=ACT Math; SAT M= SAT Math.

alignment provided by a concordance can be sensibly interpreted. They maintained that indices of subpopulation invari-
ance are also important in distinguishing concordances from equatings. They also provided an overview of the types of
issues that must be considered when examining the concordance between scores.

Moses et al. (2010) examined an important challenge with any ACT–SAT concordances, namely, that the cohort on
which they are developed (i.e., examinees who took the ACT and the redesigned SAT tests) will differ from the cohorts for
which they are intended (i.e., examinees who took either the ACT or the redesigned SAT test, but not both). Because con-
cordances are population dependent, an important consideration is how to adequately represent the “either–or” examinee
groups within the “ACT and SAT” data. A related consideration is the role of testing order in the concordance data, as
examinees who took the ACT before the SAT may differ from those who took the SAT before the ACT. Test takers who
took both tests were divided into two groups. The SAT-first group took the SAT before they took the ACT; the ACT-
first group sat for the ACT before they took the SAT. Moses et al. (2010) described evaluations of the effects of testing
order on linking functions and the extent to which the concordance sample represented the target cohort of examinees
who took either the ACT or the redesigned SAT test. The evaluation of order effects on linking functions suggested that
the SAT-first subsample appeared to represent the intended ACT-only and SAT-only populations more closely than the
ACT-first subsample. Differences between concordances computed from the complete ACT–SAT cohort data and from
the SAT-first subsample were deemed small enough to support the use of the entire ACT–SAT cohort data rather than
the more representative SAT-first subsample.

The sample of examinees used to produce the ACT–SAT concordances contained data from many examinees who
took the ACT and the revised SAT tests more than once. Dorans et al. (2010) described evaluations of the ACT and SAT
scores that informed the ACT–SAT concordances, including examinees’ first ACT and SAT scores, their most recent
ACT and SAT scores, their ACT and SAT scores that were closest in time, and averages of all their ACT and SAT scores.
From an empirical reduction of uncertainty/correlation perspective, the average score was deemed superior to the other
three pairs of scores examined. These correlational analyses suggested that ACT–SAT concordances would be of highest
psychometric quality when these concordances are based on averages of the cohort sample’s ACT and SAT scores.

These three papers addressed issues pertaining to the definition of the analysis sample, the assessment of order effects,
the determination of which test scores to concord, and the determination of which pairs of multiple pairs of ACT–SAT
scores to use. A decision was made to use all data regardless of order and to use the average of multiple pairs of SAT scores.

The ACT–SAT concordances were computed using the equipercentile linking method applied to the raw, unsmoothed
examinee data. The equipercentile method defined the ACT–SAT concordances as the set of SAT scores that have per-
centiles that are equal to the percentiles of the ACT scores. For the two concordances with the ACT Composite (ACT C),
the ACT Sum (English+Math+Reading+ Science Reasoning) score was used in the equipercentile computations. The
ACT Sum was used rather than the ACT C in the equipercentile computations because the ACT Sum contained a larger
range of possible integer scores (4–144) than the ACT C (1–36), which increased the precision of the equipercentile
computations. These concordances of the ACT Sum scores were converted into concordance tables for ACT C scores by
dividing the ACT Sum by 4 to produce scores that ranged from 1 to 36 in intervals of 0.25. The linking function used to
concord ACT C scores to SAT Sum scores involved only the integer values of the ACT C scores because noninteger values
of the average of the four ACT scores are rounded up to the nearest integer to produce the ACT C score.

An important gauge of the quality of the ACT–SAT concordances is how representative they are for examinees
of different genders, races, and ethnicities. Liu et al. (2010) examined subpopulation sensitivity by comparing the
ACT–SAT concordances computed from the complete ACT–SAT population to those computed using data from
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Figure 1 Differences in Concordances Between ACT English/Writing to SAT Writing.

specific subpopulations. Standard measures of subpopulation invariance (Dorans, 2004; Dorans & Holland, 2000; Liu &
Dorans, 2013) were used. The results showed that concordances of the ACT–SAT subtests were more invariant across
subpopulations than concordances of ACT–SAT composite scores. A subset of those results is reported in the following
pages.

In theory, subpopulation invariance is a necessary but not a sufficient condition for an equating relationship. In practice,
subpopulation-free linking is impossible (Holland & Dorans, 2006; Lord, 1980). Even so, equating relationships should be
essentially subpopulation invariant. Concordances are expected to be more subpopulation sensitive than score equatings.
To assess subpopulation invariance, a standard practice is to compare the linking relationships of subpopulations to the
linking relationship in the total population.

The concordance conducted in the total group to produce a total group concordance function is denoted by sP (x).
Concordances are also produced for each subpopulation of interest, sPg

(x). Then differences between the subpopulation
and total group concordance functions for each subpopulation are computed, sPg

(x) − sP (x).
It is informative to look at difference plots of concordances to compare a subpopulation concordance to the total pop-

ulation concordance at each score level. For example, Figure 1 is the plot for ACT English/Writing (ACT E/W) to SAT
Writing (SAT W) that was reported in Liu et al. (2010).

Note that for Writing, the conversion for ACT to SAT for males is slightly higher than the total group conversion, while
the conversion for females is lower than the total group conversion. Given that the SAT scores are reported in 10-point
increments from 200 to 800, differences of less than 5 points are not considered problematic (Liu & Dorans, 2013). The
results for the concordance between SAT Math and ACT Math were even more invariant (Dorans, 2015).

Two simple summary statistics can be used to average the differences in concordances seen in these plots. The root
expected square difference (RESD) is an index that summarizes how close each subpopulation’s concordance function is
to the total population concordance function. For group g, the RESD is

RESDg =
√∑

x
fgx

[
sPg
(x) − sP (x)

]2
,

where f gx is the relative frequency of test scores at score level x in subgroup g. The mean difference (MD) between the
subgroup concordances and the total group concordances is computed via

MDg =
∑

x
fgx

[
sPg
(x) − sP (x)

]
.

For the Writing concordances, these summary statistics were less than 5 scale-score points (Table 2).
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Table 2 Average Differences Between Subpopulation and Population Concordances Linking ACT E/W to SAT W

MD RESD

Total 0.00 0.00
Female −2.74 2.79
Male 4.22 4.31

Note. ACT E/W = ACT English/Writing; MD = mean difference; RESD = root expected square difference; SAT W = SAT Writing.

Figure 2 Differences in Concordances Between ACT Composite to SAT Critical Reading+Math.

Table 3 Two Average Differences Between Subpopulation and Population Concordances Linking ACT C to SAT CR+M

MD RESD

Total 0.00 0.00
Female −9.71 9.97
Male 14.32 15.03

Note. ACT C = ACT Composite; MD = mean difference; RESD = root expected square difference; SAT CR + M = SAT Critical
Reading + Math.

Differences between gender-specific concordances and the total group concordances for the composite scores are not
that small, as seen in Figure 2, which appeared in Liu et al. (2010). Here the differences between the ACT C to SAT
Critical Reading+Math (SAT CR+M) concordances between the male subgroup and the total group are between 10 and
20 points; differences between the female and total group are between 5 and 10 points. For the ACT C to SAT CR+M
concordances, the differences in summary statistics were larger as well (Table 3).

In sum, the concordance results were mixed with respect to sensitivity to gender. The Math to Math was the most
invariant with respect to gender. In that sense, it was the concorded score most like an equated score. Writing was next
in line with respect to invariance. The composite concordances were more population sensitive. In the case of ACT C to
SAT CR+M, the gender results suggested a sensitivity that is consistent with the different weights placed on Math scores.

In Table 4, which is based on the concordances that produced the difference plots depicted in Figure 2 and Table 3, we
see what happens when a test score is linked to itself via another score and via linkages that are subpopulation dependent.
Here an SAT CR+M score of 1160 is linked to a 25 on ACT C via a concordance based on males only. When concatenated
with a linkage based on females only for ACT C to SAT CR+M in which a 25 is linked to an 1130, the score 1160 is
concorded to a score of 1130. For this score of 1160 and the SAT CR+M score of 1130, taking SAT CR+M scores to the
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Table 4 Chained Linkage of SAT CR+M to Itself Through ACT C Across Male and Female Subpopulations

Concordance (males) Concordance (females)

SAT CR+M ACT C ACT C SAT CR+M

1160 25 25 1130
1130 24 24 1100

Note. ACT C=ACT Composite; SAT CR+Math= SAT Critical Reading + Math.

SAT CR+M scale through a concatenation of the SAT to ACT concordance based on males only with the ACT to SAT
concordance based on females only suggests that SAT CR+M= SAT CR+M− 30. Linking ACT C to itself via a reserve
linkage yields ACT C = ACT C+ 1. (The standard deviation for ACT C is about 5 points.) Chaining concordances based
on different subpopulations incorrect inferences.

ACT C and SAT Sum are uncommon measures used for similar purposes. The definition of the composite is the issue
here. One-half Math (SAT CR+M) and one-quarter Math (ACT Sum/4) are not comparable for males and females as
groups (nor for most individuals).

One important implication of these ACT–SAT concordances for concatenating links between scales of tests that are
more challenging to link than the ACT and SAT, for example, linking state assessment scales with reliable scores obtained
from mostly motivated students to scales from educational surveys such as NAEP, is that concatenating concordances
across subpopulations (gender or state) is not likely to bring you back to where you started.

Implications for Other Linkages

Recent work by Reardon et al. (Reardon, Ho, & Kalogrides, 2019; Reardon, Kalogrides, & Ho, 2019) attempting to link the
results of various state assessments to NAEP scales has demonstrated that efforts to link uncommon measures (estimates
of state assessment performance obtained from different assessments) will continue to arise in the future. One purpose
of this report is to remind potential users of the outcomes of such linkages (e.g., average test scores in The Educational
Opportunity Project at Stanford University, 2019) that the issues raised in Uncommon Measures remain as relevant as ever.

The conclusions of Uncommon Measures were reached before Dorans and Holland (2000) proposed indices that could
be used to check whether such linkages generalize. These conclusions have been strengthened empirically by population
sensitivity studies, such as those cited in Dorans (2004) and von Davier and Liu (2008). Published studies should inform
the discussion about the merit of conducting these links. As such compilations of results have expanded, we are better
able to address empirically the consequences of complying with the reoccurring call to uncommon measures.

The ACT–SAT concordances summarized in this report were between very reliable scores from two testing programs
that produce well-crafted tests administered in a similar mode of administration to motivated test takers from similar
populations. In addition, the scores are used for similar purposes. These conditions are as good as it gets for concording.
Even so, order effects exist for all measures, and subpopulation sensitivity affects the linkages between composite scores.

When linking measures that differ in reliability, differ in how the “same construct” is defined and measured, differ
in how subpopulations perform on them, and differ in consequences for individuals, the concerns raised in Uncommon
Measures and echoed by Thissen (2007), Ho and Haertel (2007), and others remain salient: A lot of things can go wrong.

Concordances and other forms of scale linkages should be made available only when the relationship between the
linked score scales is strong enough to support intended inferences, when linkages are comfortably population invariant,
for example, the same concordances are obtained in males and females, and when the linkage leads to improved practice.
Some linkages, however, engender flawed comparisons and should be avoided as bad practice.

When does it make sense to compute the particular class of linkage called a concordance? Holland and Dorans (2006,
p. 190, figure 6.2; p. 193) suggested that concordance makes sense when the tests are designed for similar uses, mea-
sure similar constructs, and are administered under similar testing conditions to similar populations in which the test
scores exhibit similar difficulty and yield similarly high reliabilities. Finally, the concordance should lead to improved
practices. The FRANK principles (Pommerich, 2007) can be used to guide the practice of linking scores: (a) flexibility in
linking practices, (b) responsibility in creating and disseminating concordance tables, (c) awareness of the limitations of
concordances, (d) notification as to proper interpretation and use of results, and (e) knowledge of users and their practices.
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Note
1 The initial examinee sample for the ACT–SAT concordances contained 303,637 test takers. These examinees took the ACT at

least once from September 2004 to June 2006 and the revised SAT at least once from March 2005 to April 2006. A second
examinee sample was also defined from this joint cohort of 300,437 test takers for producing a concordance of the ACT and SAT
Writing tests. This subsample contained data for 190,148 test takers who took the optional ACT Writing test.
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