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the Foundational Assessment of Competencies for Teaching
Performance Tasks
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Educational Testing Service, Princeton, NJ

In this report we provide preliminary evidence on the measurement characteristics for a new type of teaching performance assessment
designed to be combined with complementary assessments of teacher content knowledge. The resulting test, which we refer to as the
Foundational Assessment of Competencies for Teaching (FACT), is designed for use as part of initial teacher licensure. Twenty ele-
mentary FACT performance tasks (10 for mathematics [MATH] and 10 for reading language arts [RLA]) were developed and then
administered to 59 teacher candidates. The results from the pilot indicate that the performance tasks function as designed with candi-
dates completing the tasks on average in approximately 3.5 min. Human raters were able to score the tasks quickly and accurately. All
score points were well represented for all the scored tasks. Total scores for all tasks combined and subscores for reading language arts
RLA and MATH had respective alpha reliabilities of .86, .77, and .79, with the scores well distributed across the scale. A large majority
of teacher candidates participating in the study strongly endorsed the FACT tasks as authentic, assessing valuable competencies, and
suitable for use as part of teacher licensure. These preliminary results indicate that the FACT performance tasks show great promise
for use in large-scale, high-stakes testing programs that seek to provide evidence of both the knowledge and skills needed for effective
teaching.
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Teacher candidates have long completed a licensure test to ensure that they can demonstrate the critical competen-
cies needed to be a classroom teacher. Historically, licensure assessments have focused on the content that students are
expected to master as part of the K–12 curriculum. Even today, most teacher licensure assessments are largely made up of
questions that are remarkably similar to those found on student tests. This focus on K–12 content recognizes the simple
reality that teachers themselves need to know the content that students are expected to learn.

However, contemporary research has demonstrated that teaching demands additional types of content proficiency that
go far beyond a basic understanding of the student curriculum (see for example, Ball et al., 2008; Phelps, 2009). A focus
only on the student curriculum leaves unassessed critical content knowledge used in the work of teaching. On a day-to-day
and moment-to-moment basis, teachers engage in a wide range of content teaching practices, such as evaluating student
thinking, selecting appropriate material for use in instruction, and deciding how to represent concepts to best support
student learning, to name just a few. A new generation of content knowledge assessments, widely referred to as “content
knowledge for teaching” (CKT), has emerged in the last few decades with a focus on assessing the full range of content
knowledge that is needed to carry out the content-intensive work of teaching a school subject. CKT test designs start by
identifying the foundational content practices or tasks that make up the work of teaching a subject. Assessment questions
are then developed that focus on the content knowledge that is needed to carry out a particular content teaching practice
or task (Phelps et al., 2020).

Although research on CKT has led to fundamental changes in the assessment of teacher quality, this approach has been
limited to providing evidence of what teachers “know” about the content knowledge used in teaching. CKT assessments
provide at best only indirect evidence of what teachers can actually “do” when carrying out the content practices that make
up the interactive work of teaching a subject. This lack of attention to teaching performance leaves unassessed many critical
content competencies that characterize effective teaching. These include practices or tasks such as modeling concepts to
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support student learning, explaining procedures, questioning to elicit student thinking, and so on. More comprehensive
assessments of teaching competence, ones that go beyond assessing knowledge to also assess performance, need to provide
evidence of both the content knowledge and teaching skills used in effective teaching.

In this report, we present results from the initial development of a new type of standardized performance task. These
new performance tasks were designed to be administered along with CKT tasks as part of a new licensure test design,
referred to as the Foundational Assessment of Competencies for Teaching (FACT). When administered together, the new
performance tasks and the CKT tasks provide more complete evidence of the content competencies needed to carry out
the work of teaching a school subject. This new design for licensure has a number of advantages over extant assessments
that have historically characterized licensure testing. Because traditional licensure tests have focused on the content that
students are learning, they provide little to no evidence of the professional knowledge and skill used in teaching a subject
(Phelps & Sykes, 2020). FACT is designed to address these limitations with an assessment that provides more compre-
hensive evidence of the foundational content knowledge and teaching skills required for safe and effective beginning
teaching.

The results presented in this report focus on the initial development of 20 FACT performance tasks. The main purpose
of this work is to determine if these tasks show promise for use as part of licensure testing. To provide context and explain
the motivation for the FACT design, we begin with a brief review of CKT, with an emphasis on the CKT assessment
framework and the need for a new type of complementary performance task.

Practice-Based Assessment of Teaching Competence

Content Knowledge for Teaching

In the mid-1980s, Lee Shulman and his colleagues proposed a framework to serve as the basis for a series of tests mak-
ing up the National Board of Professional Teaching Standards. Adding to the existing understanding that teachers need
knowledge grounded in the discipline, Shulman (1987) introduced the notion of pedagogical content knowledge (PCK),
a distinct domain of content knowledge that represents “the blending of content and pedagogy into an understanding of
how particular topics, problems, or issues are organized, represented, and adapted to the diverse interests and abilities of
learners and presented for instruction” (p. 8). The domain of PCK caught the attention of policy makers, teacher educators,
and others interested in the standing of teaching as a profession with its own associated professional knowledge base.

Subsequent work on teacher content knowledge built off and refined the conceptual distinctions proposed by Shul-
man and his colleagues and eventually led to efforts to assess different components of teacher content knowledge (see,
e.g., Gitomer et al., 2014; Herbst & Kosko, 2014; Hill et al., 2004; Kersting, 2008; Krauss et al., 2008; Mikeska et al., 2018;
Phelps & Schilling, 2004; Sadler et al., 2013; Smith & Banilower, 2015; Tatto et al., 2008). CKT, one of the most widely
referenced frameworks, was developed by Ball et al. (2008). The CKT framework is meant to encompass the full range of
content knowledge used in the work of a teaching a school subject. The framework includes two main domains: content
knowledge and PCK.

The idea that received the most attention was a subdomain of content knowledge referred to as “specialized content
knowledge.” Ball et al. (2008) argued that teachers need to use a type of pure mathematical knowledge that is specialized to
the work of teaching. Individuals who use mathematics in their regular lives, but do not teach mathematics, neither need
nor use this type of specialized mathematics. Like PCK, specialized content knowledge is a form of professional knowledge
that is only needed and regularly used by teachers. It follows that these are types of knowledge that are critically important
to emphasize in both teacher preparation (because nonteachers will not have had opportunity to learn this content) and
in licensure (because this is knowledge used in teaching a subject).

These efforts to conceptualize teacher content knowledge, and its components, were followed by a number of projects
that set out to develop assessments of CKT. All of these projects shared a common focus on assessing types of content
knowledge unique to the work of teaching a school subject—what might be generally labeled as “professional content
knowledge.” These efforts to develop new assessments have been located across the K–12 education space. They have
included elementary or middle school mathematics (see for example, Hill et al., 2004; Kersting, 2008; Phelps et al., 2014;
Tatto et al., 2008), science (Mikeska et al., 2017; Mikeska et al., 2018; Sadler et al., 2013; Smith & Banilower, 2015) and
RLA (Carlisle et al., 2009; Phelps et al., 2014; Phelps & Schilling, 2004). While the work at the secondary level has been
more limited, CKT assessments have also been developed for algebra and geometry (Herbst & Kosko, 2014; Howell
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et al., 2016; Krauss et al., 2008; McCrory et al., 2012; Mohr-Schroeder et al., 2017; Phelps et al., 2014), physics (Phelps
et al., 2020), and English (Phelps et al., 2014).

The majority of these assessments were developed to investigate different components of CKT, how CKT develops, or
how teachers’ CKT contributes to effective teaching or student learning. Again, there is a large body of research that spans
subjects and grade levels. For example, CKT scores for contrasting groups (including prospective teachers, practicing
teachers, and nonteachers) have been compared to support claims that CKT is a form of professional knowledge (Hill
et al., 2007; Iaconangelo et al., 2020; Kleickmann et al., 2013; Krauss et al., 2008; Phelps, 2005, 2009; Phelps et al., 2019).
Assessments of CKT have been used to study and evaluate professional development to show that CKT assessments are
sensitive to professional learning opportunities (Goldschmidt & Phelps, 2010; Hill & Ball, 2004; Liu & Phelps, 2019; Phelps
et al., 2016; Tröbst et al., 2018; van Driel et al., 1998).

Researchers have also used CKT assessments to explore whether there is empirical evidence that CKT is composed
of different knowledge types (Copur-Gencturk et al., 2018; Hill et al., 2004; Mikeska et al., 2018; Phelps, 2009; Phelps &
Schilling, 2004). A large number of studies have investigated whether teachers’ CKT contributes to either teaching quality
or student learning outcomes (Baumert et al., 2010; Carlisle et al., 2009; Correnti & Phelps, 2010; Hill et al., 2005; Hill
et al., 2008; Kersting et al., 2012; Phelps et al., 2012). Although the results are somewhat mixed across studies, when taken
together this body of research provides strong evidence that different components of CKT can be assessed and that CKT
assessments can measure a type of professional content knowledge that is associated with teaching quality.

Using Evidence Centered Design to Assess CKT

The research cited in the previous section provides compelling evidence to support interest in CKT for a variety of
uses including foundational research on content knowledge, evaluating teacher education and professional development,
studying and supporting teacher learning, and assessing teachers for licensure. Although these advances in both conceptu-
alization and assessment of CKT represent a clear step forward from prior work that simply assessed teachers’ knowledge
of the student curriculum, the actual assessment approaches that have been used are quite variable and have not yet coa-
lesced around a unified theory of teacher competency or any one assessment approach. Indeed, many of the assessment
development efforts have taken somewhat of an ad hoc approach to test design, with the main emphasis placed on shar-
ing interesting assessment tasks that illustrate types of CKT and less attention on carefully articulated design principles
(Phelps et al., 2020).

This general lack of attention to systematic principles of test design limits the potential for both interpreting the results
across the types of studies referenced above and for future efforts to develop programs of assessment that can be applied
consistently across subjects and grade levels. To address these issues, Phelps et al. (2020) recommended an evidence cen-
tered design (ECD) approach (e.g., Mislevy et al., 2003). In this approach, “assessment design, item development, scoring,
and reporting are all considered with reference to specified knowledge, skills, and abilities in order to develop assessments
that support explicit interpretations about score meaning” (Phelps et al., 2020, p. 2).

In their argument for using ECD as the basis for assessing CKT, Phelps et al. (2020) distinguished between componential
and integrated approaches to assessing teacher knowledge:

In a componential model, relevant aspects of knowledge are identified, and specific assessment tasks are designed
to assess discrete knowledge components … Adopting such an approach to assessing teaching breaks complex
performances into discrete skills, and the associated knowledge can fall short in capturing the coordination among
skills and the range of knowledge that is necessary to carry out an integrated task. … [In an integrated approach]
teachers must use their knowledge (CKT) to engage in multiple and coordinated tasks such as asking questions,
interpreting student responses, providing explanations and helping students develop their own explanations, asking
follow-up questions, promoting discussions, etc. . . . Rather than starting with a taxonomy of discrete knowledge
types, this approach starts with a taxonomy of knowledge as it is combined to execute the more complex tasks
encountered in teaching. (p. 3)

To support an integrated approach to assessing CKT, Phelps et al. (2020) argued for assessment frameworks that specify
both tasks of teaching and student learning targets.

ETS Research Report No. RR-20-27. © 2020 Educational Testing Service 3



G. Phelps et al. Preliminary Evidence on Measurement Characteristics for the FACT Performance Tasks

Tasks of teaching describe how teachers work with content in their moment-to-moment interactions with students.
Tasks of teaching are the core features of content teaching that are frequent and recurrent across lessons, content
areas and grade levels. They provide a common structure to describe CKT generally and are then elaborated in ways
specific to subject matter teaching that supports students in developing the core concepts … [Learning] targets then
provide a starting point for modeling CKT by identifying the core concepts that students should come to understand
through instruction in a domain. (Phelps et al., 2020, p. 6)

This practice-based approach provides a means to directly link student learning, tasks of teaching, and teacher con-
tent knowledge. CKT and the associated assessment tasks are defined at the intersection of learning targets and tasks of
teaching.

Complementing CKT With Performance Tasks

To make the underlying framework for the assessment of CKT more concrete, it is useful to refer directly to a CKT frame-
work that was developed using the ECD approach described previously. The Measures of Effective Teaching (MET) project
(Phelps et al., 2014) took this approach and began by specifying both higher level and subject specific tasks of teaching
(Appendix A). The MET framework helps to illustrate two important features that illustrate the need for developing a new
type of performance assessment.

Unlike the majority of CKT assessment projects that have focused only on a single subject, with assessment frameworks
that only refer to the topical organization of that subject, the MET project set out to develop a common or shared frame-
work that can be used across subjects (Gitomer et al., 2014; Phelps et al., 2014). As a first step, general tasks of teaching that
are shared across subjects are identified. In a second step, these higher level tasks of teaching are elaborated with subject-
specific examples. While these subject-specific examples guide actual test development, inferences can be drawn up to the
more general level and then interpreted in similar ways across subjects. Given the potential to support the development
and use of coordinated programs of assessment, these cross-subject frameworks are of particular interest in developing
licensure assessments that need to account for multiple different grade levels and subjects.

The MET framework also serves to illustrate that assessments of content knowledge alone do not provide adequate evi-
dence of the content competencies called on in the practices or tasks that make up the work of teaching a school subject.
Even though the MET framework and associated tasks of teaching were explicitly developed to support the assessment of
teacher content knowledge, the framework still demonstrates the need for task types that can assess teaching performance.
Consider, for example, the following three tasks of teaching from the MET framework: (a) explaining concepts, proce-
dures, representations, models, examples, definitions, and hypotheses; (b) creating and adapting resources for instruction;
and, (c) developing questions, activities, tasks, and problems to elicit student thinking (see Appendix A). Each of these
tasks of teaching invoke competencies (e.g., explaining, creating, developing) that are directly tied to a teaching perfor-
mance. Although assessment tasks that focus on knowledge can provide, for example, evidence on whether a teacher
candidate can evaluate an explanation, such knowledge tasks cannot provide strong evidence of whether a candidate can
actually deliver a high-quality explanation. To provide strong evidence of teaching, performances tests need to include
tasks that not only focus on, but also elicit evidence of teaching performance.

The FACT design represents a more comprehensive approach to assessing the teaching competencies (i.e., knowledge
and skill) that are used in the work of teaching school subjects. The new performance tasks complement CKT by sharing
the same basic task of teaching framework. But they also serve to provide evidence of currently unassessed performance
skills or competencies.

FACT Pilot

Research Questions

The FACT pilot was designed to provide information on the administration, scoring, and measurement characteristics
of the newly developed FACT performance tasks. The overarching goal of the pilot was to test the viability of the FACT
performance tasks for use in licensure testing and to collect information to guide platform and task revision for use
in future large-scale development efforts and associated research studies. In this pilot, we investigated the following six
research questions.
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1. Can the tasks be administered as intended?
2. Can the tasks be scored accurately and efficiently?
3. Is there a reasonable distribution of scores within and among tasks?
4. Do the tasks provide reliable measures of the competencies assessed?
5. Are the measures associated with participants’ academic and professional attainment?
6. How do participants view the tasks and the testing experience?

FACT Performance Task Development

A number of assumptions about large-scale licensure testing informed the design criteria for FACT performance tasks.
Some of the criteria are purely practical and are ultimately tied to the cost of administering an assessment at scale at a
price point that is affordable for a teacher candidate. Other considerations focus on the types of candidate performance
that the tasks need to elicit and the types of construct-relevant evidence that they need to provide. The design criteria are
listed here along with brief explanations.

• Developed quickly and at scale. Our immediate goal is to use FACT tasks as part of licensure testing. In order to be
suitable for this use, the tasks need be based on design criteria that support developing many similar tasks. The devel-
opment process needs to be relatively straightforward, accessible, and learnable so that assessment development
can be accomplished by teams with somewhat diverse expertise. Finally, task development needs to be relatively
quick without adding many layers of review or revision beyond those that are necessary (e.g., to promote fairness,
accessibility, and appropriateness of content), so that that the development costs are reasonably constrained.

• Administered in short amount of time. It is important that tasks are short enough to allow for assessing a sufficient
range of the domain topics. Including many tasks also increases the potential for creating tests that have sufficiently
high reliability and decision accuracy for high-stakes uses such as a licensure decision.

• Performance components scored quickly and accurately. Human scoring is a major cost driver for any testing program.
In order to contain the cost of a performance test with human scoring, it is critical to keep scoring time for each task
as short as possible. For performance tasks that require viewing a video performance, the length of the performance
and associated viewing time creates a lower bound on scoring time. Therefore, to constrain overall scoring time, the
performance time needs to be relatively short. The other main factor that determines scoring time is the complexity
of the scoring rules. Simple scoring rules not only reduce scoring time but can also reduce scoring error and improve
associated test reliability and decision accuracy.

• Authentic performance like actual teaching. The FACT construct, as defined by the tasks of teaching framework, calls
for eliciting a teaching performance. The short performances assessed by FACT should represent valid decompo-
sitions and approximations of teaching practice that are suitable for eliciting test taker performances that provide
evidence of the desired teaching skills.

• Test center administration is feasible. Large-scale, high-stakes assessments, such as those used in teacher licensure,
are typically administered in proctored environments. FACT tasks need to be designed to assess critical performance
competencies, such as the use of a white board as part of a teaching performance, while placing as little additional
burden as possible on the cost of administration.

The performance tasks that were developed for the FACT pilot included a number of standard design features. All tasks
are presented on a single page (or computer display) that is broken into two panels. The left panel presents a teaching
situation (which sometimes also includes a short video) and directions for the performance. The right panel is a virtual
white board that allows the candidate to record written work along with a spoken performance. In order to ensure that
tasks are completed within the allocated time, both the preparation and performance are timed. These design components
are illustrated and described in Figure 1. All 20 tasks developed for the FACT pilot follow this basic design logic (see
Appendix B for screenshots of the 20 FACT performance tasks).

FACT performance tasks require a touch-sensitive monitor to support stylus entry on the virtual white board. The
pilot administration discussed in this report made use of touch screen-enabled laptops placed in tablet mode (Figure 2).
FACT tasks were loaded onto the laptops and then performances were captured on the laptops and later uploaded to
a secure project website. FACT tasks can also be delivered online using a web-browser delivery platform and a touch
screen-enabled tablet device such as an iPad.
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Figure 1 FACT task components. For additional examples of FACT tasks see Appendix B.

Figure 2 FACT delivery on a touch screen laptop in “tablet mode.”

The 20 FACT tasks administered in the pilot included 10 tasks that focused on elementary (RLA) and 10 tasks that
focused on elementary mathematics (MATH). Table 1 summarizes the tasks of teaching and the content topics that were
the primary focus of the 20 FACT tasks administered in the pilot.

The 20 FACT tasks included some variable design features. For example, some FACT tasks included a video that pre-
sented additional information on the teaching situation. Based on small-scale usability trials and the judgment of the
development team, different amounts of time were allocated for preparation. Tasks also differed in characteristics such as
whether the digital white board was required for the performance and whether manipulatives were offered. The variable
design characteristics for the 20 tasks are summarized in Table 2.

Pilot Study Instruments

Each participant in the FACT pilot completed the 20 FACT tasks described previously and presented in Appendix B.
Four different form variants were created. These form variants administered blocks of five RLA and five MATH tasks
in different orders within and across the two subjects. The form blocks use the item numbering conventions as follows:
RLA Block 1 = RLA 11, RLA 12, RLA 13, RLA 14, RLA 15; RLA Block 2 = RLA 21, RLA 22, RLA 23, RLA 24, RLA 25;

6 ETS Research Report No. RR-20-27. © 2020 Educational Testing Service



G. Phelps et al. Preliminary Evidence on Measurement Characteristics for the FACT Performance Tasks

Table 1 Tasks of Teaching and Content Topics

Task Task of teaching Content topic

RLA 11 Model reading or writing process Sentence structure and punctuation
RLA 12 Explain process/concept using student work Reading fluency
RLA 13 Explain process/concept using student work Poetry and evidence for theme
RLA 14 Explain process/concept using student work Persuasive writing and use of examples
RLA 15 Model or explain reading process or concept Graphophonemic segmentation
RLA 21 Model or explain reading process or concept Word roots and affixes
RLA 22 Model how to improve writing Sentence structure and punctuation
RLA 23 Explain process/concept using student work Main idea and theme
RLA 24 Model how to improve writing Narrative writing sensory details
RLA 25 Model reading or writing process Developmental spelling and segmenting
MATH 11 Explain and model mathematical concepts Line of symmetry
MATH 12 Question to elicit student understanding Decimal addition
MATH 13 Represent concepts using mathematical model Equivalent fractions and area models
MATH 14 Explain student error and model correct method Two-digit addition with regrouping
MATH 15 Represent concepts using mathematical model Partitive and measurement models of division
MATH 21 Explain student error and model correct method One-digit addition
MATH 22 Explain problems using a representation Fraction word problems and number line
MATH 23 Compare student methods Two-digit addition with regrouping
MATH 24 Explain mathematical concepts Composite numbers and factors
MATH 25 Represent concepts using mathematical model Fraction set models

Note. MATH = mathematics; RLA = reading language arts.

Table 2 Task Design Characteristics

Time alloweda Virtual white board workspace

Task Grade level Video stimulus Preparation Performance Required Manipulatives Material providedb

RLA 11 1 2 2.5 Yes Yes
RLA 12 3 Yes 3 2.5 Yes
RLA 13 6 Yes 4 2.5 Yes Yes
RLA 14 4 3 2.5 Yes Yes
RLA 15 K 2 2.5 Yes Yes
RLA 21 4 2 2.5 Yes Yes
RLA 22 2 2 2.5 Yes Yes
RLA 23 5 4 2.5 Yes Yes
RLA 24 4 3 2.5 Yes Yes
RLA 25 1 3 2.5 Yes Yes
MATH 11 4 3 2.5 Yes
MATH 12 5 Yes 4 2.5 Yes
MATH 13 3 4 2.5 Yes Yes
MATH 14 2 Yes 5 2.5 Yes Yes
MATH 15 3 Yes 4 2.5 Yes
MATH 21 1 Yes 4 2.5 Yes Yes Yes
MATH 22 4 4 2.5 Yes Yes
MATH 23 2 Yes 4 2.5 Yes
MATH 24 4 4 2.5 Yes
MATH 25 3 4 2.5 Yes Yes Yes

Note. MATH = mathematics; RLA = reading language arts. a Preparation and performance time are in minutes. The total time allowed
for completing a task is the sum of preparation and performance time. b This category includes student work, classroom assignments,
text passages, mathematics problems, teaching tools, or any other material that is provided in the workspace for the candidate to interact
with during their performance.
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Table 3 Participating Educator Preparation Programs and Number of Participants

Program type Location Participants

State College/University NJ 24
State College/University CT 15
State College/University NJ 9
Historically Black College/University PA 7
Historically Black College/University MD 4

MATH Block 1 = MATH 11, MATH 12, MATH 13, MATH 14; and, MATH Block 2 = MATH 21, MATH 22, MATH 23,
MATH 24, MATH 25. Forms 1 and 2 started with RLA and Forms 3 and 4 started with MATH alternating the order of
the five item blocks within subjects. The form variants were randomly assigned when participants were scheduled for an
administration to help account for order and fatigue effects.

Participants also completed a preadministration background survey and postadministration perception survey. The
background survey asked participants to provide information on their educational attainment, minor and major degree
field(s), the type of teacher education program attended, their intended area(s) of certification, whether they had com-
pleted student teaching, grade and subject they planned to teach in the future, any teaching experiences, and their race/
ethnicity and gender. The postassessment perception survey focused on the test and testing experience (e.g., value,
relevance, and authenticity of the FACT tasks, how well the administration platform functioned, adequacy of the time
provided).

Administration and Study Sample

Recruitment for the FACT tryout was conducted in two phases. First, five partner education preparation programs (EPPs)
were recruited. The EPPs agreed to distribute information about the study to teacher candidates attending their program
and to provide space at the EPP where the FACT assessment could be administered. Once candidates received information
about the FACT study, they reached out directly to ETS via email. Candidates were then provided additional information
about the requirements and the honorarium provided for participation. Candidates who wished to enroll in the study
completed an online eligibility survey with their contact information, gender, race/ethnicity, current year in the teacher
preparation program, and dates and times they were available to complete the FACT assessment. Once their enrollment in
an appropriate teacher preparation program was confirmed, candidates received consent materials and an appointment
for the administration. The administration took place at the candidate’s EPP and was proctored by FACT research staff.
A two-hour block was allowed for administration of the background survey, 20 FACT tasks, and the postassessment
perception survey. After completing the surveys and assessment tasks, participants received a $100 gift card.

FACT tasks and surveys were administered on a touch screen enabled laptop.1 The performance records were then
stored on the laptop and later processed into a video that combined the spoken and white board performance. Each
administration generated 20 separate performance video files and a file that recorded task preparation time, performance
time, and total time taken to complete each task. The surveys were captured independently from the video performance
and timing files. Video and timing files for each performance were uploaded to a secure server at the end of each testing day.

A total of 63 candidates were enrolled. Four candidates canceled and were not assessed. A sample of 59 candidates
attending five different EPPs in four different states participated in the study (Table 3).

The final sample was predominantly female (93%) and White (58%). Over 20% of the sample was African Ameri-
can, and there was also substantial representation from Asian and Hispanic candidates. While the majority of the sample
attended an undergraduate teacher preparation program and had yet to receive a bachelor’s degree, a substantial propor-
tion of the sample had already completed a bachelor’s degree (42.4%) and were attending a postbaccalaureate preparation
program (44.1%). Additional information on the study sample is provided in Table 4.

Scoring Procedures

It is important to recognize that scoring materials and procedures are an integral component of the FACT performance
tasks. It is easy to consider the tasks presented during testing as the whole of the developed product. However, the real

8 ETS Research Report No. RR-20-27. © 2020 Educational Testing Service



G. Phelps et al. Preliminary Evidence on Measurement Characteristics for the FACT Performance Tasks

Table 4 Demographics of Study Participants (n = 59)

Demographic Percent

Gender
Female 93
Male 7

Race/Ethnicity
Asian or Asian American 12
Black or African American 20
Hispanic/Latinx 7
White 58
Other 3

Highest education level
Master’s or greater 5
Bachelor’s 37
Senior 36
Junior 17
Sophomore 5

Undergraduate major(s)a

Early childhood education 14
Elementary education 73
Special education 10
Arts/Humanities 15
Math 9
Social sciences 14

Teacher preparation program
Master’s degree program 44
Undergraduate degree program 56

Intended certification(s)
Pre-K 14
K–6 98
5–8 24
9–12 14

Completed student teaching
Yes 83
No 15
Not responding 2

Note. For a number of demographic categories, participants were asked to select all that apply, and for these categories, the percentage
for the groups may total to more than 100%. a Arts/Humanities includes English, art and foreign languages; social sciences includes
social studies, history, psychology and sociology.

product for any testing program also includes the training procedures for raters and the scoring rules for assigning scores
to performances. The score is the result of the task as delivered, the performance it elicits, and the scoring routines that
are applied to score the performance. Because scoring accuracy is typically a substantial source of error variance in an
overall test score, the components of the task that support accurate human scoring are among the most vital in developing
a reliable assessment. Similar to assessment tasks, where development often occurs over multiple pilots with associated
task revisions, there are associated development processes for scoring materials that also occur over multiple pilots. A
companion report (Weren et al., 2020) provides a detailed account of the formative scoring process used to learn about and
improve the scoring procedures and materials for the FACT performances. Although the research methods and findings
from the formative scoring study are beyond the scope of this report, they are important to consider in order to fully
understand the FACT performance task design, development process, and subsequent task revisions.

Task Selection

Out of the 20 tasks administered in the pilot, 14 were selected for scoring. This decision was made primarily to reduce the
costs associated with reviewing and selecting performances for use in rater training, with developing task specific scoring
materials, and with compensating raters. In order to identify 14 tasks for scoring, each of the 20 administered tasks were
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reviewed by four members of the relevant subject matter task development teams and the four proctors who administered
FACT to the teacher candidates. The following criteria were used in the review process to identify six tasks (three RLA
and three MATH) to be removed from the scoring pool.

• Similar content to other tasks. When two tasks have similar content and are likely to provide somewhat overlapping
evidence, select the less effective or otherwise weaker task.

• Construct irrelevant features. Select tasks that might measure some irrelevant competencies (e.g., higher reading
load), present some undesired cognitive challenge, or compared to other tasks, lack some clarity around what the
task is asking for.

• Idiosyncratic, rarified or potentially contested competency. Select tasks that assess teaching competencies that are
rarely used or are only associated with a particular teaching ideology (i.e., an approach or view that is not widely
endorsed).

• Authenticity. Select tasks where the performances do not feel as authentic as other tasks which clearly depict work
that teachers do.

• Not a beginning competency. Select tasks that focus on competencies that may be too advanced (i.e., not reasonable
for beginning teaching).

• Scoring complexity. Select tasks that might be more difficult to score consistently compared to other tasks.

Each reviewer recommended three tasks from their relevant subject matter area of focus to not score based on one
or more of the criteria listed above. These recommendations were then collated, and comments from all reviewers were
considered in making final decisions on the six tasks to not score. The remaining 14 tasks were selected for scoring (seven
RLA and seven MATH).

Performance Selection Procedures

The steps described below were repeated for each of the 14 tasks to develop task-specific rater training materials. First,
two members of each subject matter team were each assigned roughly half of the performances for a given task to review.
For this initial review each team member selected seven performances for potential use as training cases. The seven per-
formances were selected to represent a 1 (benchmark); a 1 (high rangefinder); a 2 (low rangefinder); a 2 (benchmark); a 2
(high rangefinder); a 3 (low rangefinder); and a 3 (benchmark). Benchmarks were defined as performances that are clear
illustrations of the evidence that characterizes a particular score point. Rangefinders were defined as performances that
provide evidence of more than one score level and help illustrate the boundaries between adjacent score levels (e.g., a 2
(high rangefinder) would contain some evidence for a score point 3 and some evidence for a score point 2).

Once the two members of each review team selected seven performances that fit these criteria, those performances
were traded among the two reviewers for another round of scoring. The 14 selected performances were also scored by
one or two other members of the development team. This process resulted in at least three independent scores for each
of the performances identified through the initial performance review. The team members then met and discussed the
ratings for the identified performances and assigned a consensus score for each performance. The team also noted changes
needed to the task specific scoring guide and/or comments to be included in the rater training. After completing these
steps, seven performances were selected to serve as the training responses for the target scoring points noted above. The
selected training responses were then annotated indicating relevant evidence from the performance and how it aligned
with elements of the rubric. The reasoning used to reach the consensus score was also documented (e.g., considering the
preponderance of evidence for rangefinder performances). This process was repeated for all 14 tasks.

In addition to the above steps used to develop the rater training materials, the seven identified performances for each
task not selected for use as training cases were then reviewed and, for each task, four to seven consensus-scored responses
were selected for inclusion as validity responses. This selection needed to include at least one response at each of the three
score points (1, 2, and 3). These validity responses were later mixed in with the unscored responses and were assigned
to all raters to score (raters were blind to whether a performance was a “score” or validity” case). Rater scores and con-
sensus scores for the validity response were later compared to gauge how well raters were conforming to the developers’
conceptions of what constitutes different levels of performance for each of the tasks.
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Table 5 Performance Sample for Each Task

Task Training (n= 107) Validity (n = 74) Score (n = 611) Other (n = 6)

RLA 11 8 6 43
RLA 12 7 6 44
RLA 13 8 6 43
RLA 14 7 5 45
RLA 15 7 5 45
RLA 21 8 6 43
RLA 24 9 7 41
MATH 11 8 5 44
MATH 13 9 4 44
MATH 14 7 7 37a 6b

MATH 21 8 4 45
MATH 22 7 5 45
MATH 23 7 4 46
MATH 24 7 4 46

Note. MATH = mathematics; RLA = reading language arts. a Six performances for task MATH 14 intended for use as score cases, were
unintentionally left out of the scoring pool. These six tasks were consensus scored and included in all subsequent task and score analysis.
b Six training cases for task MATH 14 were unintentionally also assigned to the score cases. These six performances were used as training
cases as intended. However, these 6 training cases are also included in the agreement analyses. Therefore, for the agreement analyses,
there are 43 scored performances shown for task MATH 14.

Scoring

Fourteen raters with experience scoring for one or more of the ETS elementary teacher licensure tests were recruited to
score FACT tasks. The scoring event started with a general training session, which included information about the FACT
project, the design of the FACT performance tasks, use of the Constructed Response Item Scoring Platform (CRISP), and
a general bias training. For the task specific training, the raters reviewed the task and task-specific scoring guide, watched
each benchmark and rangefinder training video together, and discussed the annotated descriptions provided for that
response. Following completion of the task-specific training, the raters used the CRISP system to watch each assigned
response video and record their score. Training for and scoring of responses for a task took approximately 2.5 h, with
the task-specific training taking approximately 1.5 h and scoring of the responses taking approximately 1 h. Because the
training was designed to inform scoring procedures, raters also completed a brief survey and group debrief after scoring
for each task and a general survey about the overall FACT scoring after scoring for all 14 tasks was complete. Additional
detail on the formative rating, survey analysis, and main lessons learned is provided in a supplemental research report
(Weren et al., 2020).

For each of the tasks, raters were randomly assigned to the performances. Each performance was independently scored
by three raters. The validity performances were scored by all 14 raters. Table 5 provides a count of the number of training,
validity, and score performances for each of the 14 tasks.

Results

Can the FACT Performance Tasks Be Administered as Intended?

The FACT tasks were designed to be administered in a short amount of time, ideally in 5 min (300 s) or less. Figure 3
presents three panels showing the distribution of time spent on preparation, planning, and total time for each of the
administered tasks. As illustrated in the first panel, preparation time was relatively consistent across the RLA tasks with
two exceptions. Task RLA 13 and RLA 23 required substantially more preparation time than the other RLA tasks. This
could be due to a combination of factors. These were the only two RLA tasks that allowed 4 min of prep time (all other
tasks were 3 min or less). It is also possible that task complexity and higher reading or comprehension load compared
to the other RLA tasks contributed to longer preparation time. There was greater variation in preparation time for the
MATH tasks. Some of the variability in preparation time was likely due to differences in the amount of time allowed for
preparation (see Table 2 above for allowed preparation time for each task).
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Figure 3 Variation in task administration preparation, performance, and total time in seconds. The dotted line represents the allocated
time for the task. A programming issue allowed some task performances of slightly more than the allocated 150 s.

The performance portions of the FACT tasks were designed to have time limits of 2.5 min each. However, due to a
programming issue, the timing clock was stopped briefly when participants executed particular types of markup on the
workspace. This allowed some participants to take as much as 17 additional seconds on particular tasks. For all but three
tasks (RLA 15, RLA 24, and RLA 25), the additional allowed time was no more than 6 s. For RLA, performance times
were, in general, consistent across the tasks. However, the distribution for tasks RLA 23 and RLA 24 were skewed toward
the time limit of 2.5 min (150 s), indicating that a substantial number of the participants used all (or nearly all) the time
available and may have had to rush their performances. Once again, the MATH tasks were more variable. A number of
MATH tasks (e.g., MATH 13, MATH 15, MATH 22, MATH 24,and MATH 25) had a large proportion of participants
taking nearly the full 150 s to complete the task. MATH 12 stands out for the very short performance time. This task
differed from all other RLA and MATH tasks in that participants were instructed to simply ask a single question of the
students before stopping the performance.
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Figure 4 Variation in rating time across tasks in seconds.

Figure 5 Variation in rating time across tasks by raters in seconds.

The mean completion time (combining preparation and performance times) across all tasks was 3.2 min. Looking
across all performances for all tasks, a total of 90 performances took longer than 5 min (8% of the total number of perfor-
mances). With the exception of task RLA 13, all tasks were completed in under 5 min by 75% or more of the participants.
In fact, with the exclusion of a few outlier candidates, nearly half of the tasks (9 out of 20) were completed by all candidates
in less than 5 min.

Can the FACT Performance Tasks Be Scored Accurately and Efficiently?

Scoring Efficiency

The FACT performance tasks were designed to be scored quickly and accurately. The average time taken to score a given
task is important because it is directly related to the hours of human rating and ultimately the cost of administering an
assessment such as FACT. The boxplots shown in Figures 4 and 5 summarize the time spent scoring within and among
tasks and raters. Across all tasks and raters, the average time spent on scoring a performance was 130 s, or just over 2 min
(for more detail on rating time, see Weren et al., 2020).

Scoring Accuracy and Agreement

A small number of the score performances could not be rated due to issues with the technical quality of the performance
(e.g., sound quality of the participant performance or technical issues capturing the performance on the virtual white
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Table 6 Score and Validity Case Rating Sample for Each Task

Score performances
(3 raters for each performance)

Validity performances
(14 raters for each performance)

Task
Assigned
(n = 602)

Not scoreablea

(n = 15)
Ratings

(n = 1806)
Assigned
(n = 74)

Ratings
(n = 1,036)

RLA 11 42 1 126 6 84
RLA 12 43 1 129 6 84
RLA 13 42 1 126 6 84
RLA 14 44 1 132 5 70
RLA 15 44 1 132 5 70
RLA 21 42 1 126 6 84
RLA 24 41 0 123 7 98
MATH 11 41 3 123 5 70
MATH 13 42 2 126 4 56
MATH 14 43b 0 129 7 98
MATH 21 45 0 135 4 56
MATH 22 44 1 132 5 70
MATH 23 46 0 138 4 56
MATH 24 43 3 129 4 56

Note. RLA = reading language arts; MATH = mathematics. a One or more raters determined that a performance was not scoreable.
These performances were all reviewed by the research team and the performance for RLA 21 and MATH 22 were later consensus
scored and included in subsequent and task and score analyses. b Six training case for task M14 were also assigned to the score cases.
These six performances were included in agreement analyses and scored by three raters.

board). In total, there were 15 performances that were not rated by all three raters. In addition, there were six performances
for task MATH 14 that were not assigned as planned for rating. All assigned validity performances were scored by all 14
raters (Table 6).

Rating Agreement for Validity Cases

Validity responses (sometimes referred to as validity papers or validity cases) are used in large-scale operational scoring
programs to monitor rater performance and the potential need for retraining. Typically, validity responses are chosen
because they represent specific scoring decisions that have been addressed in rater training. For more complex scoring,
a range of validity responses are selected to ensure that raters recall, notice, and accurately score important differences
in performance characteristics. Validity responses are then seeded into the scoring pool. When raters score a validity
response, their score is compared to the consensus score. When raters do not agree with the consensus score, they can be
identified for retraining (or these instances can be used to guide the design of new training procedures).

The validity response selection for the FACT pilot did not follow the fully developed operational design outlined above.
Instead, the FACT pilot was designed to identify the types of critical differences in performances that could support
revisions to training and targeted selection of validity responses. This formative use of validity cases to inform task and
scoring revisions is discussed in the companion scoring report (Weren et al., 2020). For the purposes of the results reported
here, the validity responses offer the opportunity to directly compare rater scores with consensus scores and, therefore,
provide a direct measure of how well raters are conforming to the developers’ conceptions of what constitutes different
levels of performance for the selected responses. Logically, the consensus score is treated as a “true” score and lack of
agreement is interpreted as scoring error. Validity case results provide a basis for evaluating the extent to which ratings
for tasks and raters on average diverge from the consensus score.

Agreement results are presented in Table 7. These are presented by various levels and types of aggregation (e.g., all
ratings, ratings summarized by subject and by task). While the overall agreement rate of 62% might appear low, it is
important to recognize that for this study, the selected validity cases did not always reflect specific rating decisions that
were addressed in training. We anticipate that the validity case agreement rate will increase substantially in subsequent
pilots where validity cases are deliberately aligned to training.
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Table 7 Validity Case Rating Accuracy

Exact Adjacent Discrepant

Task name n % n % n %

All 643 62 372 36 21 2
Subjects

RLA 307 53 249 44 18 3
MATH 336 72 123 27 3 1

Tasks
RLA 11 31 37 53 63 0 0
RLA 12 43 51 38 45 3 4
RLA 13 33 39 41 49 10 12
RLA 14 43 61 24 34 3 4
RLA 15 49 70 21 30 0 0
RLA 21 46 55 38 45 0 0
RLA 24 62 63 34 35 2 2
MATH 11 49 70 21 30 0 0
MATH 13 44 79 12 21 0 0
MATH 14 77 79 18 18 3 3
MATH 21 41 73 15 27 0 0
MATH 22 58 83 12 17 0 0
MATH 23 33 59 23 41 0 0
MATH 24 34 61 22 39 0 0

Note. MATH = mathematics; RLA = reading language arts.

There was a noteworthy difference in the rates of agreement for RLA and MATH. RLA has both a substantially lower
proportion of raters who agree with the consensus scores and a higher proportion of raters who give a discrepant rating
compared to MATH. The task level breakdown shows substantial variation among tasks. Although the MATH tasks had
higher level of agreement compared to the RLA tasks, there was also substantial variation among the tasks within each
subject. For RLA tasks, RLA 11 and RLA 13 stand out with agreement rates below 40% (i.e., more raters disagree with
the consensus score than agree). Task RLA 13 stands out from all other tasks for the very high proportion of discrepant
ratings (12%). Although agreement was more consistent among MATH tasks, there was still some notable variation. For
example, agreement rates for MATH 22 and MATH 23 differ by 24%.

It is important to recognize that the agreement findings listed above are sensitive to differences in the quality and
score level of selected performances. For RLA 13, nine out of 10 of the discrepant ratings were from one validity case
performance. Also, the tasks vary in the number of validity cases assigned at each score point. This will influence the
probability of discrepant ratings, because a discrepant rating can only occur for performances with a consensus score of 1
or 3. Readers interested in more nuanced discussion of the validity results can refer to the FACT formative scoring report
(Weren et al., 2020).

Table 8 describes the agreement between rater scores and consensus scores. Compared to the descriptions above by
task, raters were much more consistent in their rates of agreement with consensus scores. However, Rater 14 stands out
from the rest of the raters with a lower agreement rate (51%) and a higher discrepancy rate (5%).

When rater disagreement was broken out by ratings that are higher and lower than the consensus score, there was
some variation across raters (Figure 6). Some raters were more lenient and some more stringent. For example, both Rater
1 and Rater 2 have similar levels of agreement with the consensus score. However when examining ratings where they do
not agree, Rater 1 tends to rate higher than the consensus score, whereas Rater 2 tends to rate lower than the consensus
score. There appears to be a slight tendency across all raters to rate lower than the consensus score. It is important, again,
to emphasize that agreement with validity cases is likely to look different when the validity cases are selected to represent
rating decisions addressed in the training. Not only will the overall agreement likely increase, but the variation among
raters will be more directly linked to how they learn from training and apply the associated decision rules.

Table 9 summarizes the agreement between raters and consensus scores for each of the score points. This analysis
provides insight into whether agreement rates differ by the level of the performance. When summarizing across all per-
formances, there was a small trend toward higher levels of agreement for lower performances (i.e., 1 score point). The
breakdown by subject shows a different pattern for RLA and MATH. Although there was no trend for RLA by the level of
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Table 8 Validity Case Rating Accuracy by Rater

Exact Adjacent Discrepant

Rater n % n % n %

Rater 1 50 68 22 29 2 3
Rater 2 43 58 30 41 1 1
Rater 3 50 68 24 32 0 0
Rater 4 44 59 28 38 2 3
Rater 5 46 62 26 35 2 3
Rater 6 49 66 24 32 1 1
Rater 7 45 61 27 36 2 3
Rater 8 43 58 29 39 2 3
Rater 9 49 66 24 32 1 1
Rater 10 42 57 30 41 2 3
Rater 11 50 68 23 31 1 1
Rater 12 49 66 24 32 1 1
Rater 13 45 61 29 39 0 0
Rater 14 38 51 32 43 4 5

Figure 6 Validity case count of ratings that are higher, lower, and exact by rater.

the performance, for MATH there was a large difference in agreement (24%) between performances that were consensus
scored 1 and consensus scored 3. This difference may be due to the relative clarity in scoring low performances that had
a mathematical error.

Rating Agreement for Score Cases

Agreement rates for score cases are summarized in Table 10. Although there was little difference in agreement rates across
RLA and MATH, there was more variation at the task level. The task level agreement rates vary from a low of around 55%
to a high of around 70%. Tasks RLA 13 and MATH 11 stand out as lower than the rest of the tasks with agreement rates
of 46% and 51% respectively.
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Table 9 Validity Case Proportion of Exact, Adjacent, and Discrepant Ratings by Score Point for Each Subject

Exact Adjacent Discrepant

Task name n % n % n %

All tasks
Score 1 172 68 75 30 5 2
Score 2 293 62 183 38
Score 3 178 58 114 37 16 5

RLA tasks
Score 1 75 54 60 43 5 4
Score 2 134 53 118 47
Score 3 98 54 71 39 13 7

MATH tasks
Score 1 97 87 15 13 0 0
Score 2 159 71 65 29
Score 3 80 63 43 34 3 2

Note. MATH = mathematics; RLA = reading language arts. When a performance is given a score of 2 by either rater, it is not possible
to have discrepant agreement among two raters.

Table 10 Score Cases Rating Agreement by Task

Exact Adjacent Discrepant

Task name n % n % n %

All 1, 111 62 660 37 35 2
Subjects

RLA 541 61 340 38 13 1
MATH 570 63 320 35 22 2

Tasks
RLA 11 83 66 42 33 1 1
RLA 12 71 55 56 43 2 2
RLA 13 58 46 64 51 4 3
RLA 14 77 58 54 41 1 1
RLA 15 92 70 36 27 4 3
RLA 21 91 72 34 27 1 1
RLA 24 69 56 54 44 0 0
MATH 11 63 51 54 44 6 5
MATH 13 77 61 46 37 3 2
MATH 14 88 68 38 29 3 2
MATH 21 94 70 40 30 1 1
MATH 22 85 64 42 32 5 4
MATH 23 90 65 46 33 2 1
MATH 24 73 57 54 42 2 2

Note. MATH = mathematics; RLA = reading language arts.

Differences in agreement rates among raters for score cases were relatively small ranging from a low of roughly 60% to
a high of 70% (Table 11). Rater 14 stands out as having a lower agreement rate of 47%.

A number of statistics can be used to summarize agreement among raters. The quadratic weighted kappa (QWK)
adjusts agreement for the likelihood of guessing. The intra-class correlation coefficient (ICC) breaks down the proportion
of variance that is within and among the ratings for the task performances. Both the QWK and ICC statistics should be
evaluated with caution because both statistics are sensitive to sparsely populated data matrices that result from a small
number of administrations, such as was the case with the FACT pilot data. To help with interpretation, the exact agreement
from Table 11 above is presented again along with the ICC and the QWK results (Table 12).

Comparisons across the agreement descriptives and ICC and QWK results indicate that the descriptive and summary
results are not always consistent. Consider, for example, MATH 13 and MATH 22. Both had similar agreement rates
(MATH 13 = 61% and MATH 22 = 64%), but MATH 13 has a low ICC (.26) and QWK (.25), while MATH 22 has a
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Table 11 Score Cases Rating Agreement by Rater

Exact Adjacent Discrepant

Rater n % n % n %

Rater 1 143 58 96 39 7 3
Rater 2 153 60 97 38 4 2
Rater 3 171 63 98 36 1 0
Rater 4 178 67 80 30 6 2
Rater 5 160 61 100 38 4 2
Rater 6 153 59 98 38 7 3
Rater 7 158 63 86 34 8 3
Rater 8 168 63 95 36 3 1
Rater 9 185 63 104 36 3 1
Rater 10 143 58 97 39 8 3
Rater 11 147 60 94 38 5 2
Rater 12 168 69 73 30 3 1
Rater 13 176 69 77 30 1 0
Rater 14 119 47 125 49 10 4

Table 12 Summary Agreement Statistics

Task % Exact ICCa QWKb

RLA 11 66 .68 .67
RLA 12 55 .55 .55
RLA 13 46 .44 .43
RLA 14 58 .58 .58
RLA 15 70 .73 .73
RLA 21 72 .64 .63
RLA 24 56 .66 .66
MATH 11 51 .29 .31
MATH 13 61 .26 .25
MATH 14 68 .41 .41
MATH 21 70 .66 .66
MATH 22 64 .64 .63
MATH 23 65 .66 .66
MATH 24 57 .48 .47

Note. MATH = mathematics; RLA = reading language arts. a The intraclass correlation (ICC) is based on the following modeling
assumptions: each subject is rated by multiple raters; raters are randomly assigned to subjects; and, all subjects have the same number
of raters. b The quadratic weighted kappa (QWK) is calculated by taking the average of the pairwise QWK for each of the three rating
pairs.

relatively high ICC (.64) and QWK (.63). As indicated in Figure 7, MATH 13 was the easiest math task, with few scores of
1. Easy items, like MATH 13, tend to have high levels of chance agreement, and therefore, lower values for QWK, which
corrects for chance agreement. A similar effect occurs for the ICC because of the resulting restriction of range. In contrast,
Figure 7 indicates that MATH 22 had the most scores of 1 and the most even distributions of scores over the three score
points.

Because the goal of this pilot and the associated analysis was to guide revisions to both tasks and associated task scoring,
we decided not to conduct generalizability (G) and decision (D) studies. Instead, we intend to conduct G and D studies
after revising tasks and conducting a larger scale pilot study. However, we recognize that one important question that a
G and D study could explore is how the number of raters influences the reliability of a test score. We ran a number of
different ICC estimations to provide some insight into how the number of raters influences the reliability of a test score.
As reported just above, we have already estimated the ICCs for each task including all three raters. However, in a typical
operational administration, each performance is likely to be scored by no more than two raters. To evaluate the potential
impact on overall test reliability of dropping from three rating pairs to two raters, we also estimated the ICCs separately
for each of the three sets of rating pairs and then calculated a pairwise average ICC (Table 13). These results indicate that
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Figure 7 Proportion of 1, 2, and 3 ratings for each task.

Table 13 Impact on Intraclass Correlations (ICC) of Reducing the Number of Raters

ICC Two Raters

Task Pair 1–2 Pair 1–3 Pair 2–3 Pairwise Average ICC Three Raters

RLA 11 .68 .62 .72 .67 .68
RLA 12 .46 .64 .55 .55 .55
RLA 13 .50 .45 .38 .44 .44
RLA 14 .62 .61 .52 .58 .58
RLA 15 .70 .75 .74 .73 .73
RLA 21 .53 .73 .66 .64 .64
RLA 24 .66 .66 .66 .66 .66
MATH 11 .27 .37 .20 .28 .29
MATH 13 .30 .17 .31 .26 .26
MATH 14 .55 .34 .33 .41 .41
MATH 21 .67 .68 .63 .66 .66
MATH 22 .60 .73 .57 .63 .64
MATH 23 .56 .68 .75 .66 .66
MATH 24 .37 .61 .44 .47 .48

Note. MATH = mathematics; RLA = reading language arts. Intra-class correlation is based on the following modeling assumptions:
each subject is rated by multiple raters; raters are randomly assigned to subjects; and, all subjects have the same number of raters. All
averages of triple scored performances are rounded to the nearest whole unit to facilitate presentation and interpretation.

there was substantial variation among the three sets of rater pairs. For RLA 24 there was no difference among rating pairs
and for RLA 15 and MATH 21 the difference was minimal (<.05). However, for RLA 21, MATH 14, and MATH 24, there
was a substantial difference (>.20) among the rating pairs. These larger differences among the rating pairs suggest that
dropping to two raters could have an impact on overall test reliability.

Is There a Reasonable Distribution of Scores Within and Among FACT Performance Tasks?

Distribution of Task Scores

The task analyses presented in this section combine the scores for the training, validity, and score cases. For the training
and validity cases the consensus score from the task developers was used. For the score cases, the average of the three rater
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Table 14 Correlation Between All Reading Language Art (R) and Mathematics (M) Tasks

Task R11 R12 R13 R14 R15 R21 R24 M11 M13 M14 M21 M22 M23

R12 .57 ***
R13 .50 *** .52 ***
R14 .43 ** .38 ** .56 ***
R15 .49 *** .57 *** .40 ** .40 **
R21 .44 ** .40 ** .39 ** .41 ** .50 ***
R24 .34 * .22 .22 .14 .30 * .23 *
M11 .15 .44 ** .30 * .26 .29 * .15 .32 *
M13 .15 .27 * .12 .32 * .13 .40 ** .08 .49 ***
M14 .35 * .48 *** .32 * .38 ** .33 * .35 * .33 * .50 *** .06
M21 .47 *** .28 * .37 ** .48 *** .47 *** .39 ** .57 *** .42 ** .26 .35 *
M22 .32 * .47 *** .49 *** .36 ** .40 ** .34 * .37 ** .30 * .28 * .33 * .47 ***
M23 .36 ** .57 *** .42 ** .46 *** .50 *** .38 ** .31 * .54 *** .47 *** .40 ** .55 *** .48 ***
M24 .19 .23 .09 .27 * .30 * .20 .37 ** .33 * .45 ** .16 .43 ** .09 .44 **
∗∗∗p< .001. ∗∗p< .01. ∗p< .05.

scores was used. We found only minor variation in mean performance score across the tasks ranging from a low of 1.94
for MATH 21 to a high of 2.26 for task RLA 14, and we found a similar consistency in the standard deviations of these
task means which ranged from .48 to .78.

Another way to examine variation in task scores is by the number of performances that received a score at each of the
three score points. Figure 7 breaks down each task by performances that fall into each score category. Of particular interest
are the number or proportion of performances for each task that were scored at the low or 1 score point. Tasks with a high
proportion of 1 ratings can be thought of as more difficult than tasks with lower proportions of 1 scores. A test made up of
FACT tasks should have some variation in the “difficulty” of the tasks to ensure that the test provides information on test
takers with varying levels of competence. To illustrate the variation of task difficulty, the results presented in Figure 7 are
sorted within RLA and MATH from the lowest proportion of performances that received a 1 (easiest) to the tasks with the
highest proportion of performances that received a 1 (hardest). In addition to illustrating variation in “difficulty” across
the tasks, this display also highlights another way to consider scoring for FACT tasks. A score of 1 not only represents a low
performance, but it can be thought of as indicating an unacceptable level of competence for beginning teaching. From this
perspective, the tasks vary in the proportion of unacceptable performances from a low of under 10% to a high of over 30%.

Intertask Correlations

We also examined correlations among the different RLA and MATH tasks (Table 14). Most of the tasks were significantly
correlated with most other tasks. There was a minor tendency for MATH tasks to have higher correlations with other
MATH tasks compared to RLA tasks. And the same was true for RLA tasks, which had a minor tendency to have higher
correlations with other RLA tasks and lower correlations with MATH tasks. Perhaps of more interest are the instances
where tasks had very low correlations with other tasks, suggesting that the two tasks may be measuring competencies that
are somewhat distinct (e.g., RLA 14 and RLA 24, MATH 22 and MATH 24).

Task Score and Administration Time

We were interested in better understanding whether the amount of time that participants took to prepare for and carry out
a performance was related to their task score. For the vast majority of tasks there was no correlation between preparation
time and task score (Table 15). The one exception was for MATH 11 where a longer preparation time was associated with
a lower score. For roughly half of the tasks, there was a significant positive correlation between performance time and
task score. It is important to recognize that the positive association between performance time and task score could be
driven by a number of factors. For example, this could be due to lower scoring participants taking less time, higher scoring
participants taking more time, or both.
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Table 15 Correlation of Task Score With Preparation and Performance Time

Task Preparation Performance

RLA 11 .01 .35∗∗
RLA 12 .18 .09
RLA 13 .12 .25
RLA 14 −.04 .54∗∗
RLA 15 −.08 .38∗∗
RLA 21 −.01 .19
RLA 24 −.09 .05
MATH 11 −.35∗ .33∗
MATH 13 −.06 .23
MATH 14 −.07 .24
MATH 21 −.19 .11
MATH 22 −.26 −.03
MATH 23 −.02 .41∗∗
MATH 24 −.06 .48∗∗

Note. MATH = mathematics; RLA = reading language arts. ∗∗p< .01. ∗p< .05.

Table 16 Score Characteristics for All, Reading Language Arts (RLA) and Mathematics (MATH) Scores (n = 50)a

Score

Tasks Range Min Max Median Mean SD Alpha SEM Intratask correlationb

All 14 14–42 15.3 37.7 30.7 29.6 5.31 .86 1.99 .35
RLA 7 7–21 7.7 19.3 15.3 15.0 3.07 .77 1.33 .40
MATH 7 7–21 7.7 19.7 14.8 14.6 2.80 .79 1.40 .38
a Of the 57 participants, seven did not complete one or more tasks. Therefore, the total number of participants with complete score data
for All, RLA, and MATH was 50. b The intratask correlation is the average of all task correlations for tasks contributing to the relevant
score.

Do the FACT Performance Tasks Provide Reliable Measures of the Competencies Assessed?

It is useful to create scores for all of the FACT tasks and for the subject areas of RLA and for MATH. These scores can
provide preliminary insight into how the piloted FACT tasks might function to assess each of these constructs. Specifically,
it is helpful to look at whether there was variation across candidate scores and whether the tasks when combined provide
a reliable measure. In this section, we first consider sum scores that were created by simply adding scores for all tasks, for
just RLA tasks, and for just MATH tasks. Second, we consider a different scoring model that counts the number of low or
1 scores for All, RLA, and MATH tasks.

Sum Score

Summary Statistics

The score results presented in Table 16 suggest that FACT performance tasks are assessing an underlying construct and that
the measure of this constuct is reliable at a level that approaches or surpasses what is typically achieved for licensure tests.
In fact, the reliablity for all 14 tasks is .86, and this surpasses a value of .85 which is typically considered as “reasonable”
for licensure tests (Luecht, 2017, p. 144). The intratask correlations are also in the general recommended range of .15–.50
(Briggs & Cheek, 1986; Clark & Watson, 1995).

Sum Score and Task Correlations

The correlation of each task score and the sum scores for All, RLA, and MATH is shown in Table 17. The polyserial
correlations for All vary across the tasks from a low of r = .48 for MATH 13 to a high of r = .77 for MATH 17. With only
a few exceptions, the polyserial correlation was higher when the items were correlated to the subject specific score. This
suggests that the tasks are assessing competencies that are specific to either RLA or MATH.
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Table 17 Polyserial Correlation With All, Reading Language Arts (RLA) and Mathematics (MATH) Scores

Polyserial Correlations

Tasks All RLA MATH

RLA 11 .60 .75 —
RLA 12 .70 .72 —
RLA 13 .62 .73 —
RLA 14 .66 .66 —
RLA 15 .71 .78 —
RLA 21 .58 .65 —
RLA 24 .49 .43 —
MATH 11 .61 — .76
MATH 13 .48 — .65
MATH 14 .57 — .62
MATH 21 .77 — .75
MATH 22 .68 — .67
MATH 23 .74 — .84
MATH 24 .53 — .64

Figure 8 Reading language arts (RLA) sum score by MATH sum score scatter plot.

RLA and MATH Score Correlation

To provide initial evidence on whether subscores for RLA and MATH assess different constructs, we correlated the sum
scores for RLA and MATH. We found that the two scores were significantly correlated r(48) = .64, p< .001. However,
unadjusted correlations of test scores can be misleading because the constructs are measured with error. When the cor-
relations were disattenauted for measurement error (r = 1.0) the MATH and RLA sub-scales provide nearly identical
information about participant competencies. Although these results strongly suggest that the RLA and MATH tasks assess
closely related constructs, basic descriptives from the scatter plot shown in Figure 8 indicate that there were participants
with relatively higher scores on one subscore compared to the other.

Count of Performances Receiving a 1

We also considered an alternative method for generating scores for All, RLA, and MATH. This approach starts with the
assumption that each task score of 1 represents an unacceptable performance. It follows that candidates should only be
allowed a small number of unacceptable performances in order to receive an overall passing score. In this score model,
the scores for All, RLA, and MATH are a count of the number of 1 scores for each of the tasks. Higher scores indicate a
lower level of performance. The two panels in Figure 9 summarize the scores created using this method. The left panel
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Figure 9 Number of participants receiving different counts of low or 1 scores for all, reading language arts (RLA), and elementary
mathematics (MATH) tasks.

Table 18 Number of Participants Receiving Low Scores for All, Reading Language Arts (RLA), and Mathematics (MATH) Tasks

All RLA MATH

Tasks receiving a 1 (low) score n % n % n %

0–1 32 64 39 78 39 78
2 7 14 5 10 6 12
3 2 4 2 4 2 4
4–11 9 18 4 8 3 6

shows the 14 tasks that make up the measure of all tasks. The right panel breaks out the 7 RLA and 7 MATH tasks. For
All, RLA, and MATH, a majority of candidates completed the tasks with no more than a single 1 score.

There is currently no standard for how many 1 scores might be acceptable for a candidate to still be awarded a teaching
license. These types of determinations are typically made by standards panels made up of subject matter experts to rec-
ommend an acceptable passing standard. However, for the purposes of illustration, if we assume that a passing score can
have no more than three instances of 1 or inadequate scores, then 82% of participants would pass for All. If we assumed
for RLA and MATH no more than two 1 scores are allowed, then 88% and 90% would pass RLA and MATH respectively
(Table 18). However, we do not have sufficient data to fully explore the potential of using this method as part of a licensure
decision, either independently or in combination with a sum score. We do, however, think that this approach warrants
further investigation in a larger-scale study.

Are the FACT Performance Measures Associated With Participants’ Academic and Professional
Attainment?

In order to provide preliminary validity evidence, we examined score differences for groups of participants with different
levels of educational and professional experience. Although we recognize that the study sample was small, and for some
of the background characteristics there was relatively restricted variation (e.g., education level, professional experience),
we nonetheless think it is informative to see if any differences do exist. In Table 19, we summarize the breakdown for
education level, type of preparation program, and completion of student teaching, and report the mean score for each of
the groups.

We ran one-way analysis of variance to determine whether the mean differences among groups were significant. There
was not a significant effect of teacher preparation program (master’s degree program and undergraduate degree program)
at the p< .05 level for All tasks, RLA tasks, or MATH tasks. Likewise, there was not a significant effect of having completed
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Table 19 Mean Score for All, Reading Language Arts (RLA), and Elementary Mathematics (MATH) Tasks for Different Groups of
Candidates

All RLA MATH

n M SD M SD M SD

Highest education level
Bachelor’s degree or higher 21 32.21 3.29 16.35 2.00 15.86 2.08
Senior 18 28.94 5.10 14.87 2.96 14.07 2.86
Junior or sophomore 10 25.70 6.37 12.64 3.63 13.06 3.06

Teacher preparation program
Master’s degree program 21 31.40 4.27 15.92 2.20 15.48 2.64
Undergraduate degree program 28 28.18 5.74 14.19 3.43 13.99 2.82

Completed student teaching
Yes 40 29.98 5.30 15.18 3.10 14.80 2.76
No 9 28.96 4.83 14.52 3.05 14.44 2.24

Table 20 Participant Perceptions of FACT Assessment Tasks and Delivery Platform (n = 59)

Survey question
Agree

(%)
Somewhat
agree (%)

Somewhat
disagree (%)

Disagree
(%)

The kinds of teaching knowledge, skills, and abilities required by the tasks are
important for effective teaching

86 12 2 0

The kinds of teaching knowledge, skills, and abilities required by the tasks felt
authentic

61 34 2 4

The kinds of teaching knowledge, skills, and abilities required by the tasks are
a real focus of my teacher preparation program

53 35 12 0

The kinds of teaching knowledge, skills, and abilities required by the tasks
should be assessed as part of teacher licensure

63 32 3 2

My performance on the tasks accurately reflects my actual teaching ability 12 39 4 12
Some of the mathematics tasks were difficult for me to complete successfully

because I was unfamiliar with the mathematics topic
10 30 30 30

Some of the reading language arts tasks were difficult for me to complete
successfully because I was unfamiliar with the reading language arts topic

14 32 32 22

The task directions provided a clear description of what I needed to do 51 41 8 0
I found the testing interface and tools clear and easy to use (even if the tasks

themselves might have been difficult)
49 36 10 5

student teaching (master’s degree program and undergraduate degree program) at the p< .05 level for All tasks, RLA
tasks, or MATH tasks. However, there was a significant effect of education level on scores for All tasks at the p< .05 level
[F(2,47) = 4.76, p = .002], for MATH tasks at the p< .05 level [F(2,47) = 4.73, p = .013], and for RLA tasks at the p< .05
level [F(2,47) = 6.51, p = .003]. Post hoc comparisons using the Tukey HSD test indicated that education level for junior
or sophomore was significantly different from Bachelor’s degree or higher for All (p= .002), RLA (p = .002), and MATH
(p = .016), but there was no significant difference for All, RLA, or MATH for the comparison of junior or sophomore and
senior, or senior and bachelor’s degree or higher.

How Do Participants View the FACT Performance Tasks and the Testing Experience?

More than 90% of participants agreed or somewhat agreed with statements indicating the value and authenticity of the
FACT tasks (Table 20). However, endorsement was substantially lower when participants were asked if performance on
the FACT tasks accurately reflected their teaching ability. Only 51% selected agreed or somewhat agreed. A majority of
participants disagreed or somewhat disagreed that the FACT tasks were challenging because they were unfamiliar with
the RLA and MATH topics that were assessed. Over 90% of participants agreed or somewhat agreed that the directions
for FACT were clear and 85% agreed or somewhat agreed that the testing interface and tools were clear and easy to use.
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Table 21 Participant Perceptions of Time Allowed for Testing (n = 59)

Survey question

Too short:
I needed

more time (%)

Adequate:
I had the right

amount of time (%)

Too long:
I had more time

than I needed (%)

Was the right amount of time provided to practice
with the tools and functionality in the
orientation task?

17 79 4

Was the right amount of time provided to prepare
for the task performances?

25 58 17

Was the right amount of time provided to
complete the task performances?

44 54 2

A majority of participants reported that they had adequate time to learn to use the FACT interface, to prepare for a
performance, and to carry out a performance (Table 21). However, 44% of participants reported that the amount of time
provided to carry out their performance was too short.

FACT test takers also responded to the following two open ended questions about their experience completing the
tasks: “Please describe your overall impression of the FACT assessment. What did you find interesting or noteworthy?”
and “What do you think are benefits of a performance assessment like FACT? Please explain.” Responses to the questions
were reviewed and themes identified. The responses were then coded for each of these themes and the theme descriptions
modified for responses that were difficult to code. Six categories were identified, and the participant responses coded
and summarized. Responses for each category are presented in Appendix C. In general, the responses echoed the survey
patterns from the Likert items summarized just above. Most of the candidates offered positive impressions of the FACT
tasks. Roughly half were supportive of the focus on practice and felt the tasks were authentic. Roughly 20% of candidates
liked the emphasis on student thinking and how it helped them think about what they still need to learn. About 20% of
candidates commented that allowing interaction with students as part of the performance would improve FACT.

Taken together the Likert responses and open-ended responses indicate that candidates were intrigued by the FACT
approach and felt that these assessment tasks focused on important competencies that were both part of their professional
preparation and important to effective teaching. The candidates also felt that FACT performance tasks could be used to
improve on current approaches to licensure testing.

Discussion

The main purpose of this pilot study was to evaluate the measurement properties of a new generation of assessment
tasks designed for use as part of initial licensure testing. This pilot study explored six research questions that focused
on administration, scoring, task and test measurement properties, and participant perceptions about FACT. The main
findings for each of these questions are summarized below.

Can the Tasks Be Administered as Intended?

The administration was largely successful. Out of the 59 candidates who completed the assessment, 57 (97% of the sample)
had video records uploaded for scoring. For these 57 candidates, the 14 tasks selected for scoring included a total of 798
task performances. Of the score performances, 783 (98% of the sample) were scoreable. These results strongly suggest that
the FACT delivery platform is functioning well and that only minor enhancements are required to ensure that there is no
data loss during administration and processing.

We also analyzed the amount of time required for administration. Our goal was to create tasks that could be completed
quickly to allow for administering a greater number and range of tasks in a given testing period. The amount of time
allocated for preparation varied by task with 4 min allowed for 50% of tasks, 3 min for 25% of tasks, 2 min allowed for
20% of tasks, and 1 min allowed for 5% of tasks. For all tasks, the large majority of participants took substantially less
time for preparation than was allocated. For the performance portion of each of the 20 tasks, 2.5 min were allocated. For
about a quarter of the tasks, participants were clustered near the time limit for the performance, suggesting that some
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participants may not have had sufficient time to complete their performance. On average, participants took 194 s or about
3.75 min to complete the entire task, including preparation and performance.

Participants were also asked on the postsurvey if sufficient time was provided to prepare and to carry out the task per-
formance. Twenty-five percent of participants felt they could use additional time to prepare. Nearly half of the candidates
(44%) felt that the time provided for the performances was too short. These results suggest that some tasks may either
need revision to require less involved performances or warrant a longer allocated time.

Can the Tasks Be Accurately and Efficiently Scored?

The scoring procedures were developed to support quick scoring and thus reduce the costs of human rating. The average
time spent rating per task was 130 s or just over 2 min. The tasks and the associated scoring rules were also developed to
limit the range of responses and the complexity of the scoring procedures with the goal of increasing agreement among
raters (and consequently reducing scoring error). Across all scoring occasions, raters agreed for 62% of the ratings. For 10
of these tasks, 2% or less of the ratings were discrepant. For two tasks, 3% of the ratings were discrepant. And for the final
two tasks, either 4% or 5% were discrepant. The sample of scored performances was too small for a trustworthy calculation
of an agreement statistic such as the QWK that adjusts the proportion of agreement for the likelihood of guessing.

Although the agreement rate was lower than what was originally hoped for, it is still in keeping with agreement rates
that are often observed for human rating of performance tasks. The formative scoring study identified a number of changes
to future scoring that are likely to improve rater agreement. These proposed changes include creating a content training
portion to provide background on the content concepts included in each task, adding additional training cases, creating
a practice set of training cases so raters can receive feedback, allowing raters to review the performance video multiple
times, and providing real time feedback on validity case scoring (Weren et al., 2020).

Is There a Reasonable Distribution of Scores Within and Among Tasks?

The tasks were designed to provide evidence across a range of participant abilities. One consideration was ensuring that the
criteria used to identify performances were not too stringent for beginning teachers. Although there is no hard guideline
for what constitutes a “safe to practice” level for entry level teachers, we set out to develop tasks that a majority of candidates
could complete with an acceptable or good level of performance. We wanted to ensure that a low score of 1, which roughly
corresponds to an unacceptable level of performance, never represented a sizeable proportion of the sample for any given
task. Although the results indicated that there was variation across the different tasks, for the majority of tasks, fewer than
20% of participants received a score of 1.

We also examined variation in average scores and their standard deviations. There was relatively limited variation in
mean score (on a scale of 1–3) among tasks with a low task mean score of 1.94 to a high task mean score of 2.26. Differences
in the standard deviations among tasks are somewhat more variable ranging from a low standard deviation of .48 to a high
of .78. These results suggest that there was more variation in scores within than among tasks. They also indicate that the
FACT performance tasks are sensitive to a range of candidate ability.

Do the Tasks Provide Reliable Measures of the Competencies Assessed?

It is useful to create sum scores for the full set of 14 scored tasks, and also subscores for the seven RLA and seven MATH
tasks. These scores provide insight into how the FACT performance tasks might perform on a full test design. The results
indicate that there was substantial variation for each of these three scale scores and that each score has relatively high alpha
reliability: alpha All = .87, RLA = .77, MATH = .79. However, it is important to keep in mind that the sample for this
study was relatively small and that these reliabilities could change with larger and more representative samples. Nonethe-
less, these initial results are encouraging and suggest that the FACT performance tasks have promise for creating reliable
measures of teaching performance.

Are the Measures Associated With Participants’ Academic and Professional Attainment?

Validity arguments for assessments such as FACT often evaluate the relationship among test scores and construct relevant
learning opportunities. To evaluate this type of validity claim, it is useful to examine evidence that level of professional and
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academic attainment is associated with FACT scores. The presurvey asked about participant’s highest education level, type
of teacher preparation program (i.e., bachelor’s or master’s degree program), and whether the participant had completed
student teaching. For each of these areas, we looked to see if there were differences in FACT scores for participants with
different levels of professional experience and academic attainment. We found that there was a significant difference for
All, RLA, and MATH scores for participants’ level of education. However, there was no significant difference for either
the type of teacher preparation program or for having completed student teaching. These results should be interpreted
with caution given the small numbers of participants in the various comparison groups leading to analyses that were most
likely substantially underpowered for detecting significant effects. However, this preliminary analysis does indicate that
FACT assessment may be sensitive to candidates’ level of professional preparation as indicated by the year of attainment
in their teacher education program.

How Do Participants View the Tasks and the Testing Experience?

A large majority of participants agreed that the FACT tasks are authentic, focus on valuable competencies, are a focus
of their preparation, and should be included on licensure assessments. However, a smaller proportion of the candidates
felt that FACT tasks accurately reflected their teaching ability (51%), which might simply reflect the reality that no one
assessment can provide information on the range of competencies required for effective teaching.

Limitations

The development and research results presented in this report represent a positive step toward a new type of assessment
task designed to provide evidence of teaching performance suitable for use as part of a teacher licensure assessment.
However, it is important to recognize that findings from this type of preliminary study are subject to a number of limita-
tions. One limitation is related to the tasks themselves. As a first-generation effort, these tasks almost certainly fall short
of the level of quality that could be achieved after a few rounds of development and revision. Improvements to the task
design, scoring material, and training could support significantly higher levels of agreement among raters and ultimately
more reliable test scores. For these reasons, some of the results we have reported likely represent a lower bound on the
measurement quality of the task and item statistics.

A second limitation relates to the test design process. ECD involves specifying the knowledge, skills, and abilities that
are the focus of the development process. Both task development and assessment design need to provide evidence of the
specified knowledge, skills, and abilities in order to develop assessments that support explicit interpretations about score
meaning (e.g., Mislevy et al., 2003). Typically, frameworks are developed to clearly delineate the features of the construct
to be assessed and then test items are developed to provide evidence for each of the construct dimensions. A FACT test
design, therefore, requires a framework that specifies critical tasks of teaching, student learning targets, and the number
of assessment tasks that need to be developed to provide evidence of each. The initial development reported in this pilot
did not follow a full ECD process. Instead the focus was on developing prototype performance tasks that allowed for
initial inquiry into the feasibility of this type of assessment technology. This initial type of pilot work is more a proof of
concept than full ECD test development. To investigate the viability of this approach for developing a FACT test, it will be
important to carry out a more complete ECD process. This needs to start by specifying a test design framework followed
by task development that is explicitly focused on providing evidence for each of the identified framework components
(see for example, Phelps et al., 2020). Without a full ECD process it is difficult to evaluate the extent to which the pool
of tasks that were developed for the pilot (Table 1) represent the desired construct, and whether task performance was
associated with underlying construct dimensions or differences in task quality.

A third limitation relates to the pilot study design. The pilot was conducted with a relatively small sample of participants
from a small number of EPP programs. These participants are almost certainly not representative of teacher candidates
across the country. Basic descriptives, like the difficulty of tasks, will change when the tasks are administered to more
representative samples. The conditions of testing are also dissimilar to typical conditions for licensure testing. Because
there are no stakes attached to the results, candidates may put in different levels of effort than they would if they were
taking the test under high stakes conditions (i.e., a pass/fail decision on receiving a teaching license). This could influence
the amount of time participants take, how hard they try, the resulting difficulty parameters for the tasks, and even summary
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statistics such as test reliability. Testing conditions could also influence how candidates respond to questions about their
testing experience.

Finally, the current development and study administration was conducted without attending to a number of critical
components of assessment development. For example, the current tasks were not developed to address accessibility for
candidates with specific disabilities (e.g., blind, legally blind or low vision; deaf or hard of hearing). Consequently, the
current tasks may not meet guidelines for test fairness. However, we anticipate that steps could be taken to make these
tasks accessible by using various technologies such as screen readers, tactile manipulatives, and American Sign Language
captioning.

These shortcomings will need to be addressed in future development and research cycles. A useful next step would be
to revise the current tasks and scoring routines and implement identified issues with test accessibility. A subsequent pilot
should then be conducted with a larger and more diverse sample of participants to reevaluate measurement properties.
Ideally, subsequent studies would also follow a full ECD process to develop an assessment framework with the associated
knowledge and performance tasks.

Conclusion

The work presented in this report represents an important step in developing a new type of licensure test that provides
evidence of both the knowledge and skill that define the competencies used in effective subject matter teaching. This new
licensure design, FACT, is referred to as “foundational,” because it is designed to assess the foundational tasks of teaching
that function as the critical building blocks for the work of teaching at all grade levels and for all subjects. This focus is
particularly relevant for use with entry-level teachers to ensure they have opportunities to develop and demonstrate the
foundational competencies needed for beginning teaching. FACT focuses on assessing teaching competencies, because
safe and effective teaching requires both knowledge and performance skills. Although FACT builds on prior research and
development of assessments of CKT, there is a clear recognition that CKT can only provide evidence of what teachers
know, but not necessarily what they can do in respect to content teaching. The new FACT performance tasks provide a
promising new measurement technology that can complement CKT to provide evidence of both the knowledge and skill
that define critical competencies needed for safe and effective beginning teaching.

Note

1 The electronic survey form failed for a number of administrations. Participants who could not complete the electronic form
completed a paper-and-pencil version with identical questions. The data collected on the electronic administration was later
combined with hand entered data from the paper-and-pencil version.
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Appendix B

FACT Tasks

RLA 11

RLA 12

Video:
(Sofia reads rapidly without stops or pauses for punctuation and without inflection.)

ETS Research Report No. RR-20-27. © 2020 Educational Testing Service 35



G. Phelps et al. Preliminary Evidence on Measurement Characteristics for the FACT Performance Tasks

RLA 13

Video:
Alex: I think the only place in the poem the author shows the idea that nothing good lasts forever is right here in the

last line. (Alex looks down and underlines the final line of the poem)
Jordan: (Jordan looks at Alex when he is done writing.) Why do you think that?

Alex: (Alex and Jordan look at each other when talking.) Because it says nothing gold can stay
Jordan: Is that the only time he says that? (Jordan looks down at tablet.)

Alex: (Alex looks at tablet.) I think so. The other lines talk about leaves and flowers and other stuff, and the last line
is the only one where the author says anything about how long things stay

Jordan: (Jordan looks up and at Alex.) OK. I couldn’t find any other lines where the author talks about things staying
around.

Alex: (Alex looks at Jordan.) Yeah. I think we got it
Jordan: Me too.
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RLA 14

RLA 15
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RLA 21

RLA 22
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RLA 23

RLA 24
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RLA 25

MATH 11
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MATH 12

Video:
Sameer: First I wrote the problem up and down and lined up the decimals. (Sameer looks down at his tablet.) I wrote

down the 6 … (Sameer looks up.) … since that was by itself. (Sameer looks down at his tablet.) Then I added
3 and 4 and got 7, … (Sameer looks up.) … so, I wrote that down. (Sameer looks down at his tablet.) Then 5
plus 9 is 14, … (Sameer looks up.) … so, I wrote down 4 and put the 1 up top. (Sameer looks down at his
tablet.) Then 1 plus 2 is 3, so I wrote down 3, … (Sameer looks up.) … and my answer was thirty-four point
seven six.

MATH 13
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MATH 14

Video:
Neel: (Sofia and Neel are looking at each other.) How did you add the numbers, Sofia?
Sofia: (Sofia looks down at her tablet.) I added 8 plus 5 in the ones place and got 13. (Neel looks down at his tablet.) The

3 goes in the ones and the ten goes over the tens. Then I added my tens.
I had 4 plus 2, plus one more, so I wrote 7 in the tens place.

Sofia: (Sofia and Neel look up at each other.) My answer is 73. How did you get 63?
Neel: (Neel looks down at his tablet.) First I added 8 and 5. I got 13, and I put down the 3. (Neel looks up at Sofia.) Next

I added 4 and 2. I got 6, so the answer is 63.

MATH 15
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Video:
Diego: (Diego and Ruby are looking at each other.) What did you do to answer the problem, Ruby?
Ruby: (Ruby looks down at her tablet.) Well, I started with 3, then 3 more is 6. (Ruby looks up at Diego.) So, two threes

is 6, so the answer is 2. Did you do the same thing?
Diego: Mine was a little different. (Diego looks down at his tablet.) I thought that if I have 3 buckets for 6 things, then I

can start by putting 1 thing in each bucket. Then I can put a second thing in each bucket. (Diego looks up at
Ruby.) Then I do not have any more things to put in the buckets. So, 6 divided by 3 is 2.

MATH 21

Video:
Ben: (Ben looks down at the tablet and points to the blue circles.) There are 8 over here. So, 8, (Ben points to one of the

yellow circles) … 9, 10, 11, 12, 13, 14. (Ben points to one circle each time he says a number.)
Note: Video shows the arrow moving from circle to circle while the student counts.
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MATH 22

MATH 23

Video:
Rey: How did you get your answer?
Kia: (Kia looks down at her tablet.) First I added the ones. 9 plus 4 is 13. (Rey looks down at his tablet.) I put down the

3 in the ones place and I wrote the 1 above the tens. Then in the tens, 1 plus 2 is 3, and 3 plus 3 is 6, so I put down
6 in the tens place. (Kia and Rey look up at each other.) The answer is 63. What did you do, Rey?

Rey: (Rey looks down at his tablet.) 9 plus 4 is 13 and 20 plus 30 is 50. (Rey looks up at Kia.) Then 13 more than 50 is 63,
so the answer is 63.
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MATH 24

MATH 25
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Appendix C

Participant Comments about FACT

Examples of participant responses to the open-ended questions about the FACT performance tasks are provided below
under each of the identified categories. The number of candidates giving a response coded at that category and the corre-
sponding percent of total number of candidates is provided in parentheses.

Assesses teaching skills: (n = 27, 46%)

• “I liked that I was able to get tested on how I verbally instructed students instead of whether I was aware of information
being taught. I feel this method is good to incorporate on exams and it should be taught more in education courses.
Some students may be aware of information on paper but need more help expressing this to students for a level of
understanding.”

• “I found it interesting that the FACT assessment was actually assessing my ability to teach a child. I have not expe-
rienced another teacher performance assessment that does this, which I believe is necessary in the teacher licensure
process. The skills assessed are much more realistic to daily teaching life in this assessment than in any other I have
encountered.”

• “I enjoyed how this test used examples that I would find in actual classrooms from students. It is helpful seeing the
videos in order to see how the students are thinking when explaining their answer. I enjoyed this test because it did
not just ask me how I would teach/explain something, but I was able to actually demonstrate how I would approach
this to a student.”

Authentic to teaching: (n = 25, 42%)

• “I think it is more realistic than a multiple-choice exam. It is much more practical and gives real-life issues that may
happen in a classroom anywhere. It makes you think about your responses and how you might approach a problem
in a natural way. It is also much more specific than generic one size fits all multiple-choice tests.”

• “I found that the FACT assessment was a much more authentic way for me to be able to showcase my teaching abilities.
I was required to plan, evaluate, and provide instruction to students in a similar way I would in the classroom. I think
that these were all real tasks/situations that would arise in the classroom.”

• “It has a great way of testing who we are as teachers, in practice, without being a burden on the classroom. This test was
faster and arguably a better indicator of my actual practical skills as a teacher because of the timed nature. It presents
situations that are so common that it would be the same effect if someone came into my current field placement and
waited for students to ask questions to test me.”

Addresses student misconceptions: (n = 11, 19%)

• “I think that the benefit of this test is that one is able to see how a teacher can actually teach their students who may
be struggling. It allows the person taking the test to show their skills of re-teaching when a student is struggling and
also allows for the person grading the test to be able to evaluate how the test taker will handle different situations in
their future classroom as they are allowed to showcase their different skills.”

• “A performance test like FACT appropriately assesses the abilities of teacher candidates to address student miscon-
ceptions, reteach topics not fully understood by students, and introduce new concepts. Since basic information on
the content was provided, the assessment was based more on teaching rather than understanding or memorizing
content.”

• “My overall impression was that the assessment was challenging. It addressed a wide variety of topics and really made
you think about responding to students and their needs. I think the student samples and explanations were more
challenging since you are not talking to real life students in a class setting. However, I found this assessment to be
beneficial in preparing me for future student struggles and misconceptions.”
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Thinking on your feet: (n = 9, 15%)

• “Teachers have to be able to explain, draw, discuss, give feedback, etc. on the spur of the moment all the time. Allowing
only a couple of minutes of thinking and prep time is very similar to what actually happens in the classroom, so
this feels authentic. Almost all other assessments I have taken feel like they have little to no connection to the daily
classroom practice and challenges.”

• “I think the benefits of a performance assessment like FACT is to give pre-service teachers the opportunity to showcase
their teaching abilities with planning, evaluating and providing instruction. It required me to quickly evaluate and
make an instructional decision which occurs in the classroom every day. I think this is more beneficial than asking
pre-service teachers to show what they know through multiple choice test.”

• “I think there are benefits in that it puts teachers on the spot and requires them to pull from prior experiences to be
able to respond to these situations. In my opinion, this form of assessment is more beneficial than things like multiple
choice tests and long analysis or reflections.”

Determining where I need to Improve: (n = 8, 14%)

• “The benefit of having this kind of assessment is that it will guide you in determining what teacher preparation pro-
grams are really doing to prepare future teachers. It will also allow you to determine what kinds of content teachers
need reinforcement in. This assessment made me realize that I need to review content in all areas because it is impor-
tant to know what knowledge they should leave with as they enter the next grade level.”

• “I can determine if I am able to explain concisely and effectively because of the time constraint. I can notice what
topics in language arts and math I need to improve because FACT gave a variety of elementary education questions
found in a typical school curriculum that I could be asked to teach to students.”

• “I was really impressed and a bit startled by the nature of the test. Besides the initial shock it had a great way of being
able to show what I was actually prepared, or not prepared to do as a teacher. It showed a variety of tasks, and by
providing the definitions of some of the skills it made a clear distinction between the content and the pedagogy. It was
really interesting that some of the tasks were in direct response to a student’s needs, and that those responses were
almost entirely based on our assessment.”

Include student interaction: (n = 12, 20%)

• “To really reflect teaching performance you need student feedback, because you don’t really want teachers to teach at
students. You want teachers that take student input into account and teach with them, especially in today’s focus on
student-centered tasks. Normally, I would give students some time to reflect and think about tasks as well, not just
explain at them.”

• “Some parts felt a bit awkward because I am used to leading a more interactive lesson where students answer my
questions posed.”

• “One thing I wish was for the ability to have a conversation because my teaching style is to have more of a conversation
with my students vs. me directly teaching like that.”

ETS Research Report No. RR-20-27. © 2020 Educational Testing Service 47



G. Phelps et al. Preliminary Evidence on Measurement Characteristics for the FACT Performance Tasks

Suggested citation:

Phelps, G., Bridgeman, B., Yan, F., Steinberg, J., Weren, B., & Zhou, J. (2020). Preliminary evidence on measurement characteristics for
the Foundational Assessment of Competencies for Teaching performance tasks (Research Report No. RR-20-27). Educational Testing
Service. https://doi.org/10.1002/ets2.12310

Action Editor: Elizabeth Stone

Reviewers: Michael Kane and Caroline Wylie

ETS and the ETS logo are registered trademarks of Educational Testing Service (ETS). All other trademarks are property of their
respective owners.

Find other ETS-published reports by searching the ETS ReSEARCHER database at http://search.ets.org/researcher/

48 ETS Research Report No. RR-20-27. © 2020 Educational Testing Service

https://doi.org/10.1002/ets2.12284

