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Abstract: Health education is one of the knowledge areas in which augmented reality (AR) technology
is widespread, and it has been considered as a facilitator of the learning process. In literature,
there are still few studies detailing the role of mobile AR in neuroanatomy. Specifically, for the spinal
cord, the teaching-learning process may be hindered due to its abstract nature and the absence of
three-dimensional models. In this sense, we implemented a mobile application with AR technology
named NitLabEduca for studying the spinal cord with an interactive exploration of 3D rotating models
in the macroscopic scale, theoretical content of its specificities, animations, and simulations regarding
its physiology. To investigate NitLabEduca’s effects, eighty individuals with and without previous
neuroanatomy knowledge were selected and grouped into control and experimental groups. Divided,
they performed learning tasks through a questionnaire. We used the System Usability Scale (SUS)
to evaluate the usability level of the mobile application and a complimentary survey to verify the
adherence level to the use of mobile applications in higher education. As a result, we observed that
participants of both groups who started the task with the application and finished with text had more
correct results in the test (p < 0.001). SUS results were promising in terms of usability and learning
factor. We concluded that studying the spinal cord through NitLabEduca seems to favor learning
when used as a complement to the printed material.

Keywords: mobile learning; health education; neuroanatomy; augmented reality; usability

1. Introduction

The mobile technology evolution has provided changes in education [1,2]. Initially, the advances
were centered on devices such as Personal Digital Assistants (PDAs), tablets, notebooks, and mobile
phones [3]; then, the goal was to allow students to learn outside the classroom [4]; and later, the concept
of active spaces emerged, wherein student mobility is related to the real environment context,
characterized by the use of mixed reality in learning [5]. The union of virtual and real realities
enabled immersion and interactivity because of 3D displays, high-resolution graphics, and animations,
so applications with this technology have been implemented as supplements to printed books [6].

Universities usually provide environments conducive to experience new educational processes,
such as the concept of mobile learning (m-learning), which characterizes autonomy, collaboration,
and mobility among individual students [2]. Learning objects in education implemented for mobile
devices are increasingly widespread. In the health area, augmented reality (AR) technology is one of the
possible facilitators for learning human anatomy. Three-dimensionality increases student interaction
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with the study object [7,8], reduces cognitive overload, and allows the student to be an active subject
with more dynamics during the learning process [9].

One of the teaching difficulties, especially in anatomy, is to migrate from theory in the learning
process to the student’s clinical practice. Technologies have minimized the impact of this transition
with AR and 3D printing applications [10], since there are risks for clinical practice training with real
patients—one of the motivating factors for adopting these tools in the health learning process [11].
In traditional anatomical study with "wet" anatomical pieces complemented with synthetic molds [12],
the costs of these materials presents a difficulty [13], which also drives the search for new technological
solutions to the teaching-learning process [14].

In that context, there are several benefits of mobile AR technology for education, such as
stimulating collaboration and social interaction, enabling mobility and reducing costs as regards the
study environment, since it allows students to learn outside the traditional teaching space [15]. It also
provides spatial learning by promoting interaction and immersion by means of three-dimensional
images, facilitating the understanding of abstract concepts. For example, the difficulty in learning
dental morphology through 2D materials led the authors in [16] to propose a solution with mobile AR
technology to improve the learning of anatomical factors of teeth; they achieved positive results for the
students in terms of usability, flexibility, and satisfaction in the educational process.

In fact, with the evolution of hardware and software technologies, there is a tendency to create
educational applications in the health area with three-dimensional modeling and reconstruction of
anatomical structures with AR, and for 3D printing [17]. In this scenario, research with students from
the early years of medicine from the discipline of neuroanatomy has made evident the difficulty of
learning the spinal cord due to its abstract nature and lack of anatomical models. Moreover, there is a
need for supplementary material to the educational process [18]. In this study, we hypothesized that a
mobile AR application could favor the understanding of anatomical structures, which could facilitate
the learning process regarding the spinal cord, thereby reducing the use of synthetic anatomical models
since they are more expensive.

In this sense, to evaluate the use of an AR solution as an auxiliary means in the teaching—learning
process of the spinal cord, we developed a mobile application with AR technology, named NitLabEduca,
that uses the interactive exploration of 3D rotating models at the macroscopic scale, animation,
and theoretical content. Furthermore, we investigated the effects of the technology proposed in this
study on the learning process for the spinal cord’s topographic and functional anatomy. We hope to
improve student learning by using technological resources with a three-dimensional virtual dissection
model of the spinal cord through spatial abstraction. Additionally, our proposed solution provides a
low-cost synthetic model in a format printed on 3D printers.

The remainder of the paper is organized as follows. Section 2 presents preliminary information
needed to understand this study. Section 3 focuses on research materials and methods. Section 4 presents
the results, and Section 5 discusses and correlates them with the theory, acknowledges limitations, and
outlines future research. Section 6 concludes our work.

2. Preliminaries

In this section, we first present our motivations for conducting this study. Second, we present the
related works. Finally, we discuss the contributions of this paper, and show the research questions
adopted by this study.

2.1. Motivation

Augmented reality is a technology that allows integrating components of the virtual world with
physical reality in real time [19,20]. There is still no consensus on the definitions of the different
interaction technologies such as AR, virtual reality (VR), and mixed reality (MR). An acronym known
as “XR” has been used to refer to new and innovative forms of realities [21], which can describe terms
such as extended or expanded reality, or the letter “X” means “anything”. Therefore, AR is a generic
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term that can be seen as a subcategory of XR and seeks to create an environment where users cannot
distinguish between virtual and real objects [21].

Augmented reality technology has been used in different contexts, including in the health
domain [22]. For example, health professionals have used AR in clinical practice with effectiveness
both in preoperative planning and during surgical intervention processes [23]. Professionals have
also used AR-assisted telemedicine to virtually reconstruct the human body of a patient using a 3D
model [24].

Augmented reality technology is especially useful in health education [25]. Health professionals
have used AR to learn the theory and practice of procedural skills through remote learning
and teaching supervision during clinical practice [26]. In addition, AR technology provides a
simulation environment that can reduce complications in the initial practices of health students.
AR-based solutions have assisted medical residents and future surgeons in virtually learning surgical
techniques before, during, and after the procedures through simulations, since on-site training in the
operating room exposes patients to risks due to lack of student experience [27,28]. These solutions
enable the balance between patient safety and the educational background of the medical professional,
and enable the teaching of complex skills in a controlled environment, which allows students to make
mistakes without the adverse consequences of real life. Moreover, the learning with 3D technologies
can increase motivation, student involvement, and spatial knowledge representation [29].

Technology has revolutionized the representation of the human body [12]. Medical students use
AR for three-dimensional comprehension of human anatomy in an interactive way [30], since this
technology seems to reduce cognitive overload during the learning process [9]. Three-dimensional
anatomical structures are models that aid in the spatial interpretation of forms. The perspective of 2D
images is restricted to length and width, limiting the student to abstraction, and although 3D images
add depth, they are limited by not interacting with the user [31,32]. On the other hand, mobile devices
allow for the continuous updating of the contents of health practice through self-directed learning
more quickly, even outside the traditional teaching environment [2,33]. In this context, mobile AR
technologies have the potential to stimulate spatial learning by materializing abstract concepts and
simplifying the understanding of the content [34].

2.2. Related Work

There are different studies focused on m-learning [2] and mobile AR [35]. However, to the
best of our knowledge, few studies have been developed on mobile AR technologies for human
anatomy education.

Representing of three-dimensional anatomical structures is not an easy task in education, but they
are models that assist in the spatial interpretation of forms and describe the human body. Traditionally,
the anatomical teaching is performed with real or synthetic cadavers found in laboratories and
classrooms in educational institutions. Ferrer-Torregrosa et al. [12] developed an augmented reality
tool called ARBOOK, which provides content related to the anatomy of the lower limbs, then helps
students to learn the content independently, at desired times and places. The results demonstrated its
usefulness for motivating students to learn autonomously and interpret spatial information.

The magic mirror system [36] is an augmented reality application that virtually displays the
student’s anatomical organs, and enables interaction and immersion. As a result, students felt
motivated to learn human anatomy. Another application with the same purpose, a magic
mirror system [30], demonstrated a better three-dimensional understanding of the human body’s
anatomical structures.

Birt et al. [22] examined two interventions with AR and VR technologies in two higher education
classrooms. That study concentrated on student perceptions for learning physiology and anatomy,
and skill acquisition in airway management. In the first classroom, the use of Oculus Rift resulted in
greater student involvement and minimal distraction compared to a mobile AR application. In the
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second one, these technologies provided a significant improvement in student performance by
using simulations.

2.3. Discussion and Research Questions

In contrast to the related studies, we focus on using a mobile AR application for human
neuroanatomy education—specifically the process of learning the topographic and functional anatomy
of the spinal cord. Our objective by performing this study was to develop NitLabEduca and evaluate
its performance as an auxiliary means in the teaching-learning process of the spinal cord. Therefore,
the contribution of this paper is threefold: (i) we propose and detail the mobile AR application
NitLabEduca; (ii) we present the results of an experimental evaluation that compared the use of printed
material and the proposed application to acquire knowledge; and (iii) we identify the usability and the
learning ability factor of the proposed application. For those ends, we defined the following research
questions (RQ):

(RQ1) Can NitLabEduca improve the teaching—learning process of the spinal cord?
o  (RQ2) What is the usability performance of NitLabEduca?
o  (RQ3) What is the learning ability factor of NitLabEduca?

3. Methodology

3.1. Research Characterization

This research is an experimental and comparative procedure, which assessed through
questionnaires applied to volunteers (i.e., students), after a learning task, the use of printed material
and the mobile application with AR as a means of acquiring knowledge. To this end, NitLabEduca was
implemented to study ascending and descending pathways of the spinal cord. NitLabEduca is a mobile
application that uses AR technology and enables users’ interactivity with a three-dimensional model
of the spinal cord on a macroscopic scale for the learning process. The proposed application also has
test resources that evaluate results of users in a statistical performance model.

3.2. Sampling

The study participants were 80 students from the neuroscience class in the physiotherapy course at
the Federal University of Piaui (UFPI), Brazil. Regarding inclusion criteria, students of the neuroscience
discipline were selected from the physiotherapy course at UFPI, aged between 18 and 25 years,
men and women. Exclusion criteria were: individuals with a history of biological determinants that
could change results (e.g., psychotropic medications, fatigue, and alteration of body temperature);
abnormal or corrected audiovisual impairments; individuals with severe impairments when moving
hands or fingers; individuals with thinking disorders (i.e., hallucinations); other neurological disorders
and severe psychiatric disorders; musculoskeletal conditions that could cause bias; and individuals
with global cognitive deterioration.

Participants signed a statement with details of the experimental conditions, the study objective,
and informed consent terms. Data collection procedures were initiated only after prior approval by
the Ethics and Research Committee of the UFPI (number 3,683,221).

3.3. Experimental Procedure

We gathered 40 participants in a classroom in the UFPI and organized them on school chairs.
We divided them into two groups according to Figure 1: a group (n = 20) composed of subjects with
previous knowledge of the spinal cord in the discipline (GPK) and another (n = 20) without prior
knowledge of the spinal cord (GWK). Forty additional students repeated this procedure, giving a total
of 80 participants in this experiment. All of them performed learning tasks in the classroom.
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Figure 1. Group arrangement of the students in the classroom.

We treated learning conditions as a crossover. That is, we conducted the experiment in two phases
for both conditions, as illustrated in Figure 2. In the first phase, members of condition A received
printed material, and members in condition B received a tablet. Tablets had NitLabEduca installed
and available to be used. Participants used both the mobile application and printed material to study
the spinal cord, ascending and descending pathways, and the same content in different formats.
Previously to the initial study period, we determined a time of 10 min for participants of the condition
B to get to know the mobile device and the proposed software. At the end of 45 min of study to both
conditions for the first phase, students took a test for 15 min, in which they were to describe the spinal
cord’s structures as presented in materials made available for both conditions.

In the second phase (Figure 2), groups reversed the study conditions. In condition A,
students received tablets, and members of the group in condition B received printed material.
Similarly to the first phase, we allowed the participants in the group of condition A to get to know the
mobile device and AR software for 10 min. After 45 min in the second phase, we applied a test in both
conditions for 15 min. Similarly, they also had to describe the spinal cord structures as presented in the
printed material and AR.

At the end of the second phase, participants answered the System Usability Scale (SUS)
questionnaire in Portuguese language [37] according to Figure 2. This scale allowed us to subjectively
evaluate the usability of the mobile application [38,39]. Besides usability, authors in [40] showed how
to evaluate the learning ability factor through the analysis of items 4 and 10 of the SUS questionnaire.

The scale is composed of 10 items and each one scores between 0 and 4, with a Likert scale
between 1 and 5 points: 1 (totally disagree), 2 (disagree), 3 (neutral), 4 (agree), and 5 (totally agree) [41].
SUS maximum score is 100 points. Equation (1) is used to calculate the SUS scale score [42].

SUs = [Z(Scoresodd questions — 1) + 2(5 - SCOTESeven questions)] (1)

We prepared a complementary questionnaire for the purpose of gathering information to assist
the research analysis and to verify the level of student adherence to the use of mobile applications in
higher education. The questionnaire had the following questions (questions were originally written in
Portuguese language and then translated to English in this manuscript): (1) Do you have a smartphone?
(2) Do you like neuroanatomy? (3) Have you already used mobile software to study? (4) Do you
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believe that, by using mobile educational software, you understand better? (5) Is the possibility of
using software at any time and anywhere interesting? (6) Would you use another mobile educational
software to help your studies?
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Figure 2. Study design.

3.4. The Mobile Educational Application NitLabEduca

In this section, we first present the tools used to develop NitLabEduca. Next, we describe its main
proposed features.

3.4.1. Implementation Aspects

For NitLabEduca implementation, we used the software 3dS Max (https://www.autodesk.com/
products/3ds-max/overview) for the three-dimensional modeling of the spinal cord. The 3dS Max
tool can model 3D objects [43]. After applying texture to the object, we performed the process of image
modeling and rendering. We exported the spinal cord’s model in Object File Wavefront 3D format,
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which we used as three-dimensional objects. We manipulated 3D objects in the project supported by
the engine Unity (https:/ /unity.com/), which is a software tool able to develop 3D games supported on
multiple platforms. We took advantage of the the extension Vuforia (https:/ /developer.vuforia.com/)
to create mobile augmented reality environments and QR codes (https://www.qrcode.com/en/index.
html) [44]. Therefore, this extension helped us to implement the spinal cord’s animations with user
interaction [45] via scripts written in C# language. We used the integrated development environment
Android Studio to develop the mobile application, which also enabled access to the questionnaires
about the spinal cord and user performance statistics. The database of the mobile application was the
Google Firebase.

3.4.2. Features

The mobile AR application enables the study of the spinal cord, ascending and descending
pathways, through user interaction with images in rotating 3D models. In the first screen (Figure 3a),
users can login or register in the NitLabEduca application to access study material. After logged in,
different menu options are available (Figure 3b,c).

00% M 19:49 =N

NitLabEduca NitLabEduca

CADASTRAR ENTRAR

(@) (b) (©)

Figure 3. Application main screen in Portuguese language with user login (a). Menu screens with
options to access features (b,c).

The button Medula Espinal (i.e., “spinal cord” in Portuguese language) enables to access the
complete image of the spinal cord with the possibility of visualizing individual pathways (Figure 4).
This feature allows the users to interact with the three-dimensional object by manipulating the whole or
parts that compose the spinal cord. Users can increase and reduce the size of the object. Each pathway
of the spinal cord has theoretical content naming it and its technical aspects. All pathways can be
studied individually (see video in the supplementary material).

The button Quiz allows users to answer questions related to the covered content (Figure 5a).
This feature is a questionnaire with different multiple choice questions (four answers) that aims to
assess knowledge about the spinal cord. The button Estatistica (i.e., “statistics” in Portuguese language)
displays quantitative measurements of the user’s performance in answering the quiz available in
the application (Figure 5b). This feature is useful in that it allows users to check their progress of
understanding the spinal cord. The button Print 3D provides a file in STL format containing the 3D
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model of the spinal cord, which can be printed on 3D printers. We sliced this model into several layers
and provided the resulting file in NitLabEduca. This feature is useful when users prefer to contact
real objects.

o = D 2 99% M 18:31

vuforia-

&N S [ & : N O O [0 F T %) odn B 09:45

NitLabEduca NitLabEduca

Qual estrutura faz parte da
medula espinal?

0 1/30 SCORE: 0

AVANCOU :0/0

(@) (b)
Figure 5. A question of the quiz (a) asking, "Which structure is part of the spinal cord?" Statistical results
of performance after finishing the quiz (b).

3.5. Statistical Analysis

We performed a three-way ANOVA having as a inter-subject factor the group (with previous
knowledge vs. without previous knowledge) and intra-subject factors the conditions (student started
with printed material vs. student started with NitLabEduca) and moment (first test and second test).
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We investigated the two factor interactions using a Student’s t-test. The size of the effect was estimated
as a partial-square stage (2p) in the ANOVA analysis and Cohen’s d for the Student’s t-test. We used
the Mauchley’s test criteria to evaluate the sphericity hypothesis and the greenhouse-Geisser procedure
(G-Ge) to correct degrees of freedom. Data normality and homoscedasticity were previously verified
by Levene and Shapiro-Wilk tests. We calculated the statistical power and 95% confidence interval
(95% CI) for the dependent variables. We interpreted the statistical power as low power from 0.1 to 0.3;
high power from 0.8 to 0.9. We interpreted the effect magnitude using recommendations suggested
by [46]: insignificant <0.19; small from 0.20 to 0.49; medium from 0.50 to 0.79; large from 0.80 to 1.29.
With alpha-Bonferroni correction for the interaction analysis, then adjusting the value for p < 0.025.
We conducted all analyses using SPSS for Windows version 20.0 (SPSS Inc., Chicago, IL, USA).

4. Results

4.1. Number of Hits

The three-way ANOVA showed an interaction between the condition and moment factors
(F(1.152) = 15.897, p < 0.001, %p = 0.10, power = 98%). In the interaction analysis, the paired t-test
demonstrated that there was no statistically significant difference between the second test moments
for subjects who started with NitLabEduca and finished with printed material (p < 0.05). On the other
hand, a statistically significant difference was observed between the first and second test moments;
t(38) = 7.616, p < 0.001, d = 0.26. Additionally, for subjects who started the study with printed
material and finished with NitLabEduca, no statistically significant difference was observed (p > 0.05),
whereas for those who started with NitLabEduca and ended with printed material, a statistically
significant difference was found; t(38) = 9.894, p < 0.001, d = 0.27. These findings indicate that subjects
who started the study with NitLabEduca and finished with printed material increased the number of
hits in the test by 27%. In comparison, those who started with printed material and finished with
NitLabEduca increased the hits by 11% (Figure 6).

28 < _ @ Started with NitLabEduca

26 < © Ended with printed material

24 < —rr B Started with printed material
_L [ Ended with NitLabEduca

Number of Hits
=N
I

@

0 Without Prior Knowledge With Prior Knowledge
Figure 6. Number of hits in the groups GWK and GPK. The diamond represents the significant

statistical difference. Results are presented as means and standard deviation.

4.2. NitLabEduca Usability

Table 1 presents the participants’ answers to the 10 items of the SUS questionnaire.
Participants responded favorably to the use of the mobile application with AR since the values of



Educ. Sci. 2020, 10, 376 10 0of 18

the scale in item 2 (disagree) and 1 (totally disagree) show that most participants disagreed with
negative aspects of even questions, 74%. Additionally, results of the item 4 (agree) and 5 (totally agree)
show that most respondents agreed with positive aspects of odd questions, 68%. On the other hand,
it is perceived that some of the participants were indifferent, both in negative and positive aspects,
identified in item 3 (neutral)—17% in even questions and 23% in odd ones.

Table 1. Answers to the 10 items of the System Usability Scale (SUS) scale.

SUS Answers Q1 Q2 Q3 Q4 Q5 06 Q7 Q8 Q9 Q1o

Disagree 9 37 1 44 13 41 2 31 9 39
Totally disagree 1 25 2 22 0 12 0 17 1 29
Neutral 23 16 15 7 21 19 11 17 21 8
Agree 32 1 41 6 39 8 40 13 39 2
Totally agree 15 1 21 1 7 0 27 2 10 2

In Table 2, a descriptive analysis of the score for each one of the ten items is presented. It was
observed that item 5 presented the lowest mean score of 2.50, where 49% of the subjects agreed that
the functions of this system were well integrated. However, 26% were neutral and only 16% disagreed
with the positive aspect of the item. Results in item 9 demonstrate that participants felt confident in
using the system—49% agreed and 13% fully agreed with the affirmation. Although items 8 and 9 have
the same mean (2.6), the standard deviation 1.07 is the largest in item 8, showing a greater distribution
of the score in this question.

Table 2. Descriptive analysis for each one of the 10 items of the SUS scale; SD = standard deviation;
SE = standard error.

Item Mean Median SD SE

1. I think I would use this system often 2.64 3.00 096 0.11
2. I find the system unnecessarily complex 3.05 3.00 0.83 0.09
3. I found the system easy to use 2.98 3.00 086 0.10

4. I thought it would require the support of a
technician to to use the system
5. The functions of this system were
well integrated

3.00 3.00 0.89 0.10

2.50 3.00 0.88 0.10

6. I found the system very inconsistent 2.71 3.00 0.85 0.09

7. I imagine most people wpuld learn to use this 315 3.00 075  0.08
system quickly

8. I found the system too complicated to use 2.60 3.00 1.07 0.12

9. I felt very confident with the system 2.60 3.00 0.90 0.10

10. I need to learn a lot of things before continuing

0 use this system 3.14 3.00 0.89 0.10

In the descriptive analysis of the SUS scale, the maximum score was 100 points with a mean
of 71, median of 72.5, standard deviation of 13.7, and standard error of 1.53. The NitLabEduca had
good usability with mean score classified as "C" in the grade scale for the SUS questionnaire [47].
Figure 7 represents the distribution of the mean score of the SUS scale, in which between 90.1 and
100 corresponded to 5%; from 80.1 to 90, 21%; between 70.1 and 80, 26%. Score distributions from
both groups are presented in Figure 8 (GPK) and Figure 9 (GWK), in which each circle represents
a participant.
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Figure 7. Distribution of SUS scores.
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Figure 8. Individual score of the GPK participants.
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Figure 9. Individual score of the GWK participants.

Items 4 and 10 of the SUS, added and multiplied by 12.5, are analyzed for the definition of
the learning ability factor. Other items, which are summed and multiplied by 3.125, determine the
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usability factor according to [40]. Table 3 shows the usability and learning ability of the application.
Learning factor shows the mean value 77, indicating that a greater learning ability suggests easier
learning through NitLabEduca.

Table 3. Usability and learning ability factor.

Factor Mean Median SE

Usability 69 71.88 1.66
Learning 77 75 1.9

Figure 10 presents score distribution of the learning ability factor. Scores between 90.1 and 100
correspond to 15% of the total, those between 80.1 and 90 correspond to 26%, and points between 70.1
and 80 correspond to the highest percentage (34%). Points between 60.1 and 70 correspond to 15%
and 10% with scores below 50, representing unacceptable values [47].

30
28
26
24
22

27
21
20
18
16
14
b 12 12
10
8
6
4 LSS
2 01 -
0 [ ]

<20 20.1-30 30.1-40 40.1-50 50.1-60 60.1-70 70.1-80 80.1-90 90.1—100
Score

Number of Participantes

Figure 10. Score distribution of the learning ability factor.

4.3. Complementary Questionnaire

Results showed that 35% of the participants stated that they did not like neuroanatomy teaching,
and 72.5% reported that after using the application, they believed they could understand the content
better. In the GPK, there were more individuals who liked the discipline (45%) and 67.5% assumed
to have learned better after using NitLabEduca. On the other hand, 75% of GWP participants stated
that liked neuroanatomy teaching; 77.5% of those believed to have better understood after using the
application, according to Figures 11 and 12).



40
38
36

Educ. Sci. 2020, 10, 376 13 of 18
34
32

39 q
39 3 By
No
30 29
28 27
26
24 22
20 18
18
16
14 13
12 11
10
01 01 01
R N

Question 1 Question 2 Question 3 Question4  Question 5 Question 6

Number of Participants
o
[}8)

NS SN o]

Figure 11. Score distribution of the GPK participants.

Yes

40
2 ”
38 2 e
36 35
34
32 30 31
30
28
26
24
2
20
18
16
14
:(2) 10 09
8
6 05
4 02
2 01
() _—

Question 1 Question 2 Question 3 Question 4 Question 5 Question 6

Number of Participants

Figure 12. Score distribution of the GWK participants.

5. Discussion

5.1. Main Findings and Theoretical Discussion

Our findings demonstrated that the NitLabEduca application seems to be more efficient at the
beginning of the teaching-learning process as a complement to the printed material (RQ1) . In the
experiment with the NitLabEduca application, we observed that its use at the beginning of the study
facilitated the spatial abstraction of the individual in manipulating visual patterns, which indicates a
better understanding when passing to the content in printed material, then increasing performance in
the learning process. We understand that, when participants visualized the structure of the spinal cord
and its ascending and descending pathways, through interaction with the virtual object, the proposed
mobile application stimulated their spatial ability and facilitated theoretical understanding. In this
case, participants’ spatial ability seems to have been more requested, which facilitates absorption of
information [48]. Spatial skills at the early stage of the learning path are significant to the theory of
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knowledge [6]. In this context, dynamic three-dimensional visual stimuli in learning by NitLabEduca
seems to favor learning.

The results demonstrated that stimulation to spatial ability is fundamental for learning spinal
cord pathways, content covered in the neuroanatomy discipline. This fact was also observed by [13]
during the learning process in the anatomy discipline. Therefore, representation of three-dimensional
anatomical structures as models to aid in the spatial comprehension of forms is a factor that favors
learning [12]. In this context, the NitLabEduca application’s performance was positively evaluated
due to the positive impact of the three-dimensional teaching-learning model observed in our results,
demonstrating the influence of this model on neuroanatomy education compared to the traditional
teaching process [14].

In health education, the acquisition of knowledge is characteristically experiential, self-sufficient,
and practical [32]. NitLabEduca brings together these characteristics, and in this sense, students can
take advantage of it to acquire knowledge related to the spinal cord, because it allows users to combine
physical word experiences with virtual environment. These characteristics are in accordance with the
constructivist learning theory [49,50] and the experiential learning theory [51].

The findings for the SUS, which assessed subjective feelings and satisfaction levels of individuals
towards NitLabEduca, demonstrated good usability of the application (RQ2), which is considered
adequate to the teaching-learning process in the interpretation of the SUS scores [39]. It demonstrated
that the proposed mobile application is easy to use, allowing students to focus attention on the
proposed study topic [52]. Therefore, it influences students for the effectiveness of the learning
process [53]. According to SUS, NitLabEduca allowed students to immerse themselves into the content,
thereby interacting with them, and demonstrated good applicability in the learning process [40]
(RQ3). Therefore, it is understood as an evolution to the traditional teaching—learning model of the
neuroanatomy discipline, which migrated from two-dimensional images in a printed matter to AR 3D
technology and digital dissection of organs of the human body [9,54].

The popularization of smartphones and their characteristics of multifunctionality, omnipresence,
and portability influenced the propagation of m-learning [55], and contributed to diffusion of the
“digital born” that technologies integrated into everyday life have [56]. Mobile devices can be
incorporated with AR, which assists in immersion and interactivity through 3D animation [6] and
enables one to create various educational materials as support for learning, facilitating it [57]. This is
in line with the cognitive theory of multimedia learning [58], since the use of mobile AR in the
teaching-learning process involves realistic experiences through visual simulations [6].

5.2. Limitations and Future Work

Despite the results of the research, we noted that during NitLabEduca evaluation,
participants indicated some limitations. The most obvious situation was related to the execution
of the application and visualization of three-dimensional images using heavy tablets. To visualize the
spinal cord, a direct line of sight between the camera of the mobile device and a QR code was necessary.
This procedure seemed to generate muscular discomfort in students, since tablets used in the research
weighed 500 g and handling of the mobile device lasted 45 min to perform the task, which certainly
affected the usability perception of the application. Indeed, Lee et al. [59] demonstrated the impact of
tablets on physical problems in the user’s body, which can cause stiffness, pain, and discomfort in the
back and shoulders. Further studies using lighter devices with a task in a shorter period of time in
research on spinal cord pathways and other anatomical structures may provide new insights on the
applicability of AR in teaching and learning.

Of the individuals who had knowledge in the discipline of neuroscience, 13 of them were
repeating the course and declared they did not like neuroanatomy by means of the complementary
questionnaire. Results of the evaluation of NitLabEduca via SUS by these students were lower than
the mean acceptable [47]. This outcome seems to have been motivated by the group’s situation,
as repeating students in the discipline and possible difficulty with the theme studied. This may be
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related to the cognitive process being inseparable from motivated reasoning [60], in which emotions
are inseparable from mental processes and motivated reasoning overlaps evidence. Future research
can be performed to assess whether the use of AR applications can generate positive inspiration [61] in
neuroanatomy students, hence impacting their perceptions during the teaching-learning process.

Additional research may focus on comparative experiments, also considering 3D printed models
of the spinal cord, in addition to mobile AR applications and printed material. By conducting this
comparison, we believe that we deepened our comparative analysis and answered additional research
questions. In fact, the modeling and reconstruction of anatomical structures for 3D printing is a trend
in supporting education [17]. Therefore, adding an evaluation with 3D printed models would enrich
the analysis [62,63].

6. Conclusions

The aim of this study was to develop a mobile AR solution focused on studying the spinal cord,
and evaluating its use as an auxiliary means in the teaching-learning process. For this purpose,
we implemented NitLabEduca and performed an experimental evaluation with 80 neuroanatomy
students to identify the effects on learning and assess the usability of the proposed application.

From our research, we conclude that studying the spinal cord using NitLabEduca favors learning,
and it may complement the traditional teaching-learning model, enhancing the knowledge acquisition
process. NitLabEduca was revealed to be a resource with potential for both spatial abstraction and
functional understanding of the spinal cord pathways. Moreover, NitLabEduca demonstrated good
usability in the teaching-learning process and can supplement printed material, enriching the training
of students and health professionals.
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