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#### Abstract

In classrooms, some transitions between activities impose (quasi-)synchronicity, meaning there is a need for learners to move between activities at the same time. To make real-time decisions about when to move to the next activity, teachers need to be able to balance the progress of their students as they work at different paces. In this paper, we present a set of estimators that can be used in real time to predict the progress and completion rates of students working on computer-supported activities that can be divided into sequential subtasks. With our estimators, we investigate what effect the average progress rate of the class, a given number of previous steps, or weighting the proportion of progress assigned to each subtask has on predictions of students' progress. We find that accounting for the average class progress rate near the beginning of the activity can improve predictions over baseline. Additionally, weighted subtasks decrease prediction accuracy for activities where the behaviour of faster students diverges from the average behaviour of the class. This paper contributes to our ability to provide accurate student progress predictions and to understand the behaviour of students as they progress through the activity. These real-time predictions can enable teachers to optimize learning time in their classrooms.


## Notes for Practice

- This paper advances our knowledge of the challenges of time management and the characteristics of students' progress within single activities in classrooms.
- Several estimators of students' progress rates and the proportion of time required by each subtask of an activity are proposed and tested on student data from 12 university courses ranging from 64 to 241 students.
- The estimators have an average error of less than $2 \%$ when predicting the average progress of the class, which can help teachers optimize their use of class time.
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## 1. Introduction

Let us consider a simple sequence of two learning activities. First, learners individually solve a problem. Second, the teacher forms pairs of learners who produced different solutions in the first activity and asks them to solve a new problem. This scenario is a typical collaborative script. Now, what happens if the teacher gives the students 10 minutes to complete the individual activity, but after 10 minutes, only $90 \%$ of the students have produced a solution? This is a frequent problem. The teacher is then confronted with a difficult decision: extend the time allocated for the first activity or force the transition to the next activity with some students being paired randomly. This decision constitutes an ethical dilemma: have $90 \%$ of the learners wait (knowing idle learners will often engage in distracting off-task activities) or sacrifice the $10 \%$ of learners who do not have a solution. The teacher could make a more informed decision if a system could provide information such as "the completion rate
of the first activity will be around $96 \%$ in two more minutes and $100 \%$ in nine more minutes." This example illustrates the goal of this contribution: predicting completion time to optimize the timing of transitions between activities.

Our purpose is not to point out that individuals have different learning paces; this is one fundamental issue addressed by adaptive instruction. Neither is it our point to remind the reader that the total time budget is restricted and quite often the same for all learners, which creates a tension with the previous point. What our example emphasizes is another timing difficulty: some transitions between activities impose (quasi-)synchronicity (i.e., the need for (almost) all learners to move at (almost) the same time to the next activity). Such synchronicity constraints come from the dependency between the two activities. In the example, the fact that solutions collected in the first activity are used to form pairs in the second one constitutes an orchestration dependency. Instructional design, especially mastery learning theory, has traditionally focused on prerequisite dependencies. Instead, our example illustrates organizational dependencies.

This non-pedagogical dependency reveals the very pragmatic flavour of research on classroom orchestration. In our example, some learners may finish later for reasons endogenous to learning (e.g., a slower learning pace may be due to weak prerequisites or increased cognitive load) but are often due to extraneous pitfalls (e.g., some students join late, some need to pause, some have to reinstall Flash in the middle of the activity). Both the instructional time (i.e., the time devoted to learning activities) and the non-instructional time (i.e., the time spent on non-pedagogical activities such as distributing material, moving chairs for teamwork, and extraneous events) can change the amount of time needed for an activity. Thus, orchestrating a sequence of classroom activities requires dynamic timing, where the time allocated for each activity must be balanced between the whole lesson and the time needed for the individual activities.

To summarize this introduction, let us define the key concepts that guide our contribution:

- Classroom orchestration is the management and adaptation of learning activities in real time to account for events as they occur in the classroom (Dillenbourg, 2013; Kollar \& Fischer, 2013; Prieto, Dlab, Gutiérrez, Abdulwahed, \& Balid, 2011).
- Transitions are the (supposedly short) periods when learners move from one activity to the next.
- An orchestration dependency exists between two activities, A and B, if A sets up logistical conditions for B (e.g., A produces data used by $B$ ). If $A$ is a prerequisite to $B$, there is an instructional dependency between $A$ and $B$.
- Dynamic timing is the flexibility to adapt the timing of activities in real time to align with the current needs of the classroom.

In this paper, we aim to contribute to classroom orchestration by investigating how we can predict student progress in real time during an activity to support teachers' decision-making in their classroom. Specifically, we are interested in predicting the progress that students will make over a period of time and the time of completion of the activity based solely on the actions that have been taken in the activity, without any previous information. In this way, our model does not have to be calibrated on a new activity or group of students. Our models were tested on the data gathered across 12 activities run in 4 large lectures. By using 12 datasets, we can test the algorithms across a range of groups and activities to make stronger claims on the generalizability of our results. Moreover, because we are using data collected during class activities as opposed to in the lab, our data will follow more authentic completion patterns. The range and authenticity of the data allow us to investigate the impact that different classroom features have on the progress and completion predictions. The remaining sections of this paper are organized as follows. In Section 2, we discuss related work supporting and modelling classroom timing. In Section 3, we present the formulation of the problem with the datasets and context presented in Section 4. In Sections 4 and 5, we present our proposed estimators and results, respectively. Finally, in Sections 6 and 7, we discuss the results and contributions.

## 2. Related Work

### 2.1 Timing Instruction

As our simple example in the introduction illustrated, within formal education settings, the amount of time for instruction on a certain topic is limited (Dillenbourg, 2013; Karweit \& Slavin, 1981), so teachers must continuously consider how to balance the time spent on any activity so it is most productive for the class as a whole. However, in the classroom, it can be difficult for teachers to monitor and track the state of all students. It is important to balance giving students enough time to work on an activity so that it is useful for their learning with other activities that need to be accomplished. Normal classroom cues, such as the noise level, may not be appropriate indicators of classroom completion because some students may be discussing the task while others are engaging in off-task behaviour. These factors make it difficult for teachers to estimate the appropriate time to switch to the next activity. Learning analytics could be used to help teachers make these timing decisions.

Within classrooms, there are different classifications of academic learning time at which different interventions can have different effects (Gettinger \& Seibert, 2002; Karweit \& Slavin, 1981). At the highest level is the allocated (planned for) time that the teacher has provided for the activity. In the classroom, external constraints can lead to not all of the allocated time being used for instruction (Dillenbourg, 2013). The actual time used for an activity in the classroom is the instructional time. Different individual factors of the students, such as their motivation (Malone, 1981) or prior knowledge, can change how students interact with the activity, as well as the use of instructional time, which is measured through the engaged time. Finally, although a student may still be engaged with a task, given the nature of the task, the student may no longer be productive, leading to a reduction in the successful and productive learning time. When considering activity transitions in the classroom, the teacher is working to maximize the engaged and productive learning times of the students.

Across these different levels of classroom timing, it has been found that an increase in instructional time has a positive effect on learning (Fraser, Walberg, Welch, \& Hattie, 1987). When the instructional time is limited, students have a reduced ability to develop knowledge integration of complex topics (Clark \& Linn, 2003). Because teachers do not necessarily have control over the amount of time they have with students during the day, it is important to optimize the instructional time that they do have. This can be done by decreasing non-instructional time, such as transitions between classes or activities, which, through support, has been shown to increase time on task (Campbell \& Skinner, 2004; Hine, Ardoin, \& Foster, 2015; Yarbrough, Skinner, Lee, \& Lemmons, 2004). Learning in the classroom can also be supported by influencing the engaged time and successful and productive learning time. For example, when the time limits for an activity are explicitly announced, students increase the number of tasks completed without reducing their accuracy (Rhymer et al., 2002; Van Houten, Hill, \& Parsons, 1975; Van Houten \& Thompson, 1976). However, students still do not all work at the same pace and may become disengaged when they complete a task.

Within the literature, the primary way that student pacing is addressed is through individual personalized learning (Song, Wong, \& Looi, 2012; Xu, Wang, \& Wang, 2005). In personalized learning, students work at their own pace and on topics that benefit their learning. Although time is still limited in the classroom, each student can potentially use this time optimally. However, within personalized learning, students must often work individually, because once dependencies are introduced with other students in the class, timing matters again. For example, when students are working collaboratively or as a whole class, they depend on group members or classmates to be ready for the activity. Even on an individual level, such as with peer grading, there may be dependencies where students rely on other students to be ready before they can continue to the next activity. These dependencies can lead to off-task time, where some students finish early and have to wait for other students to be ready. Even giving students a productive task to work on during this time may still have a negative impact (Dillenbourg, Li, \& Kidzinski, 2016). To reduce this wait time, teachers need to be able to make informed decisions about when to move to the next task that are optimized for the entire class.

### 2.2 Progress Awareness Tools

To support teachers in optimally deciding when to move to the next task, there needs to be support for classroom orchestration. The definition of classroom orchestration includes the management and adaptation of learning activities in real time to account for events as they occur in the classroom (Kollar \& Fischer, 2013; Prieto et al., 2011). Although learning activities are often planned in advance, variability occurs in the classroom that must be accounted for in real time. Two examples of this variability are groups needing to be changed because a student is absent and students taking more or less time on an activity than planned. In these cases, the teacher plays a central role in assessing the current state of the classroom and adapting the learning activity to fit the current needs of the students, given the external constraints of the learning environment (e.g., limited time, physical classroom environment) (Dillenbourg, 2013; Dillenbourg et al., 2011).

Although much of the current research on classroom orchestration focuses on supporting teachers in recognizing and identifying student work, such as through the identification of misconceptions, wheel spinning, or division of labour (Holstein, Hong, Tegene, McLaren, \& Aleven, 2018; van Leeuwen, van Wermeskerken, Erkens, \& Rummel, 2017), real-time classroom orchestration also entails supporting the transitions that occur between activities (Dillenbourg, Prieto, \& Olsen, 2018). When orchestrating these transitions, the teacher has to consider what transitions are occurring, how the students are going to transition, and when the transition should occur. In the classroom, the when is often the most variable as it can depend on the instruction time and must be balanced between the other activities (Dillenbourg, 2015). An unexpected event in the classroom can force the teacher to re-balance the time for all activities. Even when students are on task, an activity may take more or less time than originally planned and students will complete the activity at different times. All of these factors make timing an important aspect of orchestration that teachers may have difficulty monitoring on their own.

When helping teachers make decisions about when to have an activity transition, current orchestration systems and teacher dashboards account for activity progress in one of two ways: tracking student progress and tracking the passage of time. One
metric that teachers can use to understand when students should switch to the next activity is students' progress in the current activity. Only when a student has completed the current task can they move on to the next. The progress that students are making is not always visible to teachers. Visualizations can be used to increase teachers' awareness of student progress (Slotta, Tissenbaum, \& Lui, 2013; Wang, Tchounikine, \& Quignard, 2017). One method of visualizing progress is to use mastery grids or heat maps (Loboda, Guerra, Hosseini, \& Brusilovsky, 2014). Mastery grids and heat maps display a grid of students and different activities. Each square represents the progress that a specific student has made on a specific activity. This visualization allows the teacher to quickly assess how far students or a class have progressed through a set of activities and where they may be struggling. These visualizations are often used after the fact for reflection (Charleer, Santos, Klerkx, \& Duval, 2014; Verbert et al., 2014) but have also been used in real time for teachers to track student progress to better understand which students may need more teacher support (Molenaar \& Knoop-van Campen, 2017).

On the other hand, progress through an activity has also been tracked using the passage of time. These types of visualizations are more common as part of systems specifically designed to support classroom orchestration. Orchestration systems can passively indicate the time lapse that has occurred, such as by an increase in a progress bar or a marker on a timeline (Håklev, Faucon, Hadzilacos, \& Dillenbourg, 2017; Martinez-Maldonado, Clayphan, \& Kay, 2015; Phiri, Meinel, \& Suleman, 2016). Because the time that will be spent on a task is often decided during planning, an orchestration system can also assess the time that has passed. The MTDashboard project (Martinez-Maldonado et al., 2015), in addition to showing students' progress through the entire lesson, has an overtime alarm that alerts the teacher to how much over the allotted time they have gone. Similarly, in the Lantern project (Alavi \& Dillenbourg, 2012), the colour of a group's light indicates the progress they have made through the problem set, but the speed of the flashing indicates how long they have been waiting for help, which indicates the passage of time to the teacher.

Although both student progress and the passage of time provide different types of information to the teacher, they have not often been combined into one visualization. In some tools, the teacher can track student progress and time through separate visualizations (Martinez-Maldonado et al., 2015). However, in these systems, the teacher is still responsible for interpreting the visualizations separately and then combining the information. Additionally, these visualizations do not provide a prediction, meaning that the teacher can only make decisions based on the current state of students, which is often too late. In this paper, we aim to develop models that combine the aspects of time, progress, and prediction. In other words, through the information provided by the model, the teacher could determine the expected progress that the class will have made in three minutes (or any given amount of time) or how long until the class has reached $95 \%$ progress (or any given progress), which is not possible with current methods.

### 2.3 Modelling Student Behaviours

In terms of analyzing time, the focus has primarily been on finding patterns in student habits or in predicting completion. When students are working in a self-paced environment, such as when learning in a MOOC, they can determine their own schedules and when to work. What time during the day, during the week, and across the whole course students choose to work has been found to be related to learning outcomes and performance (Boroujeni, Sharma, Kidziński, Lucignano, \& Dillenbourg, 2016; Fiel, Lawless, \& Brown, 2018). However, these models primarily attempt to find patterns in how students use their time rather than predicting timing. Other research has focused on the overall goal of whether students will complete a course (Crossley, Paquette, Dascalu, McNamara, \& Baker, 2016; Dekker, Pechenizkiy, \& Vleeshouwers, 2009). Using features of student activity while learning, such as clickstream data or prior test scores, we can predict student completion of a class or program. Although this research relates to completion, it relates more to the concept of whether a student will reach completion rather than when they will reach completion.

### 2.3.1 Real-Time Predictions

Prediction algorithms are one of the most popular methods in learning analytics and educational data mining. Prediction methods allow us to infer a predicted variable based on other variables in the data. They have been used to predict future events, such as student completion/dropout (Crossley et al., 2016; Dekker et al., 2009) or knowledge tracing and formative assessment (Feng, Heffernan, \& Koedinger, 2009; Ming \& Ming, 2012; Pavlik Jr., Cen, \& Koedinger, 2009), or to predict variables that may not be feasible to collect in an educational setting, such as engagement (Beck, 2005) or affective states (D'mello, Craig, Witherspoon, Mcdaniel, \& Graesser, 2008).

Using prediction methods in real time, interventions can be put in place before it is too late to have an impact on the student's learning. A well-known application of predictions in real time is Bayesian knowledge tracing (Corbett \& Anderson, 1994) to track student knowledge while using an intelligent tutoring system. Based on this knowledge tracing, new problems for the student can be chosen to match their skill level (Vanlehn, 2006). Making predictions in real time has unique challenges in that the data used for the prediction has to be easily accessible. In many systems, log data is used even when predicting
more complex phenomena. For example, response times can be used to predict engagement (Beck, 2005), student actions can be used to detect student misuse of software (Baker, Corbett, \& Koedinger, 2004), and affective state can be inferred from conversational cues (D'mello et al., 2008). Using log data allows models to be developed in a non-intrusive way while still being able to be used in real time.

Real-time predictions require appropriate data processing and restrictions to support the algorithms and students' models. For example, predicting next week's dropout in MOOCs can only be done with the data collected for the current week and the previous weeks, but never with the data from future weeks (Taylor, Veeramachaneni, \& O'Reilly, 2014). A solution to this problem has been to use transfer learning (Boyer \& Veeramachaneni, 2015; Whitehill, Mohan, Seaton, Rosen, \& Tingley, 2017). Transfer learning allows us to train models using data from the final weeks of previously finished MOOCs and use this acquired knowledge to correctly predict students' behaviour for the final weeks of the currently running MOOC. Another proposed solution uses proxy labels in real time from already collected data to train algorithms to predict future data (Whitehill et al., 2017). Our approach in this paper faces the same difficulty in its real-time predictions. The estimators we propose in this paper cannot compute optimal parameters due to unknown future data. We apply methods similar to proxy labelling by training our algorithms solely on data collected during the current activity in the classroom (see Section 3.3 for a more detailed description of our method of handling the real-time aspect of our data collection and prediction mechanism).

### 2.3.2 Aggregating Classroom Information

Before a visualization can be developed to be displayed to a teacher, we first need to be able to accurately model classroom behaviours. In the areas of research on educational data mining and learning analytics, models of students have a predominant place. Many of the methods focus on finding different patterns in the data that can be used to provide teachers with more information and to inform their decisions in their classroom (Baker \& Siemens, 2014). When used to make visualizations, the outputs can be interpreted by humans to make decisions.

The majority of models that are developed target modelling individuals, which can inhibit the teacher in making classroomlevel decisions. When information is aggregated, it may be to show the collective student knowledge to get a more complete picture of what the class knows as a whole (Slotta et al., 2013). Additionally, aggregated data can be used to see overall class patterns, such as average activity and actions when video watching (Wachtler, Khalil, Taraghi, \& Ebner, 2016) or the behaviours that students engage in across a course (Jovanović, Gašević, Dawson, Pardo, \& Mirriahi, 2017). Although these methods can provide useful information about student behaviour and actions over time, they cannot make predictions based on students' previous and current actions.

## 3. Formulation of the Problem

The problem addressed in this paper consists of designing estimators to predict the future progress of students during activities in the classroom. Specifically, we focus on tasks that can be divided into discrete steps, such as quizzes, as opposed to open-ended tasks, such as essays or code writing. The estimators described in Section 4.2 below can be used in any learning environment that automatically extracts estimates of students' progress in real time. In technology-enhanced classrooms, this extraction can easily be integrated into most learning software.

Before describing the estimators of students' progress in Section 4, we first discuss the key aspects of the problem. In Section 3.1, we define the concepts of progress, progress rate, and completion and explain the context in which our estimators will be implemented and used. In Section 3.2, we point to the main factors and challenges influencing the design, in Section 3.3 we discuss the specificity of real-time predictions, and in Section 3.4 we explain how data from the whole class can improve estimations of individual students' progress.

### 3.1 Definition of Progress and Completion

We define the notion of progress using a value between zero and one that estimates how far through the task students have advanced. A value of zero corresponds to the student not having started the activity, while a value of one corresponds to the student having completed the activity. Reaching completion in an activity means that the student has completed all required subtasks and, thus, will wait until the teacher transitions to the next activity. In this sense, we can think of the progress as the percentage of the activity that has been completed if completion is binary, being either done or not. Progress as a percentage can be interpreted in two different ways. It can be evaluated according to the percentage of the subtasks completed or the percentage of the time already passed out of the total time required. Counting the number of subtasks completed is easily implemented within a learning environment. On the other hand, we must predict the amount of time students will need so we can measure their progress in terms of time. Progress in terms of time needed can be a more interesting measure for the teacher but unfortunately cannot be directly known. For this reason, we prefer a definition in terms of percentage of subtasks completed.

In line with this definition of progress, we define progress rate as the speed at which a student's progress is increasing over time. We assume that a student cannot make backward progress; that is, once a student has completed a subtask, it remains completed.

We also assume that student progress cannot be actively and precisely measured at all times. Instead, progress is reported based on milestones reached. When students are working on an activity, progress may be made both inside and outside the orchestration system. For example, on a multiple-choice quiz for mathematics, students may use paper to work out the problem before selecting the solution in the system. As they work on the problem on paper, they are making progress on the problem that cannot be precisely measured by the system. With our estimators we restrict ourselves to working with discrete measurements of student progress that the system is able to provide.

Finally, we restrict ourselves to learning activities that can easily be divided into subtasks. Whenever a student completes a subtask, we collect their student ID, time, and progress. For every student with ID $s$, we then have a set of tuples $\left(t_{s, 0}, p_{s, 0}\right),\left(t_{s, 1}, p_{s, 1}\right), \ldots,\left(t_{s, n}, p_{s, n}\right)$. We define the progress at any time $t$ as the linear interpolation from equation (1), where $t_{s, 0}$ is the time when the first $\log$ is received, which corresponds in our case to a progress $p_{s, 0}$ of $0 ; t$ is any time during the activity; and $t_{s, k}$ and $t_{s, k+1}$ are two consecutive times at which logs are received with the respective progress of $p_{s, k}$ and $p_{s, k+1}$ :

$$
p_{s}(t)= \begin{cases}0 & \text { if } t_{0} \geq t  \tag{1}\\ p_{s, k}+\left(p_{s, k+1}-p_{s, k}\right) *\left(t-t_{s, k}\right) /\left(t_{s, k+1}-t_{s, k}\right) & \text { if } t_{k+1} \geq t>t_{k} \\ p_{n} & \text { if } t>t_{n}\end{cases}
$$

### 3.2 Primary Challenges

In an ideal world, all students would complete the activity at the same time and work at a steady pace. In classrooms, this does not happen because both endogenous and exogenous pitfalls influence when individual students complete an activity. Challenges in predicting student progress arise due to these individual differences between students. In this section, we present some of the primary challenges to predicting progress, including different start times and varied progress rates between subtasks.

### 3.2.1 Variability in Students' Start Times

A first challenge for predicting student progress is that students do not all start the activity at the same time for a number of reasons, such as being distracted or taking longer to start their computer or sign in. For example, Figure 1 shows two distributions of the delays of students for starting an activity. The right distribution shows a majority of students starting the activity within 20 seconds of the teacher making the activity available. On the other hand, the left distribution shows a significant proportion of the students starting the activity one or even two minutes after the activity is made available. These examples demonstrate the range of starting situations that can occur depending on different parameters in the classroom. Variability in start times is more of a challenge for teachers, leading to more variability in completion times and a larger variance in student progress.

### 3.2.2 Variability in Student Progress Rates

A second challenge is accounting for student progress rates, which are often a source of individual differences. For a wide range of possible reasons, different students will require different amounts of time to complete a given activity. Knowing this time distribution of the classroom is a challenge for teachers. A good way to quickly evaluate the spread of the distribution of individual progress rates is to measure how much more time the slower students need as a percentage of how much time the faster students use. For this we can choose, for example, to use the $25 \%$ and $75 \%$ quartiles of the time distribution to correspond respectively to our estimate of the time needed by faster and slower students. Using this measurement, our data from twelve courses (described in more detail in Section 4.1.2) has three courses where the slower students needed more than $50 \%$ more time than the faster students, four courses where the slower students needed between $30 \%$ and $50 \%$ more time than the faster students, and five courses where the slower students needed between $20 \%$ and $30 \%$ more time than the faster students. The two histograms in Figure 2 show two examples of activities that have different spreads. The distribution on the left corresponds to one of the courses with a spread of more than $50 \%$ according to our proposed measure, and the activity on the right has a spread of less than $25 \%$. These individual differences in progress rate again pose a challenge for the teacher to decide how much time to allocate to an activity when students do not all need the same amount of time.

### 3.2.3 Imprecision in Expectations of Time Distribution Between Subtasks

A third challenge comes from the lack of knowledge about the proportion of time that each subtask will consume out of the total time. By default, each subtask has an equal proportion of the progress if there is no prior knowledge about the tasks, but,


Figure 1. Examples of distribution of students' starting delays for two activities in different classrooms.
in most cases, each subtask does not take the same amount of time to complete. For example, Figure 3 shows the distribution of the proportion of time each student used for each question of a six-question quiz. We can see on this graph that the average time spent on each question varies significantly between the students and between the questions. This quiz is an example of a default progress assignment, with each question receiving an equal amount of progress, that fails to correctly capture the time students really spend on each subtask. In this example, the naive assignment would assume approximately $17 \%$ of progress for each question, while we can see from the figure that question 1 had an average time proportion above $25 \%$ and the sixth question of less than $10 \%$.

From our experience in classrooms, we identified several factors that can make students' progress rate vary during the activity. One factor could be the skills and preferences of students, which will modify their progress rates accordingly. Additionally, it is not uncommon to design a quiz where questions become harder over time and, thus, require more time to be solved. Another factor is that students are getting used to the task they are doing, which will increase their progress rate (in Figure 3, we see a general downward trend in the proportion of time required by students for each subtask). Finally, in class the teacher will also interact with students either to explain a difficulty or to make them aware of time passing. These interventions are not often recorded but can affect students' progress rates. In general, it is not surprising if not all the subtasks of an activity require the same amount of time to complete. This poses a challenge for estimating and predicting student progress because it makes it difficult to extrapolate the time required by future subtasks from the time used on the previous subtasks.

### 3.3 Real-Time Predictions of Future Progress

To predict students' future progress, estimators make predictions in real time, implying that at any given time, the estimators must be able to make predictions based solely on the data collected until this particular time. Thus, the estimators have to work with a varying amount of data throughout an activity. At an early stage of an activity, students will have produced only a limited number of logs, but at a later stage, a number of students will have already finished and others will have produced a larger number of $\log$ messages. The problem of the prediction for an individual student is illustrated in Figure 4. The figure shows five black dots representing five pairs of time and progress $\left(t_{s, i}, p_{s, i}\right)$, as defined previously. This example shows an activity with 10 subtasks, so the expected $\log$ messages received from the students will be $0,0.1,0.2, \ldots, 0.9$, and 1 . In this example, so far, the student has only completed $40 \%$ of the activity so has generated logs only up to $p_{s, n}=0.4$. Another input used by the predictions is the current time, represented on the figure as a vertical black line. We call this the time of prediction and use the notation $t_{\text {pred }}$ in the rest of the paper. The estimators must predict students' progress from the latest received log message to the current time $t_{\text {pred }}$ and from the current time to completion, which may be several minutes. Figure 4 (left) shows as dashed lines possible predictions using interpolations of the student's progress curve.

The predictions of current and future progress cannot be based solely on the student's logs as input. Figure 4 (right) illustrates this point. The blue dashed line shows a situation in which interpolation from only the sequence of logs completely


Figure 2. Examples of distribution of the time students take to complete two activities in different classrooms.
fails to realistically predict the progress made between the time of the last received $\log , t_{s, n}$, and the current time of prediction, $t_{p r e d}$, thus also rendering the prediction of future progress incorrect. Indeed, both the current time of prediction $t_{\text {pred }}$ and the progress steps expected from the student matter to the prediction of future progress. The green dashed line shows a prediction that also uses the current time and the expected progress step ( 0.1 for the example). The information from the five log messages collected is not enough to correctly estimate the student's progress. An equally important piece of information is that no log message has been received between the time of the latest $\log , t_{s, n}$, and the time of prediction, $t_{\text {pred }}$.

As part of the real-time aspect of the problem, we also introduce the notion of range of prediction, which is the amount of time in the future for which the estimators compute predictions. In practice, the range of prediction can be arbitrarily long, but predictions should be expected to be less accurate further in the future. In Section 5, we use fixed prediction ranges because they are necessary for evaluating our proposed estimators. Furthermore, the limited prediction range is also forced for the evaluation of the estimators because no data was collected beyond the moment when the teacher decided in class to interrupt the activities.

### 3.3.1 Interpolation Method

The small number of messages received for each individual student can be interpolated using several models. Figure 4 (left) shows, for example, a possible interpolation using a linear (constant) progress rate (green) or using a logistic curve fitted to the student's progress logs (blue). From the data collected on 12 courses described in Section 4.1.2, we could observe that the curves of individual students' progress are well approximated by linear curves. As we have seen from the example in Figure 3, the subtasks do not usually take exactly the same amount of time. However, no pattern, such as the increasing speed followed by decreasing speed of a logistic curve, could be found. Thus, it was natural to make no prior assumptions on students' progress rates and distribution of time among subtasks. This is why we decided to use linear models. Furthermore, we also investigate in this paper other estimators that will learn the evolution of students' progress rate and the distribution of time among subtasks from the classroom data collected in real time without prior assumptions.

### 3.4 Using Whole-Class Data

Given the variance in students' start times and progress rates, it is likely that they will progress through a task in a very asynchronous manner. However, information from students who are further ahead in the activity can be used for students that have not yet reached the same point. In addition to a student's past performance being used to predict their progress, the progress from the rest of the class can be used to improve the prediction in some circumstances. For example, for a student who just started, no informed prediction can be made because we do not have any information on their progress rate. However, using the progress that other students have made through the activity, we can make an informed prediction for this student if we assume some sort of similarity with earlier students.


Figure 3. Distribution of proportion of the time used for a six-question quiz for an activity that lasted approximately 260 seconds.

## 4. Methods

### 4.1 Datasets and Educational Context

### 4.1.1 Learning Environment

The data we used in our analyses was from active-learning activities conducted using the FROG platform (Håklev et al., 2017). FROG is a web-based platform for designing and executing orchestration graphs, which range from simple sequences of activities to rich integrative collaboration scripts in classrooms. With FROG, students can engage in learning activities across whole-class, collaborative, and individual activities with the ability to share data between activities and use the data to adapt learning activities and make collaborative groupings. With FROG, the teacher can orchestrate the learning activities in real time using teacher dashboards for the different activities and orchestration controls to advance students through the lesson. On the student side, each planned activity is displayed on students' personal devices only when that activity is active. All interactions that students or teachers have within FROG are logged and can be used for the real-time dashboards. We focused on activities conducted using the FROG platform because it collected data at the interaction level with recorded timestamps and progress through an activity (discussed in more detail below), giving us the information needed to track progress.

Because FROG supports a wide range of learning activities, not all activities produce the same types of data, and the information that is logged for a student depends on the activity in which they are engaged. To log progress, we restricted the activities to types that had natural divisions into subtasks, as mentioned above. For example, a quiz can be divided into multiple questions, or a problem set can be divided into the individual problems. Each time a student completed a subtask within the activity, we logged this progress in addition to when the student started the activity (i.e., progress value of zero). The prediction methods presented in this paper are not restricted to the FROG platform but do require data of this nature to be collected, where the progress of each student is logged with a timestamp throughout the learning activity. Using this individual data for each student, we can then aggregate individual progress and completion rates (i.e., progress value of one) to provide an overall class progress and completion rate along with the predicted future trajectory of both measures (see Figure 5 for an example of how this could be displayed).

### 4.1.2 Datasets

All of our datasets come from two different courses in 2018 and 2019 in which teachers used FROG to support learning activities. The first course was a statistics course for bachelor's students. The course had about 600 students divided into three sections. We used progress logs for two activities, each given once to each section. The activities consisted of two quizzes concerning different data representations (dot plot, boxplot, and histogram). While answering the quiz, the students were also interacting with a data visualization tool that aimed to help them explore and understand the different representations (see


Figure 4. Examples of prediction of a student's future progress using linear interpolation (green, left) and logistic curve fitting (blue, left) and prediction of a student's future progress after a delay without observing any progress from the student (right).

Figure 6). The two quizzes were taken by each section during their two-hour lecture. These activities are referred to as A1 to A6 in Table 1, and the three groups are referred to as (a), (b), and (c).

The second course was given in both 2018 and 2019 for bachelor's students in computer science. The classes had about 120 students, but attendance was often low. Both years, during three different lectures, the students did three experiential activities that aimed to teach concepts of cognition and user interfaces. The three activities were Genealogy Puzzle, Stroop Effect, and Train Ticket Simulator. Genealogy Puzzle is an activity for experiencing the effects of cognitive load. Students had to solve logic problems based on family trees of increasing difficulty, necessitating more effort and working memory. In the Stroop Effect activity, students had to answer a series of very quick questions identifying a word (of a colour) as the text changed colour. Finally, in the activity Train Ticket Simulator, students used four different user interfaces to order three train tickets. These six activities are referred to as A7 to A12 in Table 1.

The datasets from these classes were selected because they provide a range of activities and include students from different institutions and disciplines. For each activity, we had a dataset from more than one class, allowing us to consider variability between students. Moreover, for each class, we had data from more than one activity so we could account for the variability between activities. Because the datasets came from a class activity and not a designed experiment, no personal information was gathered from the students. All of the students were informed before participating that their data may be used for research purposes and were asked for consent. If consent was not provided, the data was deleted after that activity for that participant.

Table 1 shows the number of students who participated, the number of progress log messages received, the number of subtasks for each learning activity, and the length of each activity. Note that three questions were removed from the activity Dot Plot following the lecture given to the first group. This does not affect our analysis because the 12 activities are considered separately and no analysis is made between the repeated activities. Furthermore, for some activities, the number of log messages exceeds the product of the number of students and the number of subtasks. This is because extra $\log$ messages are triggered when the activity is activated by the teacher and changing an answer to a previously completed subtask triggers a repeated log message. This does not interfere with the mechanics of the predictions that we describe in Section 4.2.

### 4.2 Estimators

In this section, we describe several different estimators we have implemented to predict student progress in real time. The different estimators address the specific challenges of the problem that we presented above. The first models, constant progress rate (CPR) and average progress rate (APR), address the challenge of different start times and progress rates of students, while the models local progress rate (LPR) and weighted progress rate (WPR) aim to solve the weight challenge. Finally, the models APR and WPR also use the whole class's data to inform predictions made for individuals.

### 4.2.1 CPR Model

Our first model assumes that students are making progress at a constant rate through the subtasks of a particular activity. The rate of progress can, however, be different for each student. This assumption leads us to use a linear interpolation to predict the progress of the students after estimating their progress rate. At the time $t_{\text {pred }}$ when we are making a prediction, we estimate both the current progress and the APR for each student to compute the linear interpolation. From a student's


Figure 5. Real-time dashboard of aggregated student progress and completion rates on the FROG platform. The vertical line is the current time; the blue line indicates the average progress of the students and the red line the proportion of the class that has completed the activity; the dashed lines are predictions of future progress and completion rates.
logs, $\left(t_{s, 0}, p_{s, 0}\right), \ldots,\left(t_{s, k}, p_{s, k}\right)$, with $t_{s, k}<t_{\text {pred }}$, we compute the progress rate to be the amount of progress made by the student divided by the time the student has been working. This computation is shown in equation (2), where $\hat{r}_{s}\left(t_{\text {pred }}\right)$ is the estimated progress rate of student $s,\left(t_{s, 0}, p_{s, 0}\right)$ is the first $\log$ entry received, and $\left(t_{s, k}, p_{s, k}\right)$ is the latest log entry received before the current time at which we are making the prediction. Second, we compute the current estimate of the student's progress at the current time $t_{\text {pred }}$ following the formula in equation (3). It is important to note that the true value of the student's progress at time $t_{\text {pred }}$ is not known because the system only measures the discretized progress from the latest log of the student, $\left(t_{s, k}, p_{s, k}\right)$. From this, equation (3) estimates the current progress, $\hat{p}_{s}\left(t_{p r e d}\right)$, by adding to the latest progress received, $p_{s, k}$, the minimum of the full quantity of the progress assigned to the next subtask and the quantity of progress we expect the student to have made assuming the estimated progress rate given by $\hat{r}_{s}$ :

$$
\begin{equation*}
\hat{r}_{s}\left(t_{\text {pred }}\right)=\left(p_{s, k}-p_{s, 0}\right) /\left(t_{s, k}-t_{s, 0}\right) \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\hat{p}_{s}\left(t_{\text {pred }}\right)=\min \left(p_{s, k}+\left(t_{\text {pred }}-t_{s, k}\right) * \hat{r}_{s}\left(t_{\text {pred }}\right), p_{s, k}+\text { step }\right) . \tag{3}
\end{equation*}
$$

Using both the prediction of the progress at time $t_{\text {pred }}$ and the estimated progress rate, we predict the progress for all time $t>t_{\text {pred }}$ with the linear function described in equation (4). This linear function has a slope of $\hat{r}_{s}$ and a value of $\hat{p}_{s}\left(t_{\text {pred }}\right)$ at $t=t_{\text {pred }}$ :

$$
\begin{equation*}
\hat{p}_{s}(t)=\hat{p}_{s}\left(t_{\text {pred }}\right)+\hat{r}_{s} *\left(t-t_{\text {pred }}\right) \tag{4}
\end{equation*}
$$

The above formulas require collection of at least two logs to be able to make predictions for a student. In the particular case of students who have not yet completed a subtask (only one data point has been collected), the estimated default progress rate is always zero, which leads to a prediction of $\hat{p}_{s}(t)=0$ for all $t \geq t_{\text {pred }}$.

Table 1. Datasets of Progress Logs Collected

|  | Activity | Number of students | Number of logs | Number of subtasks | Activity time (s) |
| ---: | ---: | ---: | ---: | ---: | ---: |
| A1 | Dot Plot (a) | 241 | 2891 | 8 | 664 |
| A2 | Histogram (a) | 227 | 2538 | 6 | 355 |
| A3 | Dot Plot (b) | 137 | 1181 | 5 | 255 |
| A4 | Histogram (b) | 149 | 1485 | 6 | 227 |
| A5 | Dot Plot (c) | 163 | 1490 | 5 | 266 |
| A6 | Histogram (c) | 171 | 1756 | 6 | 264 |
| A7 | Genealogy (2018) | 78 | 704 | 8 | 386 |
| A8 | Stroop (2018) | 120 | 2459 | 20 | 217 |
| A9 | Train (2018) | 64 | 782 | 12 | 562 |
| A10 | Genealogy (2019) | 70 | 667 | 8 | 425 |
| A11 | Stroop (2019) | 85 | 1853 | 141 |  |
| A12 | Train (2019) | 84 | 1060 | 12 | 636 |



Figure 6. Screenshot of the statistics quiz activities (on the right) with the data visualization tools (on the left).

### 4.2.2 LPR Model

The assumption that students maintain a constant progress rate is certainly too optimistic, which motivates us to consider this model of non-constant progress rates. The LPR model makes predictions based only on a fixed number $\kappa$ of the latest progress logs for each student. This method supports a change of progress rate over time, where the most recent progress logs are better indicators of future progress than older progress logs. In the model, $\kappa$ is a parameter for which we can choose any value $2 \leq \kappa \leq m$, with $m$ being the number of subtasks. Large values correspond to a model very similar to the CPR model, while smaller values only account for the student's current progress rate but are also more subject to noise in the estimation because the model uses fewer data points. In this paper, we compare values of $\kappa$ from $\kappa=2$ to $\kappa=5$.

### 4.2.3 APR Model

The APR model is a variation of the CPR model. This model uses the APR measured over the data collected from the whole class (see equation (5)) to improve estimates for students' progress rates, especially for students who have only completed a small number of subtasks. Indeed, the CPR model has several limitations, such as assigning a progress rate of zero to students who have not yet completed a subtask or being sensitive to noise in the estimate of the progress rate for students with a small
number of subtasks completed:

$$
\begin{equation*}
\bar{r}=\frac{1}{n} * \sum_{s}\left(\hat{r}_{s}\right) . \tag{5}
\end{equation*}
$$

For this purpose, the APR model computes a new estimate of the progress rate for each student. It does so using the formula described in equation (6), where $\hat{r}_{s}^{\prime}$ is the new progress rate of the student. In this formula, the parameter $\lambda$ is the number of log messages already received from the student. The progress rate of a student with only one log message, for whom we cannot estimate the progress rate, is estimated as $\hat{r}_{s}^{\prime}=\bar{r}$. The weight of the APR then decreases for students with more log messages:

$$
\begin{equation*}
\hat{r}_{s}^{\prime}=\left(\bar{r}+(\lambda-1) * \hat{r}_{s}\right) / \lambda . \tag{6}
\end{equation*}
$$

### 4.2.4 WPR Model

As mentioned in previous sections, one challenge for the predictions is that the estimated progress steps for each subtask of an activity do not correctly estimate the proportion of time students need. Such discrepancies could lead to imprecision in the progress prediction. The WPR model proposes to solve this challenge by using data collected over time from the whole class to measure the proportion of time that students allocated on average to each subtask. This data allows us to transform the progress curves of students to account for the uneven time needed by each subtask. An advantage that the WPR model has over the LPR model is that it can account for more uneven progress changes instead of assuming that a student's progress rate will remain similar to that in their previous subtasks, as is assumed in the LPR model. The WPR model also assumes that the progress rate changes of the students are correlated, which is likely to be the case.

The first step for the WPR predictions is to compute a weight profile that represents the weight of each subtask of an activity. Given the constraints of the problem, the weight profile has to be dynamically estimated from incomplete data during the learning activity in the classroom. In other words, until a student finishes all subtasks, the complete weight profile cannot be known. However, the dynamic estimation cannot be accurate with too little data and, in particular, benefits the most from collecting log data for students who have fully completed the activity. For a student $s$ who has generated the sequence of log messages $\left(t_{s, 0}, p_{s, 0}\right),\left(t_{s, 1}, p_{s, 1}\right), \ldots,\left(t_{s, n}, p_{s, n}\right)$, the proportion of time spent on each subtask is computed using equation (7). From the equation, we see that the proportion of time used cannot be computed for subtasks that the student has not yet completed $(k>n)$, so these subtasks are assumed to require a proportion $1 / m$ of the student's time, where $m$ is the number of subtasks. For the subtasks that have already been completed, the proportion of time needed for each subtask can be directly computed from the student's progress logs:

$$
\hat{w}_{s, k}= \begin{cases}\frac{t_{s, k}-t_{s, k-1}}{t_{s, n}-t_{s, 0}} \times \frac{n}{m} & \text { if } \quad 1 \leq k \leq n  \tag{7}\\ \frac{1}{m} & \text { if } \quad n<k \leq m\end{cases}
$$

To compute the weight profile using data from students who have not yet completed the activity, we assume that the proportion of time spent on the subtasks that have not been completed yet will be as assigned by the original weighting (this corresponds to a value of $1 / m$ as in equation (7)). Furthermore, because students who have fully completed the activity give us more information about the true weight profile, we give more importance in the computation to the students who have completed more subtasks. This is controlled by a parameter $p$, which balances the amount of importance that is given. Equation (8) shows how the proportion of time used by each student is aggregated to estimate the true weight profile. In the equation, $\hat{w}_{k}$ is the aggregated weight given to subtask number $k . \alpha_{s}$ is the importance in the aggregation given to student $s . \alpha_{s}$ is computed as an increasing function of the student's progress and controlled by a parameter $p$. In Section 5, we analyze the quality of the weight profile estimation over time based on the parameter $p$ used to average the data from students:

$$
\begin{equation*}
\hat{w}_{k}=\sum_{s \in S} \alpha_{s} \hat{w}_{s, k}=\sum_{s \in S} p_{s, n}^{p} \hat{w}_{s, k} \tag{8}
\end{equation*}
$$

Figure 7 is an example of an evolution of the estimated weight profile at different times during an activity (we chose to display every interval of 30 seconds). We see in the figure that the approximated weight profile estimates (blue) change over time to more precisely align with the final whole-class weight profile (orange). The final weight profile is the weight profile


Figure 7. Computation of the weight profile over time. The blue line shows the estimated weight profiles at different times by steps of 30 seconds. The orange line is the actual target.
computed from the whole class after the end of the activity. How quickly the weight profile is correctly approximated is crucial for the WPR estimator because progress predictions will be inaccurate if the estimated weight profile is not similar to actual student behaviour.

The WPR model itself consists of several steps. First, based on the collected data at a given time, an approximation of the weight model is computed as outlined above. This model is used to adjust the proportion of progress assigned to each subtask of the activity from the initial teacher estimation during planning. Then the CPR or APR model is applied to the transformed data. Finally, the progress predictions are turned back to the original scale to be compared to the actual logs collected and to be shown to teachers in the scale that they choose.

### 4.3 Analysis

To analyze the different estimators, we specify a time of prediction $\left(t_{\text {pred }}\right)$ and a range of prediction $\left(\Delta_{t}\right)$ for each of the 12 courses. The value of $t_{\text {pred }}$ corresponds to a time in the class when the estimators have to make a prediction. The value of $\Delta_{t}$ corresponds to how far in the future the estimators are predicting students' progress. In this paper, we evaluate and compare our estimators at different times $t_{\text {pred }}$ and ranges of time $\Delta_{t}$. For each prediction point, the estimators receive only the data collected before $t_{\text {pred }}$ and must predict student progress at every future time between $t_{\text {pred }}$ and $t_{\text {pred }}+\Delta_{t}$.

For a fixed time $t_{\text {pred }}$ and range of prediction $\Delta_{t}$, we compute predictions with each of the above-mentioned estimators of the interpolated progress curves for every student based only on measurements received before the time $t_{\text {pred }}$. To evaluate the quality of the predictions, we measure the root mean square error (RMSE) for each student by averaging the squared difference between the interpolated progress of the student and the predicted progress at every second. RMSE was chosen because it is a widely adopted error measure for algorithms such as linear regressions (Pelánek, 2015), which are quite similar to the estimators we are presenting in this paper. Equation (9) shows the formula we used to compute the prediction error for each individual student. The sum includes the squared difference between the predicted progress and the real progress estimated for every second of time between $t=t_{\text {pred }}$ and $t=t_{\text {pred }}+\Delta_{t}$ :

$$
\begin{equation*}
\operatorname{RMSE}_{t_{\text {pred }, ~}, \Delta_{t}}\left(\hat{p}_{s}, p_{s}\right)=\sqrt{\frac{1}{\Delta_{t}} \sum_{t=t_{\text {pred }}}^{t_{\text {pred }}+\Delta_{t}}\left(\hat{p}_{s}(t)-p_{s}(t)\right)^{2}} \tag{9}
\end{equation*}
$$

Because the accuracy of the prediction is different based on the amount of data collected, we evaluate and report on the


Figure 8. State of each of the 12 classrooms in terms of the delay of students joining the activity (green), the average progress (blue), and the proportion of completion (orange) over time. Each graph has three vertical lines representing the times at $25 \%$, $50 \%$, and $75 \%$ of the full time of the activity.
predictions of the different estimators after $25 \%, 50 \%$, and $75 \%$ of the time of the activity has passed. At $25 \%$, a majority of students have not yet completed the activity and only a limited amount of data has been collected. On the other hand, at $75 \%$, a majority of students have already completed the activity and others have made significant progress. Figure 8 shows for each of the 12 activities the aggregated progress and proportion of completion of the class over time, but also the proportion of students who have started the activity. These are important to consider when analyzing the prediction results of our different estimators. For example, at the $25 \%$ prediction time for all 12 of the activities, only a very small number of students have completed the activity, so we should not expect the weight profiles estimation to be sufficiently accurate.

For the individual prediction errors measured and reported in Section 5, students who had already completed the activity were not included because they had already reached completion, so prediction of their future progress is trivial. Furthermore, we also did not expect the estimators to make predictions for students who join the activity after the specific time of the prediction. These two factors explain why the number of student varies depending on the time in the activity ( $25 \%, 50 \%$, or $75 \%$ ), as can be seen in Tables 2 and 3 in Section 5.

We compare the four previously described estimators: CPR, APR, LPR, and WPR. For LPR we used several values of the parameter $\kappa$. Again, the number $\kappa$ corresponds to the number of most recent log messages that are considered in evaluating the progress rate. We tested all values of $\kappa$ from two to four, which was decided based on our average number of subtasks in an activity because values larger than four would become equivalent to the CPR model. The LPR models with the different parameters are referred to as LPR2, LPR3, and LPR4 in Table 2 in Section 5.

For each activity and each time $(25 \%, 50 \%$, and $75 \%)$, we performed a repeated measure ANOVA to compare the prediction error of our estimators. When the repeated measure ANOVA was significant, we additionally performed a post hoc analysis using paired $t$-tests comparing the CPR model to each of the other models in terms of the RMSE error for each student. At each time of prediction we also performed the same statistical tests on the data from the 12 activities concatenated to give an idea of the overall performance of the estimators. However, more variance in the error measure is due to the differences between the activities rather than the differences between the predictions, as can be seen from Table 2 in Section 5. Finally, we also compare the estimates of the weight profile for different values of the estimator parameter.

So far, we have only explained how several estimators can be implemented to predict the progress of individual students. Some of these estimators use data from the whole class. Another interesting and possibly useful task is to predict the average progress of the class. This prediction allows us to build dashboards displaying aggregated information about the classroom, such as the one in Figure 5. This prediction could be made directly, but in our situation, because we developed several estimators to predict individual students' progress, another approach is available. In the following section, we evaluate how averaging individual predictions can be a good estimate of the future average progress of the classroom. These estimates are particularly useful for communicating information to teachers in large classrooms.

## 5. Results

The results we describe in this section are threefold. First, we analyze the optimal parameter for the weight estimation algorithm to balance the estimate between fast and slow students. Second, we compare the estimators on individual predictions. Finally, we compare the estimators for prediction of the average progress of the whole class. Section 5.1 contains our results on the dynamic estimation of the weight profiles. Section 5.2 compares the four estimators we described in Section 4. We report results of statistical tests for predictions made at different times during the activity, and we compare the different estimators and analyze the prediction errors. The results of all of the comparisons are displayed in Table 2. For the aggregated data, we report on the fit of the data when considering aggregated progress and completion rate over the whole class in contrast to individual students. The average error rate of the estimators is shown in Table 3. Even though our work has been focused on individual students, the error of the aggregated predictions is a good indicator of the usefulness of our estimators in the classroom.

### 5.1 Evaluation of Dynamic Estimations of Weight Profiles

As mentioned in Section 4.2.4, the estimate of the weight profile used by the WPR model can be controlled by a parameter $p$ that balances how much of the data of the first students who finish the activity influences the estimate of the subtask weights. We compared the quality of the estimate of the weight profile over time during an activity for different values of $p$. The main difficulty in estimating the weight profile comes from differences between the first students completing the activity and the rest of the students because the first estimates of the weight profile will be based on the data of the first students who complete the activity. Figure 9 shows the quality of the estimates over time for all 12 activities, depending on the choice of $p$. We can see that using too high a value for $p$ leads to over-fitting to the behaviour of the fastest students, which is not completely similar to the rest of the class. This is shown in particular for the activities Histogram (a, b, and c) and Genealogy (2018). Otherwise, we see that higher values of the parameter usually lead to a faster estimation of the weight profile. For example, this can be seen for the activities Dot Plot (a and b) and Stroop (2018). Based on the overall performance for the different parameters, we decided to use $p=2$ in our predictions.

### 5.2 Evaluation of Individual Predictions

The results displayed in Table 2 show that for the predictions at $25 \%$ of the time, the repeated measure ANOVA shows a significant difference ( $p$-value $<0.05$ ) for 8 of the 12 activities (A1, A2, A4, A6, A7, A8, A11, A12). Additionally, the repeated measure ANOVA shows a significant difference between the estimators when aggregating the error measure from all 12 activities. The post hoc analysis using a paired $t$-test comparison between each estimator and CPR shows that APR, LPR3, LPR4, and WPR are all significantly different from CPR overall ( $p$-value $<0.01$ ), with lower RMSEs. We note that LPR3, LPR4, and WPR only improved the error rate by a few percent, while APR reduced the error by nearly $30 \%$. Post hoc analysis on each of the eight activities shows that APR was significantly different from CPR, with APR performing better. Also, all of the models were significantly different from CPR for A8, again with lower RMSEs than CPR. Additionally, we also observe that LPR2 was significantly different for four activities from CPR, with a better performance for A8 and A12 and a worse performance for A1 and A6. Finally, the results show that WPR was significantly different from CPR for six activities, four better and two worse.

At the time of $50 \%$ of the activities, the repeated measure ANOVA is significant overall and for six of the individual activities (A3, A6, A7, A8, A9, and A11, $p$-value $<0.05$ ). For the overall measure, the estimators LPR3, LPR4, and WPR


Figure 9. Evolution of the error rate for estimating the weight profile over time for a range of parameters for all 12 activities. The parameter $p$ controls the importance given to faster students in the estimates of the weight profile.
differ significantly from the CPR estimator (using paired t-tests, $p$-value $<0.01$ ), with the CPR estimator having a lower performance. WPR has the lowest average error of all six estimators at this time for the overall measure. As with the $25 \%$ time, we again observe that the estimators APR, LPR2, LPR3, LPR4, and WPR perform significantly differently than CPR for predicting the progress on A8 ( $p$-value $<0.01$ ), again with CPR performing worse. LPR2 also has a significantly different error rate on activities A7, A3, and A6, with a lower error rate for A7 and a higher rate for A3 and A6 than for CPR. WPR has a significantly different error rate than CPR on A11, with WPR having a lower error rate, but APR has a significantly different error rate than CPR on A 3 , with the error rate being higher for APR.

At the time of $75 \%$ of the activities, the repeated measure ANOVA is significant on the set of all the activities and also for activities A1, A2, A3, A9, and A10. The paired t-test over all the activities shows that APR performed significantly differently than CPR on average, with APR performing worse, and APR is the estimator with the highest average error rate. LPR2 and LPR4 also performed significantly differently than CPR, with LPR2 performing worse, while LPR4 performed better. The post hoc analysis shows that the APR estimator has higher prediction errors than the CPR estimator, with this difference being significant ( $p$-value $<0.05$ ) for activities A1, A2, and A3. LPR2 and LPR3 also have significantly different prediction errors than CPR on activity A1, with the CPR errors being lower. The $t$-tests comparing CPR to the other models for activities A9 and A10 were not significant.

For our analysis, we compared the baseline CPR model to our APR model, which uses the average progress of the whole class to estimate the progress rate for students with few data points. We found that $25 \%$ of the way through the activity, the APR model outperforms the CPR model on most of the activities, but the opposite is true after $75 \%$ of the time has passed, in

Table 2. Mean Prediction Error for Predictions at 25\%, 50\%, and 75\% of the Time for Each Activity and Averaged over All the Activities

|  |  | 25\% time |  |  |  |  |  | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CPR | APR | LPR2 | LPR3 | LPR4 | WPR |  |
| All* |  | 0.273 | 0.197** | 0.271 | 0.270** | 0.271** | 0.267** | 1395 |
| A1* | Dot Plot (a) | 0.322 | 0.272* | 0.331** | 0.323 | 0.322 | 0.331** | 190 |
| A2* | Histogram (a) | 0.355 | 0.210** | 0.357 | 0.356 | 0.355 | 0.352** | 214 |
| A3 | Dot Plot (b) | 0.281 | 0.277 | 0.285 | 0.281 | 0.281 | 0.282 | 129 |
| A4* | Histogram (b) | 0.313 | 0.195** | 0.317 | 0.314 | 0.313 | 0.310 | 145 |
| A5 | Dot Plot (c) | 0.232 | 0.239 | 0.233 | 0.232 | 0.232 | 0.231 | 150 |
| A6* | Histogram (c) | 0.270 | 0.146** | 0.285** | 0.273** | 0.270 | 0.268 | 165 |
| A7* | Genealogy (2018) | 0.151 | 0.071** | 0.155 | 0.152 | 0.150 | 0.169** | 66 |
| A8* | Stroop (2018) | 0.446 | 0.229** | 0.344** | 0.363** | 0.384** | 0.353** | 54 |
| A9 | Train (2018) | 0.196 | 0.160 | 0.168 | 0.187 | 0.196 | 0.176 | 59 |
| A10 | Genealogy (2019) | 0.142 | 0.134 | 0.135 | 0.136 | 0.142 | 0.131 | 66 |
| A11* | Stroop (2019) | 0.105 | 0.058** | 0.112 | 0.107 | 0.104 | 0.102* | 75 |
| A12* | Train (2019) | 0.244 | 0.176** | 0.219* | 0.247 | 0.246 | 0.204** | 82 |
|  |  | 50\% time |  |  |  |  |  | $n$ |
|  |  | CPR | APR | LPR2 | LPR3 | LPR4 | WPR |  |
| All* |  | 0.136 | 0.131 | 0.139 | 0.132** | 0.131** | 0.128** | 1307 |
| A1 | Dot Plot (a) | 0.208 | 0.190 | 0.217 | 0.213 | 0.209 | 0.211 | 211 |
| A2 | Histogram (a) | 0.158 | 0.156 | 0.179 | 0.168 | 0.159 | 0.156 | 177 |
| A3* | Dot Plot (b) | 0.147 | 0.189* | 0.167** | 0.148 | 0.147 | 0.147 | 115 |
| A4 | Histogram (b) | 0.155 | 0.136 | 0.163 | 0.152 | 0.156 | 0.148 | 118 |
| A5 | Dot Plot (c) | 0.151 | 0.159 | 0.158 | 0.150 | 0.151 | 0.147 | 131 |
| A6* | Histogram (c) | 0.102 | 0.104 | 0.118** | 0.106 | 0.102 | 0.099 | 136 |
| A7* | Genealogy (2018) | 0.031 | 0.028 | 0.022* | 0.029 | 0.029 | 0.033 | 66 |
| A8* | Stroop (2018) | 0.239 | 0.141** | 0.146** | 0.142** | 0.174** | 0.142** | 67 |
| A9* | Train (2018) | 0.074 | 0.094 | 0.065 | 0.064 | 0.066 | 0.063 | 60 |
| A10 | Genealogy (2019) | 0.065 | 0.070 | 0.053 | 0.054 | 0.059 | 0.056 | 65 |
| A11* | Stroop (2019) | 0.044 | 0.027 | 0.040 | 0.042 | 0.041 | 0.036** | 77 |
| A12 | Train (2019) | 0.083 | 0.091 | 0.087 | 0.081 | 0.070 | 0.077 | 84 |
|  |  | 75\% time |  |  |  |  |  | $n$ |
|  |  | CPR | APR | LPR2 | LPR3 | LPR4 | WPR |  |
| All* |  | 0.103 | 0.123** | 0.110* | 0.104 | 0.101* | 0.103 | 646 |
| A1* | Dot Plot (a) | 0.131 | 0.158* | 0.149** | 0.142* | 0.134 | 0.138 | 157 |
| A2* | Histogram (a) | 0.110 | 0.142* | 0.114 | 0.108 | 0.106 | 0.109 | 92 |
| A3* | Dot Plot (b) | 0.137 | 0.184* | 0.150 | 0.135 | 0.137 | 0.141 | 60 |
| A4 | Histogram (b) | 0.108 | 0.123 | 0.107 | 0.104 | 0.103 | 0.097 | 51 |
| A5 | Dot Plot (c) | 0.120 | 0.122 | 0.134 | 0.124 | 0.121 | 0.127 | 79 |
| A6 | Histogram (c) | 0.082 | 0.090 | 0.082 | 0.084 | 0.083 | 0.083 | 59 |
| A7 | Genealogy (2018) | 0.018 | 0.016 | 0.015 | 0.017 | 0.016 | 0.019 | 17 |
| A8 | Stroop (2018) | 0.137 | 0.122 | 0.089 | 0.082 | 0.100 | 0.059 | 16 |
| A9* | Train (2018) | 0.042 | 0.076 | 0.044 | 0.038 | 0.038 | 0.050 | 28 |
| A10* | Genealogy (2019) | 0.053 | 0.079 | 0.047 | 0.051 | 0.051 | 0.048 | 26 |
| A11 | Stroop (2019) | 0.028 | 0.026 | 0.024 | 0.018 | 0.013 | 0.018 | 16 |
| A12 | Train (2019) | 0.046 | 0.059 | 0.056 | 0.056 | 0.044 | 0.049 | 45 |

In the first column, * shows activities for which significant differences between the models were found using a repeated measure ANOVA ( $p$-value $<0.05$ ). In the fourth to eighth columns, * and $* *$ show the significance of a paired t-test between the particular estimator and the CPR estimator (*: $p$-value $<0.05,{ }^{* *}$ : $p$-value $<0.01$ ).
which case the APR model performs worse on three of the activities. This result indicates that at the beginning of the activity, the APR is a good predictor for the progress rate of other students, while it is not a good predictor for students who start later in the activity. Students who start the activity after $50 \%$ or $75 \%$ of the time has already passed are likely to be very different from students who began the activity right away. Thus, the APR for other students of the class is not a good predictor for their progress rate.

Second, we compared models that addressed the variability in subtask time, the LPR and WPR models, to the baseline CPR model. The LPR model is based on the assumption that the rate at which students make progress on an activity will evolve over time. From this assumption, the model we proposed computes progress rate based only on recent logs. For this model, we compared three different variations that used a progressively larger number of previous log messages for each student. One activity that performed consistently better for the LPR models was Stroop (2018), which performed better for all three types of LPR models for the $25 \%$ and $50 \%$ time points. The Stroop (2018) activity was uniquely different from the other activities, where the main point of the activity was to complete each task as quickly as possible. However, after the teacher started the activity, all of the students took time to read the instructions, which added time to their first subtask and made their starting slope quite different from that of the rest of the activity. This part of the activity was changed the following year, so we do not observe a similar discrepancy for Stroop (2019) (see Figure 10). For Stroop (2018), where there was a predictable change in time between subtasks, assuming that the progress rate could vary over time was a good choice. This result also indicates that the model performance depends on the type of activity or on the classroom. Our results do not clearly indicate which parameter for the LPR model performed best. It seems to be highly dependent on the activity and the students. The choice of the parameter is a trade-off between the noise of the measurements and the flexibility to adapt quickly to changes in progress rate.


Figure 10. Weight profile of the 12 activities. Because of a large divergence, the vertical scale of the weight profile for Stroop (2018) is different from that for the other activities.

Moreover, near the end of the activity at the $75 \%$ time point, there are fewer statistically significant results for the LPR models even though we often see the same trends as at earlier time points. This is most likely due to many students having finished the activity by that time point and thus being excluded from the analysis, lowering our statistical power. For example, Stroop (2018) goes from having $n=67$ at the $50 \%$ time point to $n=16$ at the $75 \%$ time point, which is a $76 \%$ reduction in the number of students. It may also mean that any information added from the different model variations does not apply to the last students finishing, who may perform differently than the other students.

Finally, the WPR model showed similar results to the LPR model. Like the LPR model, WPR is an adaptation of the CPR model based on the assumption that the progress proportion varies between subtasks. This model becomes very interesting in situations where the progress proportion of each subtask varies strongly from the chosen assignment. Unlike the LPR models, the WPR model takes into account varied change, where there may not be a pattern in the weights. For example, if a quiz gets steadily harder as it progresses, then there is a uniform change. However, if the difficult questions are randomly placed throughout the quiz, then the change is varied and performance on a previous question cannot be used to predict current performance. Although the weight data is still sparse at the $25 \%$ time point because few students, if any, have completed the task, it is still beneficial for predicting 9 of the 12 activities (with statistical significance for 4 activities). The WPR model may not have had a better prediction on all activities for several reasons. The first is that most of the prediction error comes from individual noise, which cannot be more accurately predicted from aggregated information about the whole class. Second, the weight profile for 11 of the activities is not as divergent from the original equal-weight assignment as for the Stroop (2018) activity (see Figure 10), which means that the benefits of the WPR model are not as large. Additionally, the divergence in the weight profile of Stroop (2018) is exactly at the beginning of the activity, so the WPR estimator can quickly estimate it well, but other estimators are actually more affected by this divergence. Finally, for some activities, the faster students are not similar to the rest of the class. This leads to lower prediction performance for the estimators that use aggregated data of the class (APR and WPR) because the APR and the weight model estimation will be biased toward the behaviour of the faster students.

### 5.3 Evaluation of Aggregated Predictions

In Section 5.2, we compared the quality of our proposed estimators for predicting individual progress. The error rate aggregated over the whole class also matters to justify the usefulness of the method for displaying class-level data. Table 3 shows the same error measurement as reported in the previous sections using equation (9), with the difference that the progress predictions are first averaged over the whole class. This leads, as expected, to lower error rates for two reasons. First, the cases where the future progress of a student is overestimated are now being compensated for by cases where the future progress has been underestimated, thus reducing the error in the aggregated prediction. The prediction error will stay high for an estimator if it mostly overestimates or mostly underestimates the future progress in a systematic way. For example, this is what happens for the APR model, which even though it has lower prediction error for each individual student at the $25 \%$ time point, it has a higher aggregated prediction error for the activities Genealogy and Histogram (a), (b), and (c). Second, lower errors occur in the aggregated data because students with progress value one, for whom predictions are trivial, were not included in the predictions in the individual case but had to be included in the aggregated case. In this case, because the students have already finished the activity, they do not have any error.

From Table 3, we see that the aggregated prediction errors range from 0.001 for several activities and models at the $75 \%$ time point to 0.404 for the CPR model for the Stroop (2018) activity at the $25 \%$ time point. The results are satisfactory to be used by teachers. For example, for the $75 \%$ time mark, which is when the teacher is closer to deciding to transition to the next activity, for the baseline estimator the error is the highest for activities A8 and A10 at $1.7 \%$ and $1.8 \%$. An error of this scale means that the prediction is off by usually less than the progress of two or three students for a classroom of about 150 students. For these two activities, we see that the WPR model has an even lower prediction error, with a decrease of $39 \%$ for A10 and $76 \%$ for A8.

## 6. Discussion

In this paper, we aimed to address the problem of dynamically predicting students' future progress during activities in the classroom. We presented a basic model for making predictions in real time and proposed three variations of this model that accounted for different challenges of predicting the overall progress of a class through an activity. For each of our model variations, we found that we could better predict students' progress compared to the baseline model for a subset of our datasets. By analyzing the differences in performance between these datasets and the time of the predictions, we can form a better understanding of completion patterns for different activity types, as well as of how students engage with these activities.

When we evaluate the patterns of the model successes as a whole, the first one that emerges is that aggregated information about the whole class can be used to improve the performance of progress predictions for individual students. It is important to

Table 3. Mean Prediction Error for Aggregated Predictions at $25 \%, 50 \%$, and $75 \%$ of the Time for Each Activity

|  |  | 25\% time |  |  |  |  |  | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CPR | APR | LPR2 | LPR3 | LPR4 | WPR |  |
| A1 | Dot Plot (a) | 0.140 | 0.213 | 0.146 | 0.141 | 0.140 | 0.126 | 192 |
| A2 | Histogram (a) | 0.249 | 0.143 | 0.248 | 0.249 | 0.249 | 0.244 | 216 |
| A3 | Dot Plot (b) | 0.152 | 0.242 | 0.153 | 0.152 | 0.152 | 0.151 | 129 |
| A4 | Histogram (b) | 0.198 | 0.127 | 0.198 | 0.198 | 0.198 | 0.184 | 145 |
| A5 | Dot Plot (c) | 0.096 | 0.210 | 0.093 | 0.096 | 0.096 | 0.094 | 150 |
| A6 | Histogram (c) | 0.160 | 0.096 | 0.158 | 0.160 | 0.160 | 0.139 | 166 |
| A7 | Genealogy (2018) | 0.085 | 0.047 | 0.086 | 0.086 | 0.085 | 0.086 | 67 |
| A8 | Stroop (2018) | 0.404 | 0.172 | 0.319 | 0.343 | 0.363 | 0.308 | 54 |
| A9 | Train (2018) | 0.125 | 0.051 | 0.065 | 0.097 | 0.124 | 0.100 | 59 |
| A10 | Genealogy (2019) | 0.058 | 0.108 | 0.047 | 0.052 | 0.057 | 0.046 | 66 |
| A11 | Stroop (2019) | 0.068 | 0.014 | 0.066 | 0.066 | 0.065 | 0.061 | 75 |
| A12 | Train (2019) | 0.196 | 0.111 | 0.113 | 0.167 | 0.193 | 0.139 | 82 |
|  |  |  |  | 50\% | ime |  |  |  |
|  |  | CPR | APR | LPR2 | LPR3 | LPR4 | WPR | $n$ |
| A1 | Dot Plot (a) | 0.061 | 0.091 | 0.059 | 0.058 | 0.061 | 0.039 | 230 |
| A2 | Histogram (a) | 0.032 | 0.053 | 0.037 | 0.034 | 0.032 | 0.026 | 224 |
| A3 | Dot Plot (b) | 0.023 | 0.122 | 0.028 | 0.022 | 0.023 | 0.027 | 133 |
| A4 | Histogram (b) | 0.042 | 0.024 | 0.037 | 0.040 | 0.042 | 0.026 | 146 |
| A5 | Dot Plot (c) | 0.065 | 0.108 | 0.055 | 0.061 | 0.065 | 0.049 | 154 |
| A6 | Histogram (c) | 0.008 | 0.027 | 0.036 | 0.021 | 0.011 | 0.023 | 169 |
| A7 | Genealogy (2018) | 0.008 | 0.009 | 0.005 | 0.005 | 0.006 | 0.009 | 76 |
| A8 | Stroop (2018) | 0.133 | 0.065 | 0.077 | 0.078 | 0.101 | 0.072 | 106 |
| A9 | Train (2018) | 0.026 | 0.013 | 0.011 | 0.010 | 0.011 | 0.006 | 62 |
| A10 | Genealogy (2019) | 0.030 | 0.047 | 0.013 | 0.018 | 0.022 | 0.012 | 68 |
| A11 | Stroop (2019) | 0.029 | 0.011 | 0.025 | 0.028 | 0.027 | 0.023 | 84 |
| A12 | Train (2019) | 0.034 | 0.021 | 0.012 | 0.011 | 0.006 | 0.011 | 84 |
|  |  |  |  | 75\% | ime |  |  |  |
|  |  | CPR | APR | LPR2 | LPR3 | LPR4 | WPR | $n$ |
| A1 | Dot Plot (a) | 0.014 | 0.051 | 0.038 | 0.027 | 0.020 | 0.039 | 240 |
| A2 | Histogram (a) | 0.002 | 0.026 | 0.009 | 0.007 | 0.004 | 0.015 | 226 |
| A3 | Dot Plot (b) | 0.007 | 0.053 | 0.015 | 0.006 | 0.007 | 0.009 | 133 |
| A4 | Histogram (b) | 0.015 | 0.005 | 0.005 | 0.010 | 0.012 | 0.004 | 146 |
| A5 | Dot Plot (c) | 0.013 | 0.021 | 0.021 | 0.014 | 0.013 | 0.023 | 157 |
| A6 | Histogram (c) | 0.004 | 0.011 | 0.012 | 0.008 | 0.005 | 0.010 | 170 |
| A7 | Genealogy (2018) | 0.002 | 0.002 | 0.001 | 0.002 | 0.002 | 0.002 | 78 |
| A8 | Stroop (2018) | 0.017 | 0.007 | 0.010 | 0.010 | 0.013 | 0.004 | 116 |
| A9 | Train (2018) | 0.002 | 0.019 | 0.007 | 0.004 | 0.004 | 0.004 | 64 |
| A10 | Genealogy (2019) | 0.018 | 0.028 | 0.015 | 0.015 | 0.016 | 0.011 | 69 |
| A11 | Stroop (2019) | 0.004 | 0.003 | 0.001 | 0.001 | 0.001 | 0.002 | 84 |
| A12 | Train (2019) | 0.005 | 0.012 | 0.013 | 0.013 | 0.006 | 0.010 | 84 |

note that the models using whole-class data (APR) and automated weighting of progress assignment to subtask (WPR) each increased the prediction performance for over half the activities at the beginning of an activity. Still, there are cases remaining where our results show that students' individual variability is more important than the average behaviour of the class. Thus, the prediction did not improve compared to the CPR model. However, it was uncommon for a model that used aggregated performance to perform significantly worse than the baseline model, indicating that these models could be a good starting point, independent of the activity type. Additionally, our results show us when during the in-class activity the different estimators perform best, which indicates how we could design a combined estimator by appropriately selecting the different modelling approaches that we proposed.

A second pattern that emerges is that there is less of a difference between models as time increases. As mentioned earlier, this difference could be explained by the decrease in the number of students who have not finished the activity, which leads to a decrease in statistical power for our analysis. However, it may also be due to the types of students who complete the activity later. There can be multiple reasons for students to take longer on an activity: they started later, they solve subtasks at a slower pace, or they have off-task behaviour. With the later start and the slower pace, we could expect a relationship with the way the students perform and how earlier students perform. In the case of starting later, it may just be a shift in time, while with the slower pace, it may just be extending the time frame. On the other hand, when the difference is not a simple transformation, as would be the case with off-task behaviour, the enhanced models may not improve the prediction. In future research, it may be beneficial to assess the relationship between earlier and later students' progress to investigate where these differences may arise.

Finally, we see that within any given time point, there is no clear pattern when assessing the results within an activity or class. For example, the Stroop (2018) activity performed better for all three of the LPR models, while the Stroop (2019) model did not. These results indicate that there was not a common pattern of time taken on activities across these two classes. This can be confirmed by looking at the progress curves in Figure 8, in which we can see that although the curves are similar, there is more of a lag at the beginning of the activity in Stroop (2018). This results in differences in the weight profiles of these two activities (see Figure 10). This lag illustrates how external classroom events such as an orchestration action of the teacher can affect the timing of an activity. This lag is not present in any of the other activities for the same students, so it is not a property of the students but may have been due to something that happened in the class that day. These results illustrate the importance of the timing model being able to take into account unexpected events that may happen in the classroom in real time. The proposed models account for these real-time events through different methods. How to combine our different techniques to obtain the optimal predictions will require future research.

To test our models, we used 12 datasets to see how they performed in a range of situations. Across the 12 datasets, there were 5 different activities and 5 different sets of students. Having an overlap of activities and students allowed us to analyze patterns that may have emerged associated with activity or student traits. As mentioned above, we found many discrepancies between the same activities and the same students when applied to different situations. These findings provide more strength to our approach, in which we do not rely on a trained model, which then may overgeneralize, and do not make any assumptions at the beginning of the activity. We are then able to apply our models to any new activity, student group, or situation without affecting the accuracy of our predictions. However, all of our datasets were collected from a higher-education setting. In this case, our results may have limited generalizability to $\mathrm{K}-12$ education if students follow drastically different progression patterns.

In practice, over all the estimators we presented, the error rates for the prediction are quite satisfactory. For example, looking at the $75 \%$ time of the activities, the prediction errors in terms of RMSE are nearly never above 0.15 and are on average 0.103 for the CPR model. An error means that the prediction estimator on average wrongly predicts one more or one less subtask completed for an activity with ten subtasks. Given the unpredictability of student behaviour in general, we found this to be a very satisfactory result. Figure 3 illustrates well the very high variance in the time students take to complete subtasks of an activity, and Section 3 details the difficulty of predicting students' progress.

In addition to the error rates for the individual predictions, we also evaluated the error rate for predicting the average progress of the classroom. In this case, the errors are much lower. For example, at the time $75 \%$ (which is the most relevant time because it is closer to the moment that the teacher actually decide to transition to the next task), the error rate of the averaged prediction is always below 0.02 . This could be the result of the estimator making perfectly accurate predictions for 98 students of a class of 100 students and completely wrong predictions for the remaining 2 students. We again find this range of error rate for a tool aimed at supporting teachers' decisions satisfactory.

### 6.1 Future Work and Limitations

This paper provides an initial step toward the prediction of activity completion. Several future steps can be taken to build upon this work. First, the current models do not provide insight into the reasoning behind the different completion patterns. For
example, if students increase their speed per task during an activity, it is not clear what mechanism is leading to this increase. The students may be becoming more familiar with the task, the task difficulty could be decreasing, or the students could be no longer engaged with the activity and quickly clicking through, among other reasons. Because these models were not designed to provide insight into the process but rather provide an accurate prediction for future progress and completion, future work is needed. By understanding the underlying mechanisms affecting students' progress, teachers can not only transition activities at optimal times but also adapt the activity to students' needs.

Additionally, the estimators described in this paper are based solely on discrete measurements of student progress during activities that can be naturally divided into a sequence of subtasks. The estimators we presented are limited to this particular case and would not directly generalize to other contexts. This limitation could be extended in three ways. First, progress could be measured continuously and be generalized to activities that are not naturally divisible into subtasks, such as writing essays or brainstorming. A second improvement worth investigating is to extend our use of current whole-class data to improve the prediction to study how data collected previously from the same class or data collected previously from the same activity can be used in the predictions (Boyer \& Veeramachaneni, 2015). The estimators described in this paper are limited to using only data from the current activity and do not use other sources of data. This has the advantage of making the estimators easily usable without preparation but misses opportunities to increase the quality of predictions. Learning from other sources of data would also allow the use of more data-intensive algorithms for prediction, such as deep neural networks, because they will use more data than the real-time estimators we describe in this paper. Finally, a third extension is to use other sources of data not directly related to students' progress. For example, evaluating in real time the state of the student (idle/active) during the activity could inform the predictions to know when the student is not likely to make progress. This could be done using eye tracking or video recording (Hutt et al., 2017).

In this work, we focus on making a separate progress prediction for each student, but because the goal of these predictive models is to support teacher orchestration, the individual student data needs to be aggregated to provide the teacher with an overview of the progress and completion for the class as a whole. A simple average of students' progress over time is not sufficient information. For example, when the average progress is at $50 \%$, this could indicate that all students have a progress of $50 \%$ or that half of the students have completed the activity while the other half have not started (or anywhere in between). Because an average of the progress of the class can be explained by several states of the class, in current work using these estimators in the classroom, we display both the average progress and the rate of completion. In future research, we will investigate how to display this information efficiently to teachers and the impact that the progress prediction has on teacher orchestration.

Additionally, it may be beneficial to go beyond the prediction of student progress to predict the optimal time to switch and what the trade-offs may be for taking more or less time (Dillenbourg et al., 2016). As part of these trade-offs, it is important to consider not only how much further in the activity a student will progress if given more time but what the impact on their learning may be. To investigate this impact, we need to explore the differences in learning gains that occur between different levels of completion of an activity. Using this relationship, we could build a system that automatically estimates optimal transition times between activities and could provide more meaningful information to teachers about how transitions will affect student learning.

Because our models allow us to predict the progress of students at a given point in time or to predict the time at which students will reach a given point of progress, they can be used in the classroom to support activity transitions. In the classroom, it can be difficult for teachers to monitor all students at the same time, particularly when students are working on individual or small-group tasks. Using teacher dashboards, teachers can easily monitor and process the data and actions of students in a consolidated form (Klerkx, Verbert, \& Duval, 2017; Schwendimann et al., 2016). Our models can be used as the back end to the dashboard to provide this information to teachers. How this information is provided is still an open question, with research only beginning to investigate the different levels of orchestration support that can be provided (van Leeuwen, Rummel, \& van Gog, 2019). In the case of timing, the information could be shown as a graph, as in Figure 5, or as a set of recommendations based on the prediction. How best to use these models to provide teachers with timely information is a direction for future research.

## 7. Conclusion

In this paper, we present estimators to predict the future progress of students as they work on individual activities in the classroom. Our techniques principally address the challenges arising from individual differences in students. Furthermore, two of our estimators also use data collected from the whole class to improve individual predictions. By predicting the future progress of students, we address a practical issue in the classroom of teachers not being able to fully monitor their students and not knowing when to transition to the next activity. Specifically, in large lectures, the teacher cannot move around the classroom, and common indicators of completeness, such as the noise level in the classroom, can often be misleading. By
having an accurate prediction of when students may complete an activity, teachers can make informed orchestration moves, such as giving time warnings instead of suddenly switching to a new activity. Teachers being able to make more informed decisions about activity time can prevent students who have already completed the activity from waiting too long as well as preventing those who are still working on a task from getting cut off too early.

Additionally, by analyzing the strengths of different variations of our estimators, we gained further insight into students' behaviour during classroom activities. Our work showed how different strategies for predicting students’ progress would perform based on individual differences from and similarity to the average of the whole class. Overall, our work contributes to the field of learning analytics by introducing a novel approach to evaluating students' progress and progress rates during activities in classrooms. Moreover, our work has direct implications for supporting teachers' orchestration by addressing their need for time management support.
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