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First-year courses have been used to bolster college student success, but
empirical evidence on their efficacy is mixed. We investigated whether
a first-year science of learning course, focused on self-regulated learning,
would benefit first-generation college students. We randomly assigned stu-
dents to a treatment condition involving enrollment in the course, a compar-
ison condition in which students bad access to online course materials only,
or a control condition. From this larger study, we recruited 43 students to
participate in a laboratory task involving learning about the circulatory sys-
tem with a computer. We found that treatment and comparison students
experienced greater changes in conceptual knowledge than the control
group, and we found differences in the enactment of monitoring and strat-
egy use across conditions.
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n average, individuals with a postsecondary degree earn more than
Otheir peers who lack one (Kena et al., 2015). Unfortunately, institutions
of higher education in the United States continue to struggle to retain and
graduate their students (Redford & Hoyer, 2017). Retention and graduation
rates are particularly low for first-generation college students (FGCS;
Lohfink & Paulsen, 2005; Redford & Hoyer, 2017), typically defined in the
United States as those students whose parents have no postsecondary expe-
rience. Research has shown that FGCS, who on average comprise 33% of 4-
year and community college populations, are less likely to be academically
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prepared for college and graduate at much lower rates than their peers
whose parents have some postsecondary experience, despite FCGS’ equiva-
lent desire to succeed (Cahalan & Perna, 2015; X. Chen, 2005; Lauff & Ingels,
2013; Redford & Hoyer, 2017). This disparity between desire and result has
led educators and researchers to explore multiple ways of supporting FGCS
success.

College and university educators have implemented first-year courses in
an attempt to bolster students’ resilience, motivation, and knowledge, with
presumed subsequent effects on retention and academic achievement
(Hofer & Yu, 2003; Strayhorn, 2013; Young & Hopp, 2014). A recent meta-
analysis of research on these courses revealed that, on average, they had
very small effects on GPA (8 = .02) and retention (8 = .11) despite their
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often-high financial and human resources costs (Permzadian & Credé, 2016).
That meta-analysis revealed that courses focused on particular academic
topics (e.g., history, science) were less effective than those focused on
adjustment and orientation to higher education (e.g., review of campus
resources and policies, instruction on study skills, time management, and
learning strategies). The higher efficacy of courses focused on helping stu-
dents “learn how to learn” (Hofer & Yu, 2003, p. 30) is not surprising
when viewed through the lens of theory and research on self-regulated
learning (SRL; Greene, 2018; Zimmerman, 2013). Self-regulated learners
have indeed learned how to learn: They are able to pursue valued academic
goals via planning, monitoring, controlling, and evaluating their cognition,
motivation, behavior, and emotions, such as by using effective strategies
and knowing how to self-motivate. The knowledge, skills, and dispositions
to enact SRL are not intuitive or innate but can be acquired (Bjork, Dunlosky,
& Kornell, 2013) and are predictive of academic performance (Dent &
Koenka, 2016; Dignath & Biittner, 2008). Early research on SRL focused on
its effects on achievement outcomes, but more recently researchers and edu-
cators have also become interested in SRL as a process (Azevedo, 2005;
Greene et al., 2015; Schunk & Greene, 2018; Winne & Perry, 2000) and
how students’ enactment of SRL processes can be influenced (Dignath &
Bittner, 2008; Graham, Harris, MacArthur, & Santangelo, 2018). Research
findings suggest that the effects of first-year courses on retention and
achievement may be significantly mediated by the degree to which they
enhance students’ ability to self-regulate their learning (Paris & Paris, 2001;
Zimmerman, 2013); therefore, SRL may be a particularly important predictor
of FGCS success.

In this study, which is part of a larger project on the short-term and long-
term outcomes of a first-year science of learning course for FGCS (e.g., Hofer
& Yu, 2003), we investigated whether this course had effects on a very spe-
cific, but common, aspect of the college student experience: learning with
a computer-based learning environment (CBLE; Azevedo, 2005). We ran-
domly assigned students to a treatment condition (i.e., enrollment in
a face-to-face science of learning course), a comparison condition (i.e.,
access to readings from the course but no enrollment in the actual course),
and a control condition (i.e., business as usual with no access to course or
materials). Then, at the end of the semester, we recruited participants to
engage in a laboratory study in which they were asked to think aloud
(Ericsson & Simon, 1993; Greene, Deekens, Copeland, & Yu, 2018) as they
used a computer to learn about the circulatory system. The think-aloud pro-
tocol (TAP) data allowed us to capture the kinds of SRL processing partici-
pants enacted, and we used pretest and posttest measures to assess
changes in declarative and conceptual knowledge as a result of using the
computer. We hypothesized that treatment participants would show greater
changes in knowledge scores from pretest to posttest than from comparison
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or control participants. Also, we investigated how SRL processing differed
across these groups and how this processing predicted changes in knowl-
edge over the course of the task. These data afforded a window into both
product (i.e., changes in knowledge) and process (i.e., TAP) effects of the
science of learning course and shed light on how such courses change the
ways in which FGCS enact the knowledge, skills, and dispositions necessary
for success in higher education (Azevedo, 2005).

Literature Review
First-Generation College Students

Although researchers have defined FGCS status in a variety of ways
(Demetriou, 2014), it is generally understood in the United States that
FGCS are college students whose parents did not attend college or postsec-
ondary education (Demetriou, Meece, Eaker-Rich, & Powell, 2017).
Researchers and educators have endeavored to understand how to support
FGCS and increase the likelihood of their college success (Perna & Thomas,
2006). Supporting FGCS benefits them during college as well as after they
graduate (Garriott, Hudyma, Keene, & Santiago, 2015). Understanding the
characteristics, challenges, and assets unique to FGCS is essential to deter-
mining how to support them effectively.

In terms of background, FGCS are more likely than non-FGCS, known as
continuing-generation college students (CGCS), to be older, married, part-
time students; live off campus; receive financial aid; and work full time while
enrolled in school (Demetriou et al., 2017; Pike & Kuh, 2005). FGCS more
often come from diverse sociocultural and socioeconomic backgrounds
compared with CGCS (Demetriou, 2014). FGCS are more likely to be from
an underrepresented ethnic background and to speak a home language
other than English (Bui, 2002; Redford & Hoyer, 2017). FGCS often find dif-
ferences between the sociocultural norms and values of their homes and
their K-12 context, as well as their higher education context (Stephens,
Markus, Fryberg, Johnson, & Covarrubias, 2015). These differences make it
more difficult for FGCS to acquire college readiness knowledge and skills
(e.g., SRL) during their K-12 education (Gamez-Vargas & Oliva, 2013;
Stephens et al., 2015).

Studies suggest that FGCS are less academically prepared for college
than CGCS (Choy, 2001; Redford & Hoyer, 2017). FGCS report feeling less
prepared for college and fear failing in college more than CGCS (Pike &
Kuh, 2005). They are more likely to have lower scores on the SAT, take fewer
college credits, receive lower grades, need more remedial assistance, and
withdraw from or repeat courses they attempt, as compared with CGCS
(X. Chen, 2005). However, FGCS do not differ from CGCS in terms of their
desire to succeed in college (Lauff & Ingels, 2013). Also, FGCS report
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knowing less about college social environments than their CGCS peers,
which can lead to stress (Pike & Kuh, 2005).

Whereas many FGCS experience challenges in their transition to college,
they are also likely to possess unique strengths. For example, in one study,
FGCS of color from a low socioeconomic status demonstrated more resil-
ience in the face of challenges than CGCS (Morales, 2014). As FGCS come
from a more diverse socioeconomic and sociocultural background, they
also demonstrate greater diversity in their goals (e.g., more group and
community-related goals) that assist in completing the different types of
coursework in college (Stephens et al., 2015). Depending on the context
the students found themselves in, identifying as FGCS was also a source
of strength for them in school (McKinley & Brayboy, 2004). In conclusion,
FGCS who get into college certainly have the potential to succeed, but
they are less likely to persist to graduation, on average, for a variety of rea-
sons. It is important to provide environmental supports that help them suc-
ceed in college, so that they can persist to reach their educational goals. One
support that universities can provide for FGCS is first-year courses.

First-Year Courses

Administrators and educators at many institutions of higher education
have turned to first-year courses in their attempt to improve the academic
performance and retention of their students. Retention benefits these institu-
tions in terms of their academic mission of promoting student success, but
also financially; replacing students who drop out costs more money than
retaining them, and students doing better academically need fewer support
services (Permzadian & Credé, 2016). Unfortunately, the empirical evidence
regarding the efficacy of first-year courses, in terms of students’ retention
and academic performance, is mixed (Permzadian & Credé, 2016).

Four Main Types of First-Year Courses

Based on the literature, there are four main types of first-year courses:
transition, academic themed, discipline themed, and remedial themed
(Barefoot, 1992; Porter & Swing, 2006). Most institutions offer only one
type of course, whereas some institutions provide a mixed format, in which
students can choose from different types of seminar courses (Porter & Swing,
2006). Instructors leading first-year transition courses intend to help students
acclimate to college life. Topics covered in these courses typically include
study skills, connecting with faculty and staff, orientation to the campus
and college life, and personal wellness (Rogerson & Poock, 2013).
Findings on the effectiveness of this type of seminar are varied. Barton
and Donahue (2009) found that enrollment in a first-year seminar transition
course led to increases in GPA (Cohen’s d = 0.19 as calculated based on
reported ¢ and df), but not retention, as compared with students who chose
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to take a shortened orientation course (i.e., either 1 week during the summer
or a one-credit course during the fall semester). Cambridge-Williams,
Winsler, Kitsantas, and Bernard (2013), on the other hand, found that stu-
dents enrolled in transition courses had higher long-term academic retention
(i.e., 4-year retention rate for treatment students was 75.0% compared with
59.9% for control), and higher graduation rates (i.e., 7-year graduation rate
for treatment students was 68.7% compared with 55.9% for control), than
students not enrolled in the courses. They also found that students self-
reported higher short-term self-efficacy and SRL skills. Additionally, Miller
and Lesik (2014) found evidence of higher retention for students in transition
courses compared with students not enrolled in these courses, but only for
retention during the students’ first year (i.e., transition course students’ odds
of dropout were 40% compared with those of peers who did not participate
in transition course) and graduation in their fourth year (i.e., transition
course students were 1.9 times more likely to graduate).

A variety of instructors, including graduate students and full-time faculty
from many disciplines, teach academic-themed first-year seminars. For these
seminars, the instructors usually focus on an academic topic of their choice
but are required to integrate common themes into their lessons (e.g., how to
be reflective learners; Zerr & Bjerke, 2016). Research on this type of seminar
is limited, but Zerr and Bjerke (2016) notably compared these academic-
themed first-year courses with first-year transition courses and found no dif-
ferences in student retention or GPA, but they did find higher student
engagement. They also found that students rated these seminars negatively
due to the amount of work required.

Discipline-themed first-year seminars offer students an introduction to
a specific major or academic area (e.g., introduction to computer science),
or preprofessional skills (e.g., public speaking or leadership; Black, Terry,
& Buhler, 2016). Black et al. (2016) studied a variety of discipline-themed
first-year courses and found that students enrolled in the specialized (e.g.,
introduction to computer science) and business-themed courses had statisti-
cally significantly higher retention rates from the fall to the spring semester
than students enrolled in the generalized (e.g., elementary group dynamics)
and English courses, as well as any courses tailored to transfer students.

Remedial-themed first-year courses focus on study skills and adjustment
to college (e.g., time management, test preparation, and career planning).
The main difference between remedial-themed and other types of seminars
that also teach skills and adjustment techniques (e.g., transition seminars)
is the type of students enrolled in the course. Namely, institution officials
usually reserve remedial-themed first-year courses for at-risk, transfer, or
struggling students (Forster, Swallow, Fodor, & Fousler, 1999). Researchers
have reported that students enrolled in remedial courses exhibit higher
grades than would be predicted based on their previous performance
(Cone & Owens, 1991). These students also had higher retention rates
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(i.e., an increase in retention rate from 7% to 53%, Cone, 1991; Forster et al.,
1999) and gains in study skills (Forster et al., 1999) compared with other at-
risk cohorts that were not offered the courses.

Comparison of the Different Types of First-Year Seminars

Although many researchers have looked at these various types of
courses separately, some have looked across the different types to determine
which is the most effective. In a meta-analysis focused on first-year courses
at the collegiate level, Hattie, Biggs, and Purdie (1996) investigated the effec-
tiveness of teaching students learning or study skills, which were a central
component to several different types of courses. They found that the overall
effect of these courses at the university level (i.e., Cohen’s d = 0.27) was
below the average effect of other typical interventions in education.
Despite more positive attitudes as a result of enrollment in these courses,
students did not demonstrate substantive performance gains. The authors
concluded that study skills training was relatively ineffective.

In another meta-analysis, Permzadian and Credé (2016) used categoriza-
tions from Barefoot (1992) to code seminars as extended orientation, aca-
demic, or hybrid. Unfortunately, they excluded seminars focused on study
skills because Hattie et al. (1996) already had discussed the overall effective-
ness of these types of courses. Overall, they found that first-year courses had
almost no effect on first-year GPA (8 = .02) and only a small effect on 1-year
retention rates (& = .11). However, they found variance in efficacy. Using
moderator analyses, they found the characteristics that had the largest effects
on GPA were hybrid courses (i.e., a combination of extended orientation and
academic content, 8 = .11), implementation at a 2-year institution (8 = .22),
studies published in a peer-reviewed publication (8 = .09), and randomized
(8 = .40) or ex post facto with matching research designs (8 = .11). For 1-year
retention, the characteristics that produced the largest effects were extended
orientation (8 = .12), stand-alone courses (i.e., compared with those con-
nected to other courses as part of a learning community, 8 = .12), courses
taught by faculty or staff (i.e., compared with classes taught by graduate stu-
dents, 8 = .10), and courses that targeted all first-year students (& = .12).
Finally, they hypothesized that the low overall effect sizes may have been
due to a lack of randomized experiments on these courses.

A Fifth Type of First-Year Seminar

Missing from these meta-analyses, however, is a fifth type of first-year
seminar: learning to learn (i.e., science of learning). Even though these
courses share some topics with transition courses (e.g., test-taking strategies,
metacognitive skills), they are entrenched in educational and cognitive psy-
chology research, including work on learning and memory (Hofer & Yu,
2003). These courses are typically inclusive of all students (i.e., not just
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remedial students). Although the literature on this type of course is limited,
there are promising findings. For example, Tuckman and Kennedy (2011)
found that students enrolled in learning to learn courses had higher GPAs
(y = .1D), retention rates, and graduation rates (i.e., expected odds of grad-
uation for students in the course were 1.69 times greater than control) than
those first-year students not enrolled in the course. Hofer and Yu (2003)
found that students in these courses reported lower test anxiety by the
end of the semester and “significant increases in . . . memorization, elabora-
tion, organization, deep processing, planning, and metacognition” (p. 31,
Cohen’s d ranged from 0.62 to 1.22). Finally, Wingate (2007) suggested
that most study skills seminars do not support students holistically (i.e.,
being able to apply these skills to all courses) and that their focus should
shift to learning how to learn (i.e., SRL), thereby changing students’ “percep-
tions, learning habits, and epistemological beliefs” (p. 395).

Self-Regulated Learning

SRL refers to how “learners systematically activate and sustain their cogni-
tions, motivations, behaviors, and affects” (Schunk & Greene, 2018, p. 1) toward
attaining their personal learning goals. Quite a few distinct models of SRL have
been proposed, but most of them have common assumptions: (1) learners are
active participants in the construction of the knowledge; (2) learners have the
abilities to observe and alter different aspects of their learning, as necessary;
(3) learners enact the abilities in (2) based on their goals, criteria, or standards;
and (4) that SRL processing serves as a mediator in the relationship between
personal or contextual characteristics and learning outcomes (Pintrich, 2000).
Most SRL models (e.g., Winne & Hadwin, 2008; Zimmerman, 2013) also include
phases of SRL in which learners enact processes preceding learning (e.g., self-
motivating, planning), during learning (e.g., monitoring progress against stand-
ards and toward goal achievement, changing plans or strategies as needed), and
then after learning (e.g., reflecting, evaluating; Greene, 2018).

Research in SRL has developed greatly over the past 40 years (Winne,
2018), including investigations into the various kinds and aspects of cogni-
tion, metacognition, motivation, and strategy use that are critical for learning
(Vandevelde, Van Keer, Schellings, & Van Hout-Wolters, 2015). These studies
have been conducted with populations ranging from graduate students
(Mullen, 2011; Whipp & Chiarelli, 2004), to undergraduate students
(Kauffman, 2004; Moos & Azevedo, 2008), high school students (Winters
& Azevedo, 2005), middle school students (Cleary & Kitsantas, 2017; Eom
& Reiser, 2004; Kramarski & Mizrachi, 2006), and, more recently, elementary
populations (Neitzel & Connor, 2017; Vandevelde et al., 2015), with the vast
majority of these investigations revealing high correlations between effective
SRL and learning performance. Also, research has shown strong relations
between SRL and students’ knowledge gains when using CBLEs to acquire
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conceptual understanding via text-based and multimodal information sour-
ces (Azevedo, 2005; Dent & Koenka, 2016; Greene et al., 2015; Winters,
Greene, & Costich, 2008). However, much of this research has been correla-
tional in nature, precluding claims of causality.

The vast majority of empirical research has been focused on the predictive
validity of various SRL processes, either individually (e.g., practice testing;
Adesope, Trevisan, & Sundararajan, 2017) or aggregated in some manner
(Cleary & Kitsantas, 2017; Deekens, Greene, & Lobczowski, 2018). Less has
been done to investigate the relationships between various SRL processes using
objective measures, such as observation and performance (Ben-Eliyahu &
Bernacki, 2015), though existent findings show that learners who accurately
evaluate and calibrate their comprehension (Alexander, 2013) have greater ten-
dencies to recognize ineffective learning strategies and switch to new ones
(Binbasaran Tuystuzoglu & Greene, 2015; Dunlosky & Thiede, 2013).
Likewise, Deekens et al. (2018) found more frequent enactment of monitoring
processes predicted more frequent use of deep-level strategies (i.e., strategies
that foster elaboration and recall), which in turn predicted learning perfor-
mance, above and beyond the effect of prior knowledge. Clearly, there is
a need for further research on the role of conditional, contingent, and adaptive
SRL processing (e.g., planning, monitoring, enacting of strategies, and evaluat-
ing progress and learning; Ben-Eliyahu & Bernacki, 2015) in learning how to
help students enact those processes efficiently and effectively, and how changes
in SRL processing relate to academic outcomes (Schunk & Greene, 2018).

Intervention research has revealed that SRL can be taught within courses
and that students do seem to benefit from such instruction (e.g., P. Chen,
Chavez, Ong, & Gunderson, 2017; Zepeda, Richey, Ronevich, & Nokes-
Malach, 2015). However, there have not been systematic investigations of
whether SRL training effects transfer to other courses or context. If one of
the purported goals of SRL research is to help students truly self-regulate,
then instruction on SRL should transfer beyond the context in which it
was learned (Alexander, Dinsmore, Parkinson, & Winters, 2011). This is
one of the goals of first-year learning to learn courses (Hofer & Yu, 2003).

Measuring Self-Regulated Learning

One limiting factor in the research on how to bolster SRL has been the
challenge of effective and efficient measurement of SRL processing. In the
past, researchers have measured SRL predominantly by self-report surveys
and other instruments administered outside the actual context in which
the SRL occurred (i.e., offline measures; Winne & Perry, 2000) such as struc-
tured interviews and teacher ratings. These types of measures have their
advantages, including the ease with which they can be administered in
large-scale testing (Schellings & Van Hout-Wolters, 2011) and their general
feasibility, but their asynchronous administration requires the assumption
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that learners, or their teachers, can accurately recall relevant cognitive, meta-
cognitive, motivational, behaviors, and affective processing. Furthermore,
self-report measures present a closed set of response options, generated
by researchers, that may not represent all the ways in which learners engage
in SRL or present those ways in language that learners can understand.
There is evidence that scores on self-report measures may not correspond
to actual learner behavior (Veenman, 2007, 2011a, 2011b; Winne & Perry,
2000). In addition, self-report instruments, such as the ubiquitous
Motivated Strategies for Learning Questionnaire (Pintrich, Smith, Garcia, &
McKeachie, 1991), are too coarse grained (i.e., at a level that does not
pick up on contextual details; Karabenick & Zusho, 2015), which has
impelled investigators to use online (i.e., capturing SRL as it occurs) method-
ologies, including trace data (Perry & Winne, 2000), eye tracking (Scheiter,
Schubert, & Schiiler, 2018; Trevors, Feyzi-Behnagh, Azevedo, & Bouchet,
2016), and verbal report protocols (Azevedo & Cromley, 2004; Greene &
Azevedo 2009; Greene, Deekens, et al., 2018).

Ericsson and Simon (1980, 1993) established that TAPs could help
researchers gain insight into thinking without being too disruptive. These
protocols involve learners verbalizing, but not explaining, all of their
thoughts while working on a learning task (e.g., “I didn’t understand what
I just read, 'm going to read it again”). These data can reveal SRL processing
(e.g., judgment of learning). Veenman, Elshout, and Groen (1993) found that
TAPs might slow learners’ performance in a learning activity, but they do not
seem to alter regulatory processing. Subsequent research (e.g., Bannert &
Mangelkamp, 2008) has supported these conclusions.

Perhaps more important, many researchers have successfully employed
TAPs to reveal relations between online SRL processing and learning out-
comes (e.g., Azevedo, Moos, Greene, Winters, & Cromley, 2008; Greene &
Azevedo, 2007; Vandevelde et al., 2015). TAPs provide data that can capture
SRL’s dynamic, conditional, contingent, and contextual aspects (Greene,
Deekens, et al., 2018; Ben-Eliyahu & Bernacki, 2015) that retrospective
measures such as self-report instruments cannot elicit (Greene et al.,
2015). TAPs’ open-ended nature also provides richer data than self-report
instruments because participants are able to verbalize freely, instead of being
restricted to Likert-type items found in surveys (Greene, Robertson, & Costa,
2011). Such data allow students to share what they perceive they are actually
doing and thinking, as opposed to being forced to choose among only those
activities listed on a self-report measure.

Purpose of This Study

Research on academic performance suggests that the majority of college
students and, in particular, many FGCS, would benefit from additional
instruction in SRL (Greene, 2018; Zimmerman, 2013). First-year seminars
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can provide an extended, focused opportunity to directly instruct SRL and
provide opportunities for practice with support and feedback. In this study,
we randomly assigned FGCS to a treatment science of learning course with
a strong focus on SRL, a comparison condition in which students had access
to course materials but no actual instruction or support, or a business-as-usual
control condition. Then, at the end of the semester, we recruited these college
students to participate in a laboratory study of their ability to enact SRL while
using a computer to learn. We chose this method of data collection to gather
multimodal data on how FGCS students transferred their SRL skills to new
learning contexts. We had one hypothesis and two research questions. First,
we hypothesized that treatment participants would outperform participants
in the other groups in terms of their acquisition of declarative and conceptual
knowledge as a result of learning with the computer. Our research questions
were “In what ways do participants in each group enact SRL processing differ-
ently?” and “How does SRL processing relate to conceptual knowledge at
posttest?” We expected that participants who took the science of learning
course would more frequently enact SRL processing, including more frequent
monitoring and use of effective strategies, than students in the comparison or
control conditions. We did not have expectations about differences in SRL pro-
cessing between comparison and control conditions.

Method

Participants

During spring 2016, fall 2016, and spring 2017 semesters, we recruited
FGCS at a highly selective university in the southeastern United States via
email to participate in a study on the effects of a science of learning course
on FGCS success. The students who agreed to participate in the study were
randomly assigned into the experimental course condition to take the sci-
ence of learning class, a comparison condition that had access to course
materials online but did not enroll in the actual course, or a control condition
where they did not take the course or receive access to any course materials.
From this larger study including 137 students, we recruited 43 students to
participate in the laboratory study described here. Of those 43 students
who agreed to participate in the laboratory study, 20 participants were
from the science of learning course condition, 11 participants were from
the comparison condition, and 12 students were from the control condition.
Recruitment for the laboratory portion of our study was a challenge, despite
high participant incentives, requiring us to extend data collection across
multiple semesters and sections of the science of learning course.
Participants’ ages ranged from 18 to 35 years, with a mean age of 20.72 years
(8D = 3.14). There were 11 male and 32 female participants. Average
reported GPA was 3.08 (SD = 0.46), with a range of 1.90 to 3.89. The most
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common majors were psychology (13), biology (8), and exercise and sport
science (6).

Procedures

This science of learning course was designed as a learning to learn class
(e.g., Hofer & Yu, 2003). The course was part of a U.S. Department of
Education (2016) “First in the World” grant, called The Finish Line Project
(FLP; https://www2.ed.gov/programs/fitw/index.html). The FLP focused on
piloting well-researched programs and supports that increase FGCS success
in college and progress to degree. As a part of the FLP grant, this study was
advertised to FGCS via email. It was explained to students that if they agreed
to participate in this study, they would be randomly placed into one of the
three conditions, and that, as they participated in the study, they could be eli-
gible to participate in a secondary research study, which would involve sep-
arate compensation. To ensure equitable benefits for all participants, those
FGCS randomly assigned to comparison or control conditions were told that
they would have priority if they wanted to take the course the following
semester. For this laboratory study, students could only participate in their first
semester in the larger study (e.g., a student who was in the comparison con-
dition in spring 2016 and did not participate but then was placed in the treat-
ment class in fall 2016 would be ineligible to participate in this study, because
they had access to course materials for two semesters).

Toward the end of the semester in which they participated, students
were invited to take part in a second laboratory portion of the research
study. For this laboratory part of our research, we advertised for participants
in each condition differently. In the treatment condition, we advertised by
emailing the course students twice, and we advertised in class once. We
advertised in the comparison and control conditions by emailing participants
twice. We offered monetary compensation, in the form of a gift card redeem-
able at multiple businesses (e.g., Apple, Target) to incentivize participation
in the laboratory study.

The Science of Learning Course

The science of learning course met twice a week for 1 hour and 15
minutes each. It was 3 credit hours, and there were between 13 and 20 stu-
dents over multiple sections of the course and three semesters. In this
course, students were expected to gain an understanding of the conceptual
and empirical foundations of the science of learning, and they were also
asked to apply this understanding to coursework, exams, and their own edu-
cation. The goals for this course were for the students to be able to critically
evaluate learning and education claims in the scholarly literature and media
as well as be knowledgeable on how student motivation, deep learning strat-
egies (Dinsmore, 2017), and self-regulation (Zimmerman, 2013) relate to
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academic success. Topics discussed in the course included academic SRL,
internal and external factors of motivation, growth mind-set (i.e., implicit
theories of intelligence; Dweck & Master, 2008), the information processing
system, knowledge and expertise, intelligence, goal setting, emotions and
cognition, technology and learning, sleep, exercise, and deep learning strat-
egies, including spaced versus massed practice and elaboration. Specifically,
we provided students with direct instruction on SRL and strategies and how
they could use them to succeed in college. We used Zimmerman’s (2013)
model of SRL as a foundational aspect of the course, in terms of both provid-
ing students with an understanding of how to learn more effectively and also
as an organizer of other topics in the course such as the roles of monitoring
and strategy use in learning. In addition, we gave them opportunities in class
to practice the various aspects of SRL during authentic learning activities and
provided them with feedback.

We followed numerous procedures to ensure consistency in the course
over the three semesters. First, we had the same two instructors teach the
course. In the first semester, both instructors taught together (i.e., one instruc-
tor of record, one teaching assistant). For the next semester, the two instruc-
tors each taught a class separately. In the last semester, one of the instructors
taught the course. Next, we created common assessments to use in each
course across all three semesters, including weekly quizzes, five homework
paper assignments, a midterm exam, and a final exam. Students completed
the homework paper assignments independently, reflecting on how the mate-
rial applied to their own personal and academic experiences (e.g., reflecting
on their own SRL skills and identifying strengths and areas for improvement).
Finally, the lesson plans were also similar across semesters. These lessons con-
sisted of short lectures, class discussions, partner activities, small group discus-
sions, videos and other media, and formative assessment questions using
PowerPoint. Overall, our efforts to ensure consistency across semesters added
to the quality and rigor of our research design.

Laboratory Study Procedures

To conduct our laboratory study of how students used a CBLE to acquire
conceptual understanding, we used a procedure similar to the one used by
Azevedo and colleagues (Azevedo, Gutherie, & Seibert, 2004; Azevedo,
Johnson, & Burkett, 2015). Each learning session was conducted in
a room with one participant and one researcher. First, the participants
were informed of the length of time for the learning session and that they
were able to opt out at any time without penalty. No participants chose to
opt out. On agreeing to continue, the participant read and signed the labo-
ratory study consent form that was approved by the university’s institutional
review board. Then, the participants had 15 minutes to complete the pretest.
Participants were given the instructions to complete each page in the order
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provided, without skipping ahead or moving backward. The participants
received no instructional material during the pretest and they were not
told that the posttest would be identical to the pretest.

Next, on completion of the pretest, the participants received a tour of the
relevant CBLE pages on heart, blood, and the circulatory system, within
Microsoft Encarta (Microsoft Corporation, 2007). Then, participants were taught
how to think aloud (Ericsson & Simon, 1993; Greene, Deekens, et al., 2018),
including instructions to verbalize all thoughts and reading while interacting
with the CBLE. Participants were able to practice thinking aloud within the
CBLE using text irrelevant to the learning task, and researchers provided feed-
back on their verbalizations. Participants were told that they should verbalize
but not explain their thinking, per Ericsson and Simon’s (1993) protocol.

At this point, the participants were presented with the learning task in
written form, which asked them to use the CBLE to learn about the circula-
tory system. The researcher read this task aloud to them, which included the
following in bold: “Make sure you learn about the different parts and their
purpose, how they work both individually and together, and how they sup-
port the human body.” The learning task, which also reminded the partici-
pants to think aloud while learning, was posted next to the computer.
Participants were given 30 minutes to learn in the CBLE without interruption.
Participants were allowed to take notes, but were not required to do so, and
informed that they would not be able to use them for the posttest.

The researcher audio- and videotaped the learning session, and we used
screen capture software to record the computer screen. If the participants
were silent for more than 2 seconds, the researcher prompted them to ver-
balize their thoughts by saying, “Keep talking, please.” Such prompts
occurred rarely and sporadically. Additionally, verbal time prompts were
given to the participant at 20, 10, and 2 minutes left. After the 30 minutes,
all recording devices were turned off, the CBLE was closed, and any notes
taken by the participants were collected.

Last, participants were told that they had 15 minutes to complete the
written posttest. They were not given access to the learning materials or their
notes. On completion of the posttest, participants completed a demographic
questionnaire. After the demographic questionnaire was completed, the
researcher debriefed each participant about the study and asked each one
of them to refrain from sharing the specific details of their participation in
the study with other potential participants. In total, participant time in the
laboratory study did not exceed 90 minutes.

Measures
Knowledge Measures

We collected pretest and posttest knowledge measures based on the
work of Azevedo et al. (2004). These included matching (i.e., connecting
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14 terms with their appropriate definition) and labeling (i.e., correctly iden-
tifying various parts of the heart) tasks, as well as a conceptual essay. For our
declarative measures, two trained graduate students scored the matching
and labeling portions of each participant’s pretest and posttest for accuracy
against an answer key. To score the conceptual knowledge measures, our
mental model rubric included 12 possible scores that progressed from no
understanding to complete understanding of the circulatory system. The
12 scores were (1) no understanding, (2) basic global concept, (3) basic
global concept with purpose, (4) basic single-loop model, (5) single-loop
model with purpose, (6) advanced single-loop model, (7) single-loop model
with lungs, (8) advanced single-loop model with lungs, (9) double-loop con-
cept, (10) basic double-loop model, (11) detailed double-loop model, and
(12) advanced double-loop model. The 12 scores can be clustered into three
categories (i.e., low, intermediate, and high conceptual understanding) based
on understanding of the circulatory system as involving lungs (i.e., intermedi-
ate) and consisting of a double loop (i.e., high). Inter-rater reliability was cal-
culated. The overall inter-rater reliability between scorers was 77.34%.

Think-Aloud Protocol Coding

We used TAPs to capture students’ SRL. We transcribed these TAPs and
coded them using a codebook and scheme from Azevedo et al. (2008), adap-
ted for this study (see Online Supplementary File A in the online version of the
journal). Within our coding scheme, 31 microlevel self-regulatory processes
(e.g., taking notes, monitoring use of strategies) could be coded based on
transcript content. Segments consisted of a word or a group of words that cor-
responded to one of the microlevel SRL processes. For example, if a participant
stated, “I don’t understand that,” the statement would be coded as a Judgment
of Understanding, with a negative valence (JOU—). If a segment was not cod-
able or multiple microlevel codes could have reasonably been assigned to it,
we coded the segment as No Code (NC) and ignored it during the analyses.
Each microlevel code also fell within a macrolevel code category, such as
planning or strategy use (Greene & Azevedo, 2009). We also aggregated cer-
tain microlevel codes into macrolevel deep-level strategy use and surface-level
strategy use variables (Dinsmore, 2017; see Online Supplementary File B in
the online version of the journal). These macrolevel variables were developed
based on evidence in the extant research stating which high-utility strategies
facilitate deep-level learning or surface-level learning of the material
(Dunlosky, Rawson, Marsh, Nathan, & Willingham, 2013) as well as the
research conducted by Deekens et al. (2018). We chose two microlevel SRL
codes, Feeling of Recognition, with a negative valence (FOR—), and JOU—
to investigate based on Binbasaran Tiystizoglu and Greene (2015) and Ben-
Eliyahu and Bernacki’s (2015) work on the contingent nature of SRL. This
work suggests that learners who are more accurate in assessing their
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understanding are also more likely to enact metacognitive control and enact
effective SRL strategy use (Zimmerman, 2013).

Demographic Questionnaire

The demographic questionnaire included questions about participants’
gender, age, and academic major. It asked participants to list the biology
courses they had previous taken and designate whether or not the circula-
tory system was covered in each course listed. Last, the questionnaire asked
participants to list relevant work experience related to health or medicine.

Coding Process for TAP Data

As mentioned previously, each participant transcription was coded
twice, independently, by two members of the research team. After coding
the transcripts independently, the researchers met to resolve any discrepan-
cies in their coding. The first author was consulted if the two research team
members could not come to a consensus on a given code. This type of cod-
ing is sometimes referred to as a “two-pass” coding. It is based on work con-
ducted by Chi (1997) and is similar to procedures used by Herrenkohl and
Cornelius (2013). Using a two-pass coding takes into account the complexity
of coding and ensures that at least two researchers agree on a code for
a given segment. Using this procedure ensures greater objectivity via con-
sensus than methods where a single researcher codes a subset of the tran-
scriptions, which is typical in studies that report inter-rater reliability.
Additionally, previous research has shown that independent coders can
achieve an acceptable level of reliability using this coding scheme (e.g.,
Greene & Azevedo, 2009).

It has been argued that reliability in coding methods may not be as
important as predictive validity (Hammer & Berland, 2014). We assert that
statistical calculations of inter-rater agreement are not particularly appropri-
ate for this study. This is because two research team members coded each
segment of every transcription independently, reconciled their coding,
resolved disagreements, and came to a consensus through a process of con-
sultation. Indeed, measures of reliability are more appropriately used in
studies where raters code some subset of the data without verification
from another researcher. This was not the procedure for this study. In fact,
calculations of SRL TAP data coding agreements are rarely performed. This
is due to the complexity of coding, as well as because researchers prioritize
accuracy over inter-rater reliability. Though it is rare, when they are calcu-
lated, measures of SRL TAP coding agreements tend to be conducted on
a very small subset of data (Bannert, Reimann, & Sonnenberg, 2014). In
our case, our “two-pass” method, which ensures that two coders agree on
every code assigned to every transcription, reflects our emphasis on
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predictive validity over inter-rater reliability. We privilege this, as demon-
strated by our methods, despite its increase on resource demands.

Furthermore, our coding scheme has been used in numerous studies
(e.g., Greene, Copeland, Deekens, & Yu, 2018; Greene, Costa, Robertson,
Pan, & Deekens, 2010; Greene et al., 2015), with findings aligned with SRL
theory, showing support for the predictive validity of the coding. In addition,
other research teams have employed coding schemes that were derived from
Azevedo and Cromley (2004), as we have here. These numerous studies
published employing these coding schemes are more evidence that our cod-
ing scheme can be reliably implemented by other research teams (e.g.,
Greene et al., 2015; Johnson, Azevedo, & D’Mello, 2011; Moos, 2013). An
additional source of evidence that these procedures can produce research
and inferences with strong validity and reliability has been the recent prolif-
eration of research with TAPs that do not only derive from this work but also
utilize similar coding schemes and inter-rater procedures (e.g., De Backer,
Van Keer, & Valcke, 2014; Dinsmore & Alexander, 2016).

Data Analysis

To analyze the knowledge measure data, first we established that pretest
and posttest scores across semesters were not statistically significantly differ-
ent from each other with an analysis of variance (all p > .05). Given these
findings, we collapsed the data across semesters and conducted separate
mixed analysis of covariance (ANCOVA) analyses (i.e., 2 X 3, pretest-posttest
knowledge scores, and three conditions) for each set of knowledge meas-
ures: the two declarative knowledge measures (i.e., matching and labeling)
and the conceptual knowledge measure (i.e., essay mental model), with stu-
dents’ number of previously-taken relevant courses as a covariate to account
for prior experience in the academic domain. To analyze the SRL TAP data,
we used measured variable path analysis to investigate how prior knowl-
edge (i.e., pretest scores and number of previous courses taken) predicted
monitoring (i.e., FOR— and JOU—) and how those monitoring codes pre-
dicted deep-level and surface-level learning strategies and subsequent post-
test performance, per Deekens et al. (2018). Also, we investigated whether
the frequency of monitoring and strategy use differed by condition.

We treated the knowledge measure data as continuous, normally distrib-
uted variables. For the TAP data, we summed the frequency of each partic-
ipant’s codes and then accumulated the total of each microlevel code into
corresponding macrolevel aggregated codes (i.e., deep-level and surface-
level strategy use). We treated our SRL TAP data as counts in all measured
variable path models (Greene, Costa, & Dellinger, 2011).
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Table 1
Descriptive Statistics for Pretest and Posttests

M (SD) Range Skewness (SE) Kurtosis (SE)

Previous courses 1.65 (1.41) 0-6 1.03 (0.36) 1.15 (0.71)
Pretest matching 8.12(3.85) 1-13 —0.15(0.36) —1.23 (0.71)
Pretest labeling 2.30 (3.11)  0-12 1.51 (0.36) 1.66 (0.71)
Pretest essay 6.79 3.14) 1-12 0.11 (0.36)  —0.55 (0.7D)
Posttest matching 11.42 (2.39) 5-13 —1.41 (0.36) 0.92 (0.7D
Posttest labeling 7.56 (3.10) 0-14 —0.76 (0.36) 0.25 (0.71)
Posttest essay 9.02(292) 1-12 —0.68 (0.36) —0.10 (0.7D
Feeling of recognition minus 2.07 (253) 0-13 2.43 (0.36) 8.20 (0.71)
Judgment of understanding minus ~ 1.56 (2.149)  0-8 1.50 (0.36) 1.55 (0.71)
Deep-level strategy use 9.51 (8.75) 0-42 1.74 (0.36) 3.94 (0.7D
Surface-level strategy use 18.30 (11.05) 1-49 1.06 (0.36) 1.11 (0.71)

Note. M = mean; SD = standard deviation; SE = standard error.

Results
Descriptive Statistics, Correlation Matrix, and Semester Analyses

Through descriptive statistics we found that, on average, the partici-
pants’ mean declarative (i.e., matching and labeling) and conceptual G.e.,
essay) knowledge scores increased from pretest to posttest (see Table 1).
During this task, participants verbalized a lack of recognition more often
than a lack of understanding and more frequently enacted surface-level strat-
egies than deep-level strategies. From a correlation matrix of the variables
(see Table 2), we found strong positive, statistically significant relationships
among many of the knowledge measures. Notably, there were correlations
between the pretest labeling scores and the number of previous courses
taken with similar content, the frequency of negative judgments of under-
standing and the use of surface-level strategies, the frequency of deep-level
strategy use and essay scores, the frequency of negative feelings of recogni-
tion and judgments of understanding, and the frequency of deep-level strat-
egy use and negative feelings of recognition. We did not, however, find
statistically significant relationships between the frequency of surface-level
strategy use and scores on any of the knowledge measures. On the other
hand, the frequency of deep-level strategy use was positively, statistically
significantly correlated with our posttest conceptual knowledge measure
(i.e., essay). Finally, the number of previous relevant courses taken did
not correlate with two of our three pretest knowledge measures, suggesting
that it might contribute useful additional information beyond our knowledge
measures; therefore, we included it as a covariate in our analyses.
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Knowledge Score Analysis

To investigate our hypothesis, we conducted three repeated-measures
ANCOVA analyses (i.e., one for each knowledge measure: matching, label-
ing, and essay), with knowledge score as the within-subjects factor (i.e., pre-
test to posttest), condition as a between-subjects factor, and number of
relevant previous courses as a covariate. For each analysis, Box’s test of
equality of covariance matrices was statistically nonsignificant; thus, we
found no evidence of any violation of this assumption. In each analysis,
there was a statistically significant (all ps < .001) and practically significant
(all partial m* = .384-.649) within-subjects main effect, indicating that, on
average, participants in each condition increased their declarative (.e.,
matching and labeling) and conceptual (i.e., essay) knowledge over the
course of the task. Previous courses did not have a statistically significant
main effect in any ANCOVA, nor was the interaction of this covariate and
the within-subjects factor statistically significant except for the conceptual
knowledge analysis (p = .006, partial n* = .177). Likewise, there were no sta-
tistically significant interactions between the within-subjects factor and con-
dition in the declarative knowledge ANCOVAs, but there was a statistically
(p = .040) and practically (partial m* = .152) significant interaction for the
conceptual knowledge ANCOVA.

Examination of adjusted means (see Figure 1) showed that, on average,
participants in the control condition possessed unexpectedly high concep-
tual knowledge of the learning task at pretest, but they did not gain much
conceptual knowledge as a result of learning with the computer. Notably,
this was not a ceiling effect, as control participants’ mean score on the essay
posttest was 8.89, well below the maximum possible score of 12 on the mea-
sure. On the other hand, both treatment and comparison participants
showed strong changes in knowledge from pretest to posttest, with treat-
ment participants’ slope greater than that of comparison participants.
These differences in conceptual knowledge acquisition begged the question
of why or how participants learned during the task, which was investigated
using our SRL TAP process data.

Process Data Analysis

Given the lack of condition differences on the declarative knowledge
measures, for the SRL processing analysis we focused solely on the concep-
tual knowledge measures. Our research question regarding SRL processing
was “In what ways do participants in each group enact SRL processing dif-
ferently and how does SRL processing relate to conceptual knowledge at
posttest?” To test relations among knowledge and SRL process variables,
we posited a path model similar to the one tested in Deekens et al.
(2018). In this model, prior knowledge (i.e., essay pretest) and previous rel-
evant coursework predicted the frequency of monitoring enacted during

966



Effects of a Science of Learning Course
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Figure 1. Estimated marginal means for essay scores at pretest and posttest, by
condition.

learning (i.e., FOR— and JOU-), which in turn predicted the frequency of
different kinds of strategies enacted (i.e., deep- and surface-level strategy
use; Dinsmore, 2017), which then predicted performance on the knowledge
essay posttest. The knowledge essay posttest was regressed on the knowl-
edge pretest and previous coursework, as well. The condition to which par-
ticipants were randomly assigned was posited to predict all monitoring,
strategy use, and posttest variables, but in the final model, only those paths
that were statistically significant were retained (see Figure 2). Finally, we
tested paths from the essay pretest and previous coursework to all monitor-
ing and strategy use variables and retained only those that were statistically
significant. Based on examination of distributions and fit indices, we deter-
mined that the FOR— variable was best modeled as following a zero-
inflated Poisson distribution and that the JOU-, deep-level strategy, and
surface-level strategy variables were best modeled using a negative-bino-
mial distribution (Greene, Costa, & Dellinger, 2011).

Our final model was estimated normally within Mplus 7.2 and had 31
free parameters, with a log-likelihood of —721.11. Neither data-model fit
indices nor chi-square tests of data-model fit are available for path models
with endogenous variables modeled with count distributions (i.e., zero-
inflated Poisson, negative-binomial). The path coefficients illustrated in
Figure 2 should be interpreted as the relationship between the criterion
and the predictor above and beyond relationships between that criterion
and other predictors.
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Figure 2. Path analysis involving think-aloud protocol self-regulated learning
(SRL) process data.

Note. Statistically nonsignificant paths are not shown. “Dummy-coded condition variables”
represent two dummy-coded condition variables. Paths representing variables regressed on
dummy-coded condition variables illustrate the condition comparison that was statistically
significant; all other comparisons were not statistically significant.

*p < .05 *Fp < 01, #F*p < 001

As expected, pretest and posttest essay scores were positively related.
More frequent use of deep-level strategies was positively related to posttest
essay scores, whereas more frequent use of surface-level strategies was neg-
atively related, again as would be expected given past research (e.g.,
Deekens et al., 2018; Dinsmore, 2017). Verbalizations coded as FOR—
(e.g., “I do not think I have seen this before”) were positively related to
the frequency of deep-level strategy use, whereas verbalizations of JOU—
(e.g., “I do not understand what I am reading”) were negatively related to
frequency of surface-level strategy use. As expected, participants who
took more courses related to the biology content were less likely to verbalize
that they did not understand something, but our measure of prior conceptual
knowledge (i.e., essay pretest) was not statistically significantly related to
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any SRL monitoring or strategy use variables. The number of previous
courses taken was negatively related to essay posttest scores, which was
unexpected; this represents the relationship between such courses and post-
test performance after accounting for prior knowledge. Finally, there were
three relationships of note involving our conditions. Treatment participants
more often verbalized FOR— than control participants, suggesting a differ-
ence in the use of monitoring between these groups. Treatment participants
less often verbalized using deep-level strategies than the comparison partic-
ipants, which was unexpected. Also, treatment participants less frequently
reported using surface-level strategies than the control participants.
Overall, these SRL process findings support the literature in terms of the pos-
ited relations among prior knowledge, monitoring, strategy use, and perfor-
mance (Deekens et al., 2018; Dinsmore, 2017; Greene, 2018; Moos &
Azevedo, 2008) and provide support for some but not all of our expected
effects of our treatment on SRL processing.

Discussion

In the United States, low retention and graduation rates, particularly
among FGCS, have led university administrators and researchers to turn to
first-year courses in an attempt to improve FGCS’ skills and increase their
likelihood of success (Redford & Hoyer, 2017; Young & Hopp, 2014).
Unfortunately, the efficacy of these seminars remains unclear (Permzadian
& Credé, 2016). Existing empirical evidence favors first-year courses focused
on teaching students the science of learning, in particular SRL knowledge,
skills, and dispositions (Hofer & Yu, 2003; Zimmerman, 2013). Therefore,
in this study, we randomly assigned FGCS to a science of learning course,
a comparison condition with access to the materials from the course but
no instruction, or a control business-as-usual condition. Then, we recruited
43 of these FGCS to participate in a laboratory study of how they used a com-
puter to learn about the circulatory system. We found that participants, on
average, increased both their declarative and conceptual knowledge over
the course of the learning task. However, treatment and comparison condi-
tion participants experienced greater increases in conceptual knowledge
scores from pretest to posttest than control students, with the treatment par-
ticipants achieving the largest increase. We had hypothesized that the treat-
ment condition participants would outperform the other groups; therefore,
the comparison groups’ performance was unexpected.

Our research question involved how SRL processing related to perfor-
mance and what differences existed in that processing across conditions.
The frequency of deep-level strategy use positively predicted conceptual
knowledge performance, whereas more frequent use of surface-level strate-
gies was negatively related to such performance, as found in other research
(Deekens et al., 2018; Dinsmore, 2017). Participants who more frequently
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verbalized a feeling of not recognizing something also more frequently
enacted deep-level strategies, suggesting that participants were using moni-
toring information to control learning and calibrate their learning strategies
to their needs (Alexander, 2013; Zimmerman, 2013). The more often a partic-
ipant verbalized a lack of understanding, the less often they stated that they
were using surface-level strategies, which further supports the theoretical
connection between monitoring and control (Ben-Eliyahu & Bernacki,
2015). These findings, which were common across conditions, support mod-
els of SRL in that they show the sequential and conditional nature of moni-
toring, strategy use, and learning (Ben-Eliyahu & Bernacki, 2015; Binbasaran
Tuystzoglu & Greene, 2015; Zimmerman, 2013).

Our science of learning course included a focus on using deep- as
opposed to surface-level strategies (Dinsmore, 2017), and we found treat-
ment participants did this via the path through monitoring, supporting the
role of SRL as a mediator of the relationship between individual differences
such as prior knowledge and learning performance (Zimmerman, 2013).
This suggests that the course was effective in helping FGCS acquire monitor-
ing and strategy use knowledge and skills, two phenomena thought to be
important across many contexts (Alexander et al., 2011; Greene, 2018). On
the other hand, comparison participants more frequently verbalized using
deep-level strategies than treatment participants. These analyses shed light
on why treatment and comparison participants acquired more conceptual
knowledge over the course of the learning task than their control condition
peers: They more frequently enacted the kinds of monitoring and strategy
use associated with learning (Dinsmore, 2017; Dunlosky et al., 2013).

To our knowledge, this is the first study to utilize random assignment as
well as both product and process data (Azevedo, 2005) to investigate the
effects of a first-year science of learning seminar on FGCS. As such, it makes
a significant contribution to the literature regarding how to improve the effi-
cacy of first-year courses by focusing them on SRL and strategy use
(Permzadian & Credé, 2016). Such seminars provide FGCS with the knowl-
edge, skills, and dispositions necessary for success in college, and in the case
of this study, those necessary for enacting what has become a key compo-
nent of college success: learning with a computer (Greene, Copeland,
et al., 2018). Such transfer, from the classroom to the laboratory and com-
puter context, is promising and deserves further research (Alexander et al.,
2011). Researchers should also compare learning to learn courses with other
first-year initiatives, with populations including both FGCS as well as other
students (e.g., general, at-risk, and transfer students). Additionally, research-
ers can extend our study to capture the effect of courses like ours on learn-
ing within the course itself by analyzing in-vivo classroom academic
outcome or trace data students generate when interacting with technology
(e.g., learning management systems; Bernacki, 2018).
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Limitations

There are a few limitations regarding the design of our study. First, we
had issues with recruitment, despite generous incentives. This required us
to incorporate data collection from multiple semesters, which despite no sys-
tematic differences in course instruction of student pretest performance in our
laboratory study, may have introduced some confounding effects. Our diffi-
culties with recruitment also resulted in a less than optimal sample size and
concerns about selection effects. Our small sample size limited us to being
able to only investigate a subset of the possible relations among SRL and
learning. Finally, the nature of the laboratory setting in which we studied
the participants’ learning processes limits the external validity of our findings,
thus restricting our ability to generalize to different learning environments.

Future Directions for Practice

As institutions of higher education expand their study of distal outcomes
(e.g., retention, graduation) to include proximal ones such as student satisfac-
tion and lifelong success, there is a growing need for rigorous research on not
only what works but also why, as required by the What Works in Education
Clearinghouse and other education organizations (Honig, 2009; Kinzie &
Kuh, 2016). Our findings, based on a randomized control trial, support the
development of first-year courses focused on the science of learning with an
emphasis on explicit instruction of SRL as well as frequent opportunities for
practice and feedback. In particular, the first specific suggestion for developers
of first-year courses, derived from our findings, is that SRL should be taught as
a set of related processes, rather than separate components, with ample oppor-
tunities for practicing monitoring and control in authentic contexts so that stu-
dents learn how calibration informs effective learning strategy use (Paris &
Paris, 2001; Weinstein & Acee, 2013). Second, many students reported a lack
of knowledge regarding the research on effective strategy use (e.g.,
Dunlosky et al., 2013); therefore, explicit instruction and practice using deep
strategies is also likely a key component of a successful learning to learn course
(Zepeda et al., 2015). Finally, we suggest that course developers include fre-
quent opportunities for students to reflect on their academic work and how
SRL could be used to strengthen it. Course evaluation and anecdotal feedback
indicated that students found such activities very helpful. All these suggestions
should be informed by other research on first-year seminars, such as
Permzadian and Credé’s (2016) findings that the most efficacious courses com-
bined extended orientation and academic content; were not connected to
other courses as a part of a learning community; were taught by faculty or staff,
not graduate students; and were targeted for all first-year students. Finally, as
Wingate (2007) suggested, instructors should explicitly endorse students’ gen-
eralization of deep learning strategies beyond a single course to promote true
self-regulation of learning throughout their college career and life.
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Conclusion

In sum, we found evidence that a science of learning course can help
FGCS acquire conceptual knowledge using a computer via more effective
SRL processing. This evidence of transfer from the classroom to the labora-
tory task is compelling and makes a strong case for continued development
and refinement of first-year seminar learning to learn courses as a way to
bolster academic performance and retention. More research is needed to
determine whether such first-year seminars lead to transfer of SRL knowl-
edge, skills, and dispositions to other college courses and outcomes. Our
study provides a model for doing such work utilizing online measures of
SRL and suggests the need for future research in authentic contexts.

Notes

Supplemental material is available for this article in the online version of the journal.

This research is part of the Finish Line Project (P116F140018; Panter, PI; Demetriou,
Executive Director), which is funded by the U.S. Department of Education’s “First in the
World” grant program. The opinions expressed are those of the authors and do not rep-
resent the views of the U.S. Department of Education.
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