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ABSTRACT

Many areas in educational and psychological research involve the use of classification statistical analysis. For example,
school districts might be interested in attaining variables that provide opfimal prediction of school dropouts. In
psychology, a researcher might be inferested in the classification of a subject info a partficular psychological construct.
The purpose of this study was to investigate alternative procedures to classification other than the use of discriminant and
logistic regression analysis. A classification rule utilizing Hierarchical Linear Modeling (HLM) was derived and examineq,
with a following example which will show the benefit for using such an approach by comparing the hit rates fo those of a
logistic regression analysis. Specifically, a real data set on retention of Thailand students (7516 students in 356 schools)
was investigated using a reduced logistic regression, full logistic regression, and multilevel model. The results show that a
multilevel approach increases the level of correct classification. Suggestions for practical use are considered.

Keywords: Classification, Hierarchical Linear Models, Multilevel Models.

INTRODUCTION form does not consider nested or repeated measures
Purpose type data (Hair, Anderson, Tatham, & Black, 1988;
Tabachnick & Fidell, 2001). Often, educational studies
deal with nested data (students nested in teachers,

Many areas in educational and psychological research

involve the use of classification statistical analysis. For

example, school districts might be interested in atftaining feachers nestedin schools, andsoon).

variables that provide optimal prediction of school Traditional classification rules applied to school related
dropouts. In psychology, a researcher might be interested studies offen view school characteristics as being
in the classification of a subject info a particular uniformly applied to every student within a school and
psychological construct. The purpose of this study is to befween schools (Raudenbush, 1988). However, this is
investigate altemative procedures to classification other fypically not the case. In a typical school environment,
than the use of discriminant and logistic regression various elements such as resources, qualifications, and
analysis. A classification rule utilizing hierarchical linear — fimé can vary from feacher to teacher, and school to
modeling (HLM) will be derived and examined, with a school (Bidwell & Kasarda, 1980). Furthermore, each
following example which will show the benefit for using student might respond fo learning or freatments
such an approach by Comporing the hit rates to those of differently. This would seem to imply that since school data
alogistic regression analysis. tends to be mulfi-level in nature (Barr & Dreeben, 1983),

Theoretical Framework and Educational Imporfance then any applied statistical classification technique

o . o should also incorporate a multi-level approach. However,
The problem of classifying an observation arises in many " o , )
. i o o tfraditional classification rules do not incorporate multi-
areas of educational practice. Multivariate discriminant ) o
o o o level data (Hair et al., 1988). In fact, most classifications
analysis is a commonly used procedure, as it is logistic ) ) )
based on multi-level data will tend to ignore one level of

regression. However, each procedure in their traditional , ) ) )
the mulfi-level dataset (typically level-2) and just classify
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based on student level characteristics (Raudenbush,
1988). Other studies might never consider the use of multi-
level data for classification, and only collect student-level
datato beginwith.

The benefit of such a multi-level approach to
classification would not just benefit educational research.
Other research areas might also benefit from a
classification rule which incorporates nested data, such a
medical or business research. Any situation in which multi-
level data is expected might exhibit better hit rates if a
classification rule is developed incorporating the multi-
level perspective.

This paper will consider the issue of classification using a
hierarchical linear modeling method. The use of this rule
follows closely to the logic presented by Raudenbush and
Bryk (2002) in their discussion of Bermoulli HGLM, yet the
authors did not consider using their model for
classification purposes. Raudenbush and Bryk's
approach was primarily for understanding the effects of
the different independent variables in the model and not
classification. This research will present a formal rule for
classification and hit-rates based on an HLM approach,
thus focusing the use of the HLM model to one of
individual prediction.

A review of literature has shown no other studies which
have considered classification using an HLM approach.
Although studies have been found where multi-level
models were used with dichotomous outcomes
(particularly medical studies), no studies were found that
viewed the procedure as classification with a resulting hit-
rate. There is a need for thorough research into the use of
HLM for classification purposes, especially in comparison
to fraditional classification methods. Since most
educational studies involving students often could be
viewed from a mulli-level perspective, a multi-level
approach to classification might provide tighter hit-rates
than fraditionalmeans.

AReview of Logistic Regression for Classification

This study considers the classification of an observation
into one of two populations. Thus, the dependent variable
is a dichotomous outcome of group membership.

Logistic regression models a nonlinear probabilistic
function of this dichotomous outcome (Nefter,
Wasserman, & Kutner, 1989). For the dichotomous
outcome (Y, = O, 1) of an observation i with continuous
independent variables

(XX, Xy ..., X)), X the probability of group membership
(e.g..Y,=1)canbe expressed as:

e(ﬂ'X)

Y, = ,
b1+ (1)

For B° X=B,+BX,+BX;+...+BX, Dichotomous and
categorical variables can also be included in this model
with the use of dummy or indicator variables. The value of
Y, would be interpreted as the probability of an
observation i belonging o Group 2. Another common
expression of this model is that of a logit function which
indicates the log odds ratio:

Y1 ’
n=n LJ B X=Bo+PXy+BXst... +B X, (2)
The non-linear nature of this model requires maximum
likelihood estimation of parameters (Hairetal., 1988).

Once the parameters have been estimated, the model
can be used to make predictions for new observations.
The prediction of group membership for two groups, given
observations X, is as follows: classify the observation into
Group 2 if the predicted probability is larger than a
specified value; otherwise, classify the observation into
Group 1. In most applications of classification with logistic
regression, the predicted probability is set at 0.5. This is
particularly common when the two groups are
approximately equal in regard to their populafion
proportions (Fan & Wang, 1999). However, when the prior
probabilities for the groups are known, a common
procedure is to incorporate these priors as the cutoff point
in the prediction rule. The cost of misclassification is also
considered in the construction of the classification rule
(Johnson & Wichern, 1988). For this research, the cost of
misclassification is considered to be equal and thus not
considered.

Once the classification rule has been established, the
accuracy of the classifications can be considered (Tate,
1998). Thisis typically presented with a table indicating the
number of correct and incorrect classifications from
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applying the classification rule to the sample from which it
was derived. Since the classification rule is known to
perform consistently better on the data from which it is
derived, aseparate procedure called “cross-validation” is
often suggested (Tabachnick & Fidell, 2001). A cross
validation procedure uses the classification rule on a new
sample of cases. Since having a new sample is often a
practical limitation, a ftraditional cross-validation
technique involves splitting the sample into two parts, one
part to derive estimate the coefficients for the
classification model, and the other part to validate the
classification rates. Cross-validation techniques willnotbe
considered in this research. Another classification check
requires the use of jackknifing techniques. The estimation
of the coefficients can be biased if used to assign a case
from which the coefficients were derived. To avoid this, a
jackknife procedure in which the classification model is
derived without the case, and then used to classify the
case, can be utilized. Jackknifing techniques will also not
be consideredinthisresearch.

The Use of HLM for Classification

The HLM procedure that will be utilized for classification
purposes is a Hierarchical Generalized Linear Model
(HGLM). The use of this procedure follows closely to the
logistic regression approach discussed earlier, and can
be thought of as a multi-level extension of this technique.
For the dichotomous outcome (¥, = O, 1) of observation /
Kopovoo X))
nested within a level-2 grouping j with continuous
independentvariables W (W.: W,, W,,..., W,) the probability

of group membership (e.g., ¥, =1) can be expressed as:
#7X;)
e

with continuous independent variable X ( X: X,

Y =——br
P L PR 3)

For B' X=By+B,X,+BXy+... +B, X,- As In the case of
logistic regression, dichotomous and categorical
variables can be included in either the level-1 or level-2
models. The value of ¥, would be inferpreted as the
probability of an observation i in level-2 grouping j
belonging to Group 2. Another common expression of this
model is that of a logit function which indicates the log

odds ratio:

ny:lnLv_vvjﬁ',Xj=BUj+BUXw+B2,XM+...-I—BWXN,, (4)
This expression will be considered as the level-1 model. In
this model, each level-2 grouping j can have a unique
intercept and slope. The level-2 model can be expressed

as
By =Yw+ EV.VSVVS[ Ty [5)
ForN=0,...n parameters. Each p,, can be modeled witha

number (S,) of level-2 predictors (W), each with a possible
random effectu,,

Once the parameters for both levels have been
estimated, the model can be used to make predictions
for new observations similar to logistic regression. The
prediction of group membership for two groups, given
level-1 observations X and level-2 observations W, would
follow the same logic: classify the observation into Group
2 if the predicted probability is larger than a specified
value; otherwise, classify the observationinto Group 1. The
decision for the cutoff point and cost of misclassification is
also similar to the discussion for logistic regression.
Classification accuracy is assessed by applying the mulfi-
level prediction model to the sample. Alternative
methods for determining classification rates could
possibly be extended to this HLM model, but are not
consideredin thisresearch.

Datasource

The data that will be used to compare the multi-level
classification to the logistic regression approach will be a
data set firstintroduced by Raudenbush and Bryk (2002, p.
296). This data considers whether a child had to repeat a
grade during primary years in Thailand. The survey
consisted of 7,516 sixth grade students from 356 primary
schools. The classification group consisted of two
populations: *Repeat a grade”, and *Not repeat a grade.”
The level-1 (student level) classification variables include
socio-economic status, gender, type of dialect, breakfast
status, and preprimary experience. The level-2
classification variables include school mean socio-
economic status, size of the school, and availability of
fextbooks. A summary of the means and standard
deviations forthe variables in the data set are presentedin
Table 1.
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Variable Name Mean sd

Student-level variables

Repetition Yij 0.14 0.35

Socio-economic status (SES)jj 0.00 0.68

Gender (MALE)j 0.51 0.50

Breakfast status (BREAKFAST)jj 0.84 0.36

Type of dialect (DIALECT);j 0.48 0.50

Preprimary experience (PREPRIM) i 0.50 0.50
School-level variables

School mean SES (MEANSES); -0.01 0.44

School enrollment size (SIZE); 0.00 0.85

Availability of textbooks [TEXTS]J- 0.01 1.85

Table1. Descriptive Statistics For Grade-retention Data
Method

To illustrate the use of this rule, classification and hit-rates
will be computed for the given data set after using HLM
software to obtain estimation of the coefficients in the
model. These results will be compared to a similar logistic
regression analysis using all variables without regard o
nesting characteristics in SPSS, and a logistic regression
using only level-1 data. The hit-rates will be computed
and compared. Since the data set involves some
categorical explanatory variables, the linear discriminant
analysis will not be used. Only the logistic regression
analysis will be compared to the multi-level analysis. In
order to compare the hit-rates between the two
approaches, both logistic regression models will include
the same variables as the HLM procedure, respectively.

For Raudenbush and Bryk's approach (2002), the authors
hypothesized that lower repetition rates would be
associated with the following level-1 variables:
preprimary experience, socioeconomic status, gender,
regular language status, and breakfast status. They also
hypothesized that the following level-2 variables would
repetition rates: school-mean SES, school size, and status
of schools with textbooks for each student. This
hypothesized model will be used for both the tfraditional
logistic regression classification (using only level-1 data),
and the conditional HLM model with both levels.

The logistic regression model forthe level-1 datasetis

n, =B, +B,(SES), + B,(MALE), + B,(DIALECT), (6)
+PB,(BREAKFAST), +By(PREPRIM),

For this model, SES is grand-mean centered, and all other
variables are dichotomized as dummy variables.

Incorporating all level-1 and level-2 data in the logistic
regression modelyields

1, =By + B, (SES), + B, (MALE), + B, (DIALECT),
+PB,(BREAKFAST), +p,(PREPRIM),
+B,(MEANSES), +P, (SIZE), + B, (TEXTS), (7)

The level-1 conditional HLM modelis
n, =By, +By,(SES), +PB,,(MALE), +B, (DIALECT),

+P,,(BREAKFAST), +B; ,(PREPRIM), (8)
For the level-2 model, Raudenbush and Bryk considered
all coefficients as fixed, except for the constant

coefficient. The level-2 modelis represented by
Bo, =Yoo +Yor (MEANSES), +v, (SIZE), +Y ; (TEXTS )+, 9)

B, =Y, for p>0.
The predicted probabilityisnotse t at 0.5 for this dataset

since the two groups are not approximately equal in
regard to their population proportions. Research indicates
that the prior probability of retention in Thailand is 0.15
(Raudenbush & Bhumirat, 1992). In addition, the sample
estimate of population retention is close (0.14) to this
value. Therefore, this value is used as the cutoff pointinthe
predictionrule.

Results and conclusions

The data was first considered from a typical logistic
regression classification analysis. First, only level-1 data
were used in this analysis, which consisted of 7516
students. From this total, 1067 students needed to repeat
a grade. Case analysis indicated no serious outliers in the
data set. Although this particular logistic model is based
on the level-1 model in the HLM approach to enable
comparisons, tests of the model goodness of fit were
considered. Both the Pearson chi-square teat and
Hosmer-Lemeshow test indicated that the specified
logistic model was correct. All other assumptions for
logistic regression were considered aond deemed
satisfactory. The estimated logistic regression reduced
model coefficients are shownin Table 2.

The overall relationship was significant based on a test with
the full model of all five predictors versus a constant-only
model (x*(.05; 5) = 127.06, p < 0.001). The effects of two
of the five hypothesized independent variables were
significant atthe 0.01 level: gender and pre-primer status.
First, the null hypothesis that, on average, student logit is
significantly different from zero is tested. The results were
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Fixed effects Coefficient se Wald Test (2)
Constant (predicted logit), B, 173 0.10 305.89"
Gender-logit contrast, B, 0.43 0.07 40.90%
Preprimer-logit contrast, B, 061 0.07 80.74
SES-logit slope, B, 007 0.05 1.81
Dialect-logit confrast, B, 0.04 0.07 0.28
Breakfast-logit contrast, s, 086 0.09 0.42

*p < .01

Table 2. Results from the Reduced Logistic Regression Model

statistically significant (Wald z = 305.89, p < 0.01)
indicating the average student logit (intercept) was
necessary to describe the log odds rafio of repetition. The
estimate mean intercept, §,, was —1.73 which indicates
that the average logit for a reference student was —1.73,
which translates into a probability of 0.15.

Next, the hypotheses of whether gender, pre-primer
status, SES, type of dilect, and breakfast status are related
to the logit of grade repetition were considered. The
results for gender were statistically significant (Wald z =
40.90, p < 0.01), indicating that a significant difference
exists between a males and females in regard fo logit of
repetition. The estimated logit contrast, §,, was 0.43 which
indicates that males tended to have significantly higher
logits than females after controlling for other variables in
the model. The results for pre-primer status were also
statistically significant (Wald z = 80.74, p< 0.01),
indicating that a significant difference exists between a
students with and without preprimary experience in
regard to logit of repetition. The estimated logit confrast,
B, was -0.61 which indicates that students with
preprimary experience tended to have significantly lower
logits than students without preprimary experience after
controlling for other variables in the model. All other
effects were not significant. Since the main goal of this
research is to compare classification rates between
procedures, the other coefficients are not interpreted.

The classification results for the reduced logistic regression
model are shown in Table 3. The overall classification
based on the logistic regression model was not
extraordinary. Considering the five predictor variables, the
correct classification for non-repeatfing students was

Predicted Outcome

No Repeat Repeat Total
4422 2027 6449
No Repeat
(68.6%) (81.4%)
Observed
Outcome 583 484 1067
Repeat
(54.6%) (45.4%)

Overall correct assignment = 65.3%

Table 3. Classification Table for Reduced
Logistic Regression Model

68.6% and 45.4% for repeating students; the overall
correct assignment was 65.3%. As seen by these
percentages, cases tended to be overclassified info the
largest group: non-repeat. For classifications in which the
emphasis is on repeating students, this decision rule
resulted in a 54.6% false positive prediction for those
students who actually repeated their grade level.

Next, alogistic regression was run with the complete level-
1 and level-2 data set, ignoring the nested nature of the
data, as indicated in Equation 7. Once again, all
assumptions for logistic regression were considered and
deemed satisfactory. The estimated logistic regression full
model coefficients are shownin Table 4.

The overall relationship was significant based on a test with
the fullmodel of all eight predictors versus a constant-only
model (x(.05; 8) = 138.52, p < 0.001). The effects of four
of the eight hypothesized independent variables were
significant af the 0.05 level: gender, pre-primer status,

Fixed effects Coefficient se Wald Test (2)
Constant (predicted logit), B, -1.76 0.10 309.40*
Gender-logit contrast, B, 0.43 0.07 40.37*
Preprimer-logit contrast, B, -0.57 0.07 65.51*
SES-logit slope, g, -0.07 0.05 1.95
Dialect-logit contrast, B, 0.04 0.07 0.32
Breakfast-logit contrast, B 0.066 0.09 0.40
MeanSES-logit slope, B, -0.25 0.09 7.00*
Size-logit slope, B, 0.02 0.04 0.23
Textbook-logit slope, B, -0.04 0.02 4.41%*

*p < .01, *p < .05
Table 4. Results from the Full Logistic Regression Model
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average school SES, and textbook availability. Note that
textbook availability was not significant at the 0.01 level.
First, the null hypothesis that, on average, student logit is
significantly different from zero is tested. The results were
stafistically significant (Wald z = 309.40, p < 0.01)
indicating the average student logit (intercept) was
necessary to describe the log odds ratio of repe‘ri‘riqn. The
estimate mean intercept, z = 309.40, p < 0.01) BO, was
—1.76 which indicates that the average logit for a
reference student was —1.76, which franslates info a
probability of 0.17.

Next, the hypotheses of whether gender, pre-primer
status, SES, type of dilect, breakfast status, average school
SES, school size, and textbook availability are related to
the logit of grade repetition were considered. The results
for gender were statistically significant (Wald z = 40.37, p
< 0.01), indicating that a significant difference exists
between a males and females in reAgord to logit of
repetition. The estimated logit contrast,B,,was 0.43 which
indicates that males tended to have significantly higher
logits than females after controlling for other variables in
the model. The results for pre-primer status were
stafistically significant (Wald z = 65.51, p < 0.01),
indicating that a significant difference exists between a
students with and without preprimary experience in
regard to logit of repetition. The estimated logit contrast,
B,was -0.57 which indicates that students with
preprimary experience tended to have significantly lower
logits than students without preprimary experience after
controlling for other variables in the model. The results for
average school SES were statistically significant (z = 7.00,
p < 0.01), indicating a significant relationship between
school SES and logit of repetition. The estimated logit
Con’rros’r,[ﬁﬁ,wos —0.25 whichindicates Finally, the results for
textbook availability were statistically significant (Wald z =
4.41, p < 0.09), indicating that a significant effect of
textbook availability on logit of repetition exists. The
estimated logit con’rros’r,ﬁs, was -0.04 which indicates a
negative relationship between textbook availability and
logit. All other effects were noft significant.

The classification results for the full logistic regression
model are shown in Table 5. The overall classification

Predicted Outcome

No Repeat Repeat Total
4233 2216 6449
No Repeat
(65.6%) (34.4%)
Observed
Outcome 529 538 1067
Repeat

(49.6%) (50.4%)

Overall correct assignment = 63.5%

Table 5. Classification Table for Full Logistic Regression Model

based on this logistic regression model was also not
extraordinary, yet better than the logistic regression model
using only level-1 predictors for predicting repeating
students. Considering the eight predictor variables, the
correct classification for non-repeating students was
65.6% and 50.4% for repeating students; the overall
correct assignment was 63.5%. As seen by these
percentages, cases tended to be overclassified into the
largest group: non-repeat. For classifications in which the
emphasis is on repeating students, this decision rule
resulted in a 49.6% false positive prediction for those
students who actually repeated their grade level.

The HLM analysis was considered next. Assumptions for
HLM were checked and deemed satisfactory to continue
with the analysis. The HLM analysis first considers the
conditional model, with no level-1 or level-2 predictors in
the model. The probability of retention for a “typical”
school was 0.097. This probability is based on a school-
level random effect of 0 (u, = 0). Converting these
unconditional estimates info a confidence interval, 95%
of schools have repetition probabilities between (0.07,
0.59). That is, some schools have nearly no repeats, while
other schools have over half of their students repeating a
grade. The results of this unconditional analysis are not
shown, and the reader is referred to Raudenbush and Byrk
(2002) for more information of their results.

The results of the conditional hypothesized HLM analysis
are presented in Table 6. For the fixed effects, the null
hypothesis that, on average, student logit is significantly
different from zero is tested. The results were statistically
significant (f(352) = -156.68, p < 0.01) indicating the
average student logit (intercept) was necessary to
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describe the log odds ratio of repetition. The estimate
mean infercept, Y, was —2.03 which indicates that the
average logit for a reference student was —2.03, which
franslates into a probability of 0.12. This value is lower than
the estimated constant coefficient using logistic
regression. Next, the hypotheses of whether gender, pre-
primer status, SES, type of dilect, and breakfast status are
related to the logit of grade repetition were considered.
The results for gender were statistically significant (1(7507)
= 6.92, p < 0.01), indicating that a significant difference
exists between a males and females in regard to logit of
repetition. The estimated logit contrast, ¥,,was 0.51 which
indicates that males tended to have significantly higher
logits than females after controlling for other variables in
the model. The results for pre-primer status were also
statistically significant (1(7507)=-6.23,p<0.01), indicating
that a significant difference exists between a students with
and without preprimary experience in regard to logit of
repetition. The estimated logit contrast, v,,, was —-0.60
which indicates that students with preprimary experience
tended to have significantly lower logits than students
without preprimary experience after controlling for other
variables in the model. All other level-1 effects were not
significant. The results are parallel to logistic regression,
although the estimation of coefficients yielded different
results.

Level-2 effects are reported in Table 6. None of these
effects were significant. That is, the logit of repetition was
unrelated to school MEANSES, school size, and textbook
availability. Formal tests of whether the 1 is significantly
greater than zero is also presented in Table 4. The
estimated variance for school logit is 7, =131 and is
statistically significant (x> (352) =1428.71,p < 0.001), This
indicates that significant differences exist among the
various school predicted logits of their students.

The classification results using the mulfi-level HLM model
are shown in Table 7. The overall classification based on
the HLM model was also not extraordinary. Considering
the five level-1 and three level-2 predictor variables, the
correct classification for non-repeating students was
77.7% and 34.6% for repeating students; the overall
correct assignment was 71.5%. As seen by these

Fixed effects Coefficient se t Ratio
Model for predicted logit

INTERCEPT, 7 00 -2.03 0.13 -15.68"

MEANSED, Y ¢ -0.26 0.19 -1.32

SIZE, Y2 0.01 0.09 0.08

TEXTS, Yo -0.05 0.04 -1.20
Model for gender-logit contrast

INTERCEPT, Y10 0.51 0.07 6.92"
Model for preprimer-logit contrast

INTERCEPT, V20 -0.60 0.10 -6.23"
Model for SES-logit slope

INTERCEPT, Y13, -0.09 0.05 -1.59
Model for dialect-logit contrast

INTERCEPT, Y 49 0.04 0.07 0.53
Model for breakfast-logit contrast

INTERCEPT, 7 5o -0.04 0.10 -0.40

2

Random effects Variance df X p value
School logit, 1.31 352 1428.71 0.001

Reliability of OLS Regression Coefficient Estimate

Logit of repeating, B,; 0.68

Note: df = 352 for all t tests for v,; ; otherwise, df = 7507.

*p < .01
Table 6. Results from the Conditional Model
Predicted Outcome
No Repeat Repeat Total
5008 1441 6449
No Repeat
(77.7%) (22.3%)
Observed
Outcome 698 369 1067
Repeat
(65.4%) (34.6%)

Overall correct assignment = 71.5%

Table 7. Classification Table for HLM Model
percentages, cases tended to be overclassified info the
largest group: non-repeat. For classifications in which the
emphasis is on repeating students, this decision rule
resulted in a 65.4% false positive prediction for those
students who actually repeated their grade level.

Of particular interest to the research question is the
comparison of classifications between logistic regression
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and HLM. As seen by Tables 3, 5, and 7, there is a better
overall hit-rate by incorporating a multi-level approach for
classification purposes than by incorporating a reduced
or full logistic regression model. Overall, there was at least
a 5% change for the better by using the HLM approach to
classify cases. Yet, this result seems to be due to the fact of
better classifications for the non-repetition group. Fornon-
repeating students, use of HLM resulted in nearly a 10%
improvement in classification. For repeating students, the
HLM approach actually resulted in higher
misclassifications than either logistic approach. There
were 34.6% correct classification of repeating students
using HLM, while 45.4% and 50.4% correct classifications
using logistic regression, respectively.

Practical Implications

A possible implication of the study is a classification
procedure more efficient than fraditional analysis
procedures when there is the presence of mulii-level
data. The multi-level approach appears to be a better
procedure to use in such cases, particularly for
classification of larger groups, as shown by the results of
this study. However, this study also indicated that HLM was
not always better than a traditional logistic regression
approach, particularly for classification of smaller groups.
As mentioned previously, very little study has been
conducted comparing a multi-level classification
method to traditional one-level methods. Multi-level
analyses are widely used in many circles (such as business
and medical applications), and with more thorough
comparisons with traditional approaches, a multi-level
classification rule could become a viable alternative for
many practitioners.

Limitations and Future Study

The limitations of the study include the following: (1) only
one data set is being considered; (2) the only
comparisons being made are that of the logistic
regression analysis due to the presence of categorical
explanatory variables; and (3) no simulation study is
conducted 1o look at the efficiency of various analyses
under differing assumptions and conditions. Replications
of this study should be carried out with a variety of data

sets and situations. Varying such factors as classification
probability rule (for various priors), presence of assumption
violations, and varying sample sizes for level-1 and level-2
data should be considered. The author is currently working
on a simulation study to study these effects on
classification hit-rates.

Alternative classification procedures (such as regression
frees) should also be considered. The effects of
classification into more than two populations would be an
interesting extension of this idea, as well as the
incorporation of repeated measures data. New types of
classification measures should be derived for the HLM
procedure if replication studies find it a viable
classification technique. Techniques such Qs cross-
validation and jackknifing should be developed for the
HLM procedure. Current HLM software does not allow for
suchtechniguesto be appliedto HLMresults. Finally, there
are many measures in one procedure that do not seem as
widely used in the other procedure (e.g., goodness of fit
tests). More work can be done to find the commonality
between the procedures presented in this research.

One possible consideration is that single level models with
fixed effects are known to give unbiased estimates. An
HLM classification procedure might be more
advantageous not for the estimation of fixed effects, butin
the incorporation of random error. Thus, one possible
benefit from a multi-level approach might be a stepwise
model selection of a classification model, since this
involvesinference (which incorporates error estimates).

Summary and Conclusions

Alogistic regression classification rule was compared to a
hierarchical linear modeling approach. Hit rates for a
popular data set were compared for both procedures.
Based on these results, the HLM approach to classification
was superior fo the logistic regression for larger groups and
overall, although both rules exhibited what some may
consider as low hit-rates. However, this may be due to the
model chosen, which was based on a previous research
model. The use of HLM is most likely warranted only in
situations in which multi-level data is likely. Yet, more
studies are needed to assess the degree to which this
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procedure might be more effective than traditional
classification means.
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