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Abstract 

The present study investigated graduate students’ responses to teacher/course evaluations (TCE) to determine if 
students’ responses were inherently biased against faculty who teach quantitative methods courses. Item response 
theory (IRT) and Differential Item Functioning (DIF) techniques were utilized for data analysis. Results indicate 
students in non-methods courses preferred the structure of quantitative courses, but tend to be more critical of 
quantitative instructors. Authors encourage consumers of TCE results to investigate item-level results, as opposed to 
summative results, when making inferences about course and instructor quality. 
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1. Introduction 

The digital age has come about rapidly and has unapologetically left much of the “old” workforce in its wake. In 
order to keep up with the technological and information boom, many have had to learn new skills in order to thrive. 
One of the most in-demand skills resulting from the information age has been a fluency with quantitative literacy, as 
quantitative skills are necessary to successfully interpret and interact with the changing world and the seemingly 
infinite amount of data within it. 

Recognizing the need for quantitative skills in the workforce, many colleges and universities are now making 
quantitative reasoning and literacy a learning outcome as part of the general education requirements(Reason, 
Terenzini, & Domingo, 2006; Rhodes, 2010). With the thrust in education and society toward science, technology, 
engineering, and mathematical (STEM) fields, it is becoming increasingly common for students to be exposed to 
multiple quantitative courses during both their undergraduate and graduate studies. Unfortunately, many students 
tend to be less enthusiastic about courses that focus on quantitative content, such as statistics, measurement, 
quantitative research methods, and so on (Dunn, 2000). Additionally, students who have negative mathematical or 
statistical experiences tend to display high levels of statistical anxiety (Mji & Onwuegbuzie, 2004). This disinterest 
and anxiety could manifest itself into teacher and course evaluations (TCEs) and result in a significant problem for 
faculty that teach these types of courses. 

Research has revealed that TCEs are no longer used for their original purposes of monitoring teaching quality and 
improving teaching (Kulik, 2001). Many, if not most, institutions routinely use TCE scores to determine hiring, 
tenure and promotion, and merit-based pay decisions. It stands to reason that faculty who teach quantitatively 
oriented courses could be disadvantaged with regard to many administrative policies if students are indeed less 
enthusiastic about these courses and provide biased ratings on TCEs. The purpose of this study was to systematically 
investigate thousands of student ratings on TCEs in a large college of education to determine if response bias was 
present in courses that focused on quantitative methods and approaches. 
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1.1 Review of Selected Literature 

There have been a myriad of studies examining student evaluation ratings of instructors. Centra (2003) stated that 
student evaluations of instruction have been researched more than any other topic in the college instruction literature. 
In spite of this, only a small portion of these studies have specifically investigated the potential for rating bias across 
different academic fields (Centra, 1993; Feldman, 1978). Most notably is Cashin’s (1990) study that examined a 
large sample of students using the Students Instructional Ratings questionnaire (SIR) and the Individual 
Development Evaluation Assessment (IDEA) scales, both of which have been utilized in many colleges and 
universities. Cashin, later corroborated by others in the literature (Francis, 2011; Franklin & Theall, 1992; Gilroy, 
2003; Kember & Leung, 2011), demonstrated that students do indeed invite bias into their ratings, consistently rating 
instructors who teach quantitative-based courses (e.g., math, hard sciences) lower than instructors who teach more 
qualitative courses (e.g., the arts and humanities). This finding also corresponded with Feldman’s original study in 
1978, as well as another study by Barnes and Patterson (1988). 

Some proposed explanations have been conveyed in the literature for this consistent finding. Centra (2009) discusses 
the reason for rating bias across academic disciplines may be that instructors who teach quantitative-based courses 
tend to be in fields that progress much faster and are more competitive for research funding than other “softer” and 
less quantitative-heavy fields and thus, these issues may subsequently affect the teaching ability of professors, due to 
not devoting as much time and energy into teaching the material, whether intentionally or unintentionally. There is 
also evidence that differences may arise in teaching methodology, given that the hard sciences/quantitative-centered 
courses tend to be more lectured-oriented and less collaborative with other students than the softer 
sciences/humanistic courses (Centra, 2003; Marsh, 2007; Neumann & Neumann, 1985).  

Students who lack a solid foundation in math and quantitative reasoning are found to be more likely to develop 
negative attitudes and beliefs towards quantitative reasoning, mathematics, and statistics (Earp, 2007; Jordan & 
Haines, 2003). These same students carry an exorbitant amount of anxiety, with as much as 80% of all students 
experiencing “statistic anxiety” (Hanna, Shevlin, & Dempster, 2008; Onwuegbuzie & Wilson, 2003). This enduring, 
habitual type of anxiety has been supported by corresponding retest correlations (Macher, Paechter, Papousek, & 
Ruggeri, 2012; Papousek, Ruggeri, Macher, Paechter, Heene, Weiss, et al, 2012). Undergraduate students with 
moderate to high anxiety perform at lower levels, resulting in lower GPAs, than students with low anxiety (Chapell, 
Blanding, Silverstein, Takahashi, Newman, Gubi, et al., 2005). Statistics anxiety is associated with two factors that 
cannot be controlled by faculty: personal background (gender, ethnicity, socioeconomic status) and prior educational 
experiences (success/failure in primary education) (Earp, 2007; Hendel, 1980; Richardson & Woolfolk, 1980). The 
third factor associated with statistics anxiety, learning motivation, can be influenced by an instructor. Learning 
motivation is contingent upon quality of instruction, personality and attitude of instructor and difficulty of the 
material. Anxiety paired with fear of failure could prove to be a plausible explanation for negative skew in 
quantitative course TECs however, the classroom environment itself could add to the narrative.  

It is realized that there are other potential factors affecting student ratings (e.g., class size, grading leniency, level of 
course, etc.) (Brockx, Spooren, & Mortelmans, 2011; Pritchard, & Potter, 2011). For example, Haladyna and Hess 
(1994) explored and confirmed bias among student ratings using the many-faceted Rasch Model (Linacre, 1987), 
specifically looking into five facets of rating bias, those being the faculty member, the survey items themselves, rater 
bias (student), gender of the rater, rater perception of course type, and whether the course was a required course or an 
elective course. It was found that all elements displayed some element of bias, although perceived course type did 
not specifically indicate differences in academic discipline. There have been a host of models also developed in the 
literature as well, although examining all of these in an exhaustive fashion is beyond the scope of this study 
(Narayanan, Sawaya, & Johnson, 2014). 

Many authors state the specific need for subsequent research in evaluating bias in student ratings of quantitative 
courses. Marsh and Roche (1997) also states that there is not enough evidence to make any definitive conclusions on 
potential student rating bias against faculty who teach quantitative courses opening up an opportunity for additional 
studies. Ramsden (1991) states that there may be too much variability across or even within departments to produce 
reliable rating results, yet it has been demonstrated that using student evaluation rating scales is a credible way to 
assess teaching ability among academic instructors, at least for the psychometrically established student evaluation 
instruments (e.g., SIR) (d’ Apollonia & Abrami, 1997; Kember & Leung, 2008; Marsh, 1984; Marsh & Roche). An 
extensive and heavily cited review by Wachtel (1998) discussed the need to further investigate the variability of 
ratings within departments. Recently, Kember and Leung (2011) demonstrated significant differences of hard versus 
soft science through structural equation modeling, still showing that even today these differences still exist. The lack 
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of conclusive evidence regarding student ratings between fields and the disagreement of scholars within the student 
rating literature prompts the need for a study using advanced methodological techniques that allow objective 
measurement to answer this intriguing phenomenon of student rating bias among quantitative instructors.  

1.2 The Present Study 

The present study investigated graduate students’ responses to teacher/course evaluations (TCE) in the College of 
Education at a large Midwestern university. In particular, we sought to determine if graduate students’ ratings of 
faculty who teach quantitative methods courses were significantly different than ratings for faculty teaching other 
types of courses. To investigate this question we utilized the Rasch Rating Scale Model, a powerful IRT technique, 
and Differential Item Functioning (DIF) methods.  

2. Method 

Perhaps the most effective way to investigate if any biases are present in TCEs is to utilize an item response theory 
(IRT) approach for data analysis. IRT methods are considered particularly advantageous as they are capable of 
producing a great deal of information about individual persons and items within any dataset. While a discussion of 
IRT and Rasch measurement is beyond the scope of this article, readers are encouraged to read Bond and Fox (2007) 
and Royal (2010) for a thorough overview of IRT and Rasch measurement in the context of survey research. 

2.1 Instrumentation 

The Teacher/Course Evaluation (TCE) is not unlike most end-of-the-semester course and/or instructor evaluations. 
The instrument used in the present study was a uniform instrument administered throughout the university. The 
instrument contained 19 items partitioned among three categories: A) Course items (n=8); B) Instructor items (n=6); 
and, C) Learning outcomes (n=5). A five-point rating scale was provided, with response options Strongly Disagree, 
Disagree, Agree, Strongly Agree, and Not Applicable. Table 1 presents the survey items appearing on the TCE. 

Table 1. Survey Items 

Items 

Q1 – Instructor outlined in reasonable detail course material and grading procedures 

Q2 – Textbook contributed to my understanding of the subject 

Q3 – Assignments helped me to understand the subject 

Q4 – Exams reflected what was taught in the course 

Q5 – Grading was fair and consistent 

Q6 – Assignments were distributed fairly throughout the semester 

Q7 – Graded assignments were returned promptly 

Q8 – Graded assignments included helpful comments from the instructor 

Q9 – Instructor presented material in an effective manner 

Q10 – Instructor had a good knowledge of the subject matter 

Q11 – Instructor was available for consultation during office hours 

Q12 – Instructor satisfactorily answered questions raised in class 

Q13 – Instructor stimulated my interest in the subject 

Q14 – Instructor encouraged student participation in class 

Q15 – I learned to respect viewpoints different from my own 

Q16 – Course strengthened my ability to analyze and evaluation information 

Q17 – Course helped me to develop the ability to solve problems 

Q18 – I gained an understanding of concepts and principles in this field 

Q19 – Course stimulated me to read further into the area 
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2.2 Data Acquisition 

At the end of each semester, students are asked to complete Teacher/Course Evaluations (TCE) for each course that 
they are currently enrolled. While a summary of results are publicly available, the raw data are not. Records of the 
raw data are maintained by the university’s Office of Institutional Research (IR). Upon approval by the institution’s 
Institutional Review Board (IRB), a request was submitted to the university’s IR office to obtain anonymous TCE 
raw data for all graduate courses in the College of Education across the two most recent fall semesters, as this is 
when the majority of research methods courses were taught at this institution.  

2.3 Data Parsing 

An exhaustive list of graduate course offerings and their course descriptions was generated. Courses that would be 
considered inappropriate for the present study, such as practicum courses, independent study courses, 
thesis/dissertation residency courses, and internship courses were removed from the sample frame. Remaining 
courses consisted of lecture, seminar, or laboratory sessions. Initially, the researchers wanted to collapse all courses 
into one of four categories: 1) quantitative; 2) qualitative; 3) other methods; 4) all other (non-methods) courses. 
Upon classifying data, only one qualitative course was identified for each semester. Due to concerns of anonymity, 
the researchers decided to include the qualitative course data into the “other methods” category. This resulted in a 
final classification schema consisting of three categories: 1) quantitative courses; 2) all other methods courses; and 3) 
all non-methods courses. This categorization proved ideal, as definitions for each category were straight forward 
(defined by curriculum), yielded appropriate sample sizes, and protected the anonymity of the data. In total, 15 
distinct quantitative courses which included numerous lab sections (n=249), 7 other research methods (n=129) 
courses, and 146 non-methods courses (n=2,186) were sampled, resulting in a total sample size of 2,564 persons.  

2.4 Analysis 

Survey data were analyzed using a Rasch measurement model. In particular, the Rating Scale Model (Andrich, 1978) 
was selected because it is an appropriate model for polytomous data that share a common rating scale structure. 
According to the model the probability of a person n responding in category x to item i, is given by:  

 

 

where το = 0 so that exp , βn is the person’s position on the variable, δi is the scale value 
(difficulty to endorse) estimated for each item i and τ1, τ2, . . ., τm are the m response thresholds estimated for the m + 
1 rating categories. 

Winsteps (Linacre, 2014) measurement software was used to perform the Rasch analysis. This included a calibration 
of person and item parameters, estimates of person and item reliability, indices of data to model fit, a principal 
components analysis of standardized residuals to test for multidimensionality, and other standard analyses.  

Differential Item Functioning (DIF), an analysis technique based in item response theory, was used to compare 
calibrations across the three content categories. The goal of DIF is to ascertain if there are substantial differences 
amongst varying groups. If an item shows evidence of DIF it could be potentially biased (Holland & Thayer, 1986). 
Because a uniform instrument is administered to courses that vary significantly in terms of subject matter content, 
instructional methods, and other pedagogical issues, it is important to test the extent to which TCE items may 
potentially advantage or disadvantage some faculty teaching these courses. If it appears that numerous items are 
biased in a particular direction, one would have some empirical evidence to suggest that the instrument needs to be 
revised and improved and the inferences made about the findings reconsidered. For the present study, two iterations 
of DIF analyses were performed. The first analysis simply detected statistically significant differences among mean 
logit scores across categories at the .05 alpha level. Because compounding error (Type I) is a possibility when 
making multiple comparisons, a Bonferroni correction was applied to control for false positive detections in the 
second iteration of the DIF analysis.  
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3. Results 

3.1 Validity and Reliability 

Rasch models require data fit the model’s expectations, thus we evaluated fit statistics for the overall model as well 
as for individual people and items. Infit and outfit statistics indicate where observed data in the response vector may 
not meet the model’s expectations. Results indicate person mean square fit statistics (infit and outfit, respectively) 
were 1.01 and .98, and item mean square fit statistics were 1.00 and .99. These measures indicate very good fit, thus 
providing evidence for noise-free measures. Person and items fit statistics were evaluated and all items appeared 
sound. A couple hundred persons appeared to misfit the recommended range provided by Wright and Linacre (1994) 
of .6-1.4, however, because overall fit was so sound it was unnecessary to remove any data to improve overall fit. 

Numerous quality control checks are necessary to ensure the data are sufficiently unidimensional for appropriate for 
a Rasch analysis. We investigated dimensionality by conducting a Principal Components Analysis of standardized 
residual correlations (PCA) that indicated 51.7% of the variance was explained. The eigenvalue for the first contrast 
was 2.6, representing 6.6% of the variance. This information suggests the data were sufficiently unidimensional for 
the purposes of measuring a single (and primary) latent trait. The strength of the secondary dimension is about 2 to 3 
items. No other dimensions were detected. 

Rasch models produce reliability estimates for both persons and items. Person reliability estimates ranged from .90 
(real) to .91 (model), and item reliabilities were both .99 for real and model estimations. These estimates indicate the 
scores are highly reproducible. 

3.2 DIF Results 

DIF results were determined by comparing summative item level calibrations for each of the three groups. Results 
indicate a number of items were statistically significant at the .05 alpha level (indicated by “*”). A Bonferroni 
correction was applied to adjust for compounded error. This reduced alpha to .0026. Results that remained significant 
after the Bonferroni correction are denoted by “**”. Table 2 illustrates results of the DIF analysis. Upon the flagging 
of statistically significant items we evaluated the directionality to determine which group may receive potentially 
biases reviews.  

Table 2. Statistically Significant DIF Results 

Items Non-Methods v. 
Other Methods 

Non-Methods v. 
Quantitative Methods 

Other Methods v. 
Quantitative Methods 

Q1    
Q2  * * 
Q3   *  
Q4  *  
Q5   ** * 
Q6   ** * 
Q7     
Q8     
Q9     
Q10     
Q11     
Q12     
Q13   *  
Q14  **  
Q15  *  
Q16  *  
Q17  *  
Q18    
Q19  *  

*indicates results were significant at .05 alpha. 

**indicates results were significant after the Bonferroni corrected alpha of .0026. 
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When comparing non-methods courses to all other types of methods courses except those that were quantitative, no 
items were flagged to have evidence of DIF. When comparing non-methods to quantitative methods, 11 of 19 items 
were flagged for potential bias. Finally, comparing all other methods courses to quantitative courses, only 3 items 
were flagged.  

4. Discussion and Conclusion 

With regard to the directionality of these potential biases, let us first investigate non-methods compared to 
quantitative methods. Items 3, 4, 5, 6, 16 and 17 were more difficult for those in non-methods courses to endorse, 
and items 2, 13, 14, 15 and 19 were more difficult to endorse for those in quantitative courses. Upon investigating the 
content of these items, it appears students in non-methods courses were less likely to endorse items that were 
course-related in nature. Students in quantitative courses, however, were less likely to endorse items pertaining to the 
instructor. Two items were flagged for items pertaining to learning outcomes for each group. On the surface, it 
appears students perceived quantitative faculty as less likely to encourage class participation and less likely to 
stimulate students’ interests in the subject matter. On the other hand, students were less likely to prefer the manner in 
which their non-methods courses were conducted (e.g., including helpful assignments, exams reflective of what was 
taught, fair and consistent grading, and distribution of assignments). 

With regard to the three items that were significantly different between all other methods courses and quantitative 
courses, students in general methods courses were more likely to agree the textbook contributed to their 
understanding of the subject, but those in quantitative courses were more likely to agree that grading was fair and 
consistent and assignments were distributed fairly throughout the semester. These results reinforce the notion that 
students generally appreciated much of the manner in which quantitative courses were conducted. Given no 
significant differences were found between non-methods courses and all other research methods (non-quantitative) 
further illustrates that quantitative methods courses are particularly unique, and that the results drawn from TCEs 
pertaining to these courses may indeed be biased.  

At many institutions, important decisions about promotion and tenure are linked to student ratings on TCEs. This 
study found that students’ perceptions of faculty varied widely with regard to stimulating their interest in the subject 
and encouraging class participation. One may argue that these sentiments are of no fault to the instructor, as students 
simply may not have an interest in quantitative methods. This much is confirmed in impersonal conversations with 
students every day. However, items that speak to the quality of the instructor, such as his/her knowledge of the 
subject matter, ability to effectively present material, satisfactorily answering questions and being available outside 
of class revealed no meaningful differences. In many ways these types of items should be more telling of an 
instructor’s competence than some of the other issues. Depending on how results are calculated and viewed (e.g., 
item level versus summative), there is reason to believe that students’ internal biases may cause them to undermine 
effective teaching provided by instructors of quantitative courses. Decision-makers need to be keenly aware of this, 
and for the sake of fairness, investigate students’ responses at the item level. This is critical because summative 
information obtained about an instructor may be misleading and inherently biased. When inferences from TCEs are 
used in a relatively high-stakes manner (for any instructor regardless of discipline), it is imperative that a 
fully-informed snapshot of results, ideally from multiples sources of evidence, is generated for decision-makers to 
draw appropriate inferences. 
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