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ABSTRACT
Automated Essay Scoring (AES) tools aim to improve the
efficiency and consistency of essay scoring by using machine
learning algorithms. In the existing research work on this
topic, most researchers agree that human-automated score
agreement remains the benchmark for assessing the accuracy
of machine-generated scores. To measure the performance
of AES models, the Quadratic Weighted Kappa (QWK) is
commonly used as the evaluation metric. However, we have
identified several limitations of using QWK as the sole met-
ric for evaluating AES model performance. These limita-
tions include its sensitivity to the rating scale, the potential
for the so-called “kappa paradox” to occur, the impact of
prevalence, the impact of the position of agreements in the
diagonal agreement matrix, and its limitation in handling
a large number of raters. Our findings suggest that relying
solely on QWK as the evaluation metric for AES perfor-
mance may not be sufficient. We further discuss insights
into additional metrics to comprehensively evaluate the per-
formance and accuracy of AES models.
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1. INTRODUCTION
As the use of computer software tools for evaluating stu-
dent essays becomes increasingly popular, researchers have
turned to Automated Essay Scoring (AES) systems as a way
to expedite the process and reduce costs. These systems,
which are essentially machine learning models trained on
datasets containing essay answers and their corresponding
human-annotated scores, are designed to eliminate concerns
about rater consistency and increase the speed of evaluation.
To assess the performance of an AES system, the score pre-
dicted by an automated scorer is compared to the ground
truth or the score assigned by human annotators.

One common metric used to measure the accuracy of a ma-
chine learning model is the percent agreement between the
predicted score and the ground truth. However, this met-
ric has been criticized for its inability to account for chance
agreement, as pointed out by Jacob Cohen in 1960 [7]. In
response, Cohen developed the concept of Cohen’s kappa,
which takes into consideration the possibility that raters
may guess certain variables due to uncertainty. To further
address this issue, the variation of Cohen’s kappa known
as weighted kappa considers the severity of disagreement
between the predicted score and the ground truth. This
is particularly important in applications where the conse-
quences of misclassification may vary. Among the variations
of weighted kappa, the quadratically weighted kappa is the
most commonly used for summarizing interrater agreement
on an ordinal scale [12]. This trend is also evident in the
field of AES systems, where QWK is frequently employed
as a standard evaluation metric, as noted in numerous stud-
ies [25, 21, 26, 22, 5, 20, 1, 28, 19].

We present a comprehensive examination of the utility of
Quadratic Weighted Kappa (QWK) as an evaluation met-
ric for automated essay scoring (AES) systems. To the best
of our knowledge, this is the first work to specifically ad-
dress the limitations of QWK in the context of AES. We
acknowledge that some of the limitations we highlight in
this paper may also apply to other fields. However, our
paper specifically highlights the limitation of QWK in the
AES context and emphasizes its implications for practical
use, particularly with respect to the threshold for model ac-
ceptance, as discussed in [25]. Our work is motivated by
the fact that previous research in AES has predominantly
focused on maximizing QWK performance, and we aim to
draw attention to the potential pitfalls of solely relying on
QWK as a measure of model performance.

While kappa statistic has proven to be effective in many
cases, it has been found to have some paradoxes in certain
scenarios [24, 4, 18, 27]. In a study by Brenner and Klieb-
sch, the sensitivity of Quadratic Weighted Kappa (QWK)
to ratings (based on a given rating scale) was identified as
a notable characteristic of the metric [3]. This issue is of
particular relevance in our work as we delve into the im-
plications of this characteristic on the acceptance decision
of an Automated Essay Scoring (AES) model. Specifically,
we focus on the impact of score resolution methods in situ-
ations where two human raters are involved in the grading
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process. Standard methods for combining human scores in-
clude summing or averaging the scores. However, in the
ASAP (Automated Student Assessment Prize) competition
dataset, another score resolution method is employed for
some prompts, which involves selecting the higher of the two
scores. Our findings indicate that the treatment of human
scores, despite the scores remaining unchanged, can affect
the performance of the quadratic weighted kappa and ulti-
mately influence the decision-making process regarding the
acceptance or rejection of an essay scoring model. To ad-
dress this issue, we also experiment with different weights
on the kappa statistics in an effort to mitigate the impact of
the rating scale on the kappa statistics.

Furthermore, another paradox of kappa statistics is the im-
pact of prevalence on kappa for 2x2 agreement table that
has been investigated in prior literature, as demonstrated
by Byrt et al. [4]. According to them, the value of kappa
is affected by the relative probability of the classes, known
as the Prevalence Index (PI). When the PI is high, kappa
tends to decrease, potentially leading to an underestima-
tion of the degree of agreement between raters. However, in
the context of essay examinations, binary grading or scoring
systems with only two levels are relatively uncommon. In-
stead, grading processes typically incorporate multiple levels
or categories of assessment. While the prevalence of agree-
ment matrices with a size of 2x2 has been previously studied,
there is still a lack of a comprehensive formula for calculat-
ing the prevalence of matrices with a size of 3x3 or greater.
In this paper, we aim to address this gap in the literature
by proposing a formula for measuring the proportions of
classes in raters’ agreement for agreement matrices with a
size greater than 2x2.

Subsequently, our study found that the relationship between
prevalence and kappa, as previously outlined by Byrt et al.
[4], does not consistently hold true when applied to agree-
ment matrices larger than 2x2. Specifically, when the preva-
lence index (PI) is high, the value of kappa can either de-
crease or increase depending on the position of the number
in the diagonal of the matrix, which indicates the agreement
between the two raters. It highlights the need for caution
when interpreting kappa values in the context of larger ma-
trices, such as those used to assess essay scores, as these val-
ues may not accurately reflect the true level of agreement.
Our study contributes to the existing literature on the re-
lationship between prevalence and kappa by providing new
insights into the limitations of using kappa as a measure of
inter-rater agreement in the context of matrices larger than
2x2.

Finally, it is crucial to consider the limitations of kappa
statistics in situations involving multiple raters. Previous re-
search has consistently emphasized the importance of involv-
ing two or more raters to increase the reliability of scores,
particularly in high-stakes testing programs that include
writing essays as a measured task [9]. However, it is cru-
cial to note that kappa statistics are incapable of assessing
inter-rater agreement in such situations.

The structure of the paper is as follows. In Section 2, we
provide an overview of the concept of Cohen’s kappa and its
various weighted forms, including QWK, and examine the

interpretation of their values. In Section 3, we examine the
quantitative performance acceptance criteria for AES mod-
els as outlined by Williamson et al. [25]. In Section 4, we
describe the experimental setup, including the dataset, the
training algorithms, and the textual features of essays used
to create essay scoring models. In Section 5, we assess the
performance of QWK as an evaluation metric in the context
of AES in multiple scenarios. The experiment results are dis-
cussed in section 6, including all notable findings. Finally,
the paper is concluded in the last section.

2. KAPPA AND WEIGHTED KAPPA
Cohen’s kappa and Weighted kappa are widely used mea-
sures of inter-rater agreement that account for chance agree-
ment and have been applied in various research fields. In this
section, we discuss the concept, formula, and interpretations
of these two measures.

2.1 Cohen’s Kappa
Cohen’s kappa, also known as unweighted kappa, is a widely
utilized statistical measure used to evaluate the agreement
between two independent raters in their assessment of a par-
ticular set of items. This measure was first introduced by
Jacob Cohen in 1960 [7] and has since become a widely ac-
cepted method for assessing the reliability of rating scales
and classification models.

One of the key features of Cohen’s kappa is that it adjusts
for chance agreement, meaning that it takes into account the
possibility of two raters agreeing simply by chance rather
than as a result of their independent assessments. This is
particularly useful in situations where the raters may not
have a high level of expertise or may be biased in their eval-
uations. By normalizing the agreement between the two
raters at the baseline of random chance, Cohen’s kappa al-
lows for a more objective and reliable assessment of their
agreement.

Overall, the use of Cohen’s kappa allows for a more accu-
rate assessment of the agreement between two independent
raters and the performance of classification models. It al-
lows for the reliable evaluation of the reliability of rating
scales and the effectiveness of classification algorithms, pro-
viding valuable insights into the accuracy and reliability of
the assessments being made.

Cohen’s kappa is calculated by taking into account both the
observed agreement between raters and the expected level of
agreement that would be observed by chance alone. By com-
paring these two values, Cohen’s kappa allows researchers to
determine the degree to which the raters’ evaluations are re-
liable and consistent rather than merely the result of random
chance.

Cohen’s kappa (unweighted) is formalized as follows:

κ =
Po − Pe
1− Pe

(1)

In order to assess the reliability of the ratings given by the
two raters, we calculated the percentage of actually observed
agreement, denoted as Po, and the expected agreement, de-
noted as Pe. Po was calculated by dividing the number of
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ratings that were assigned the same category by both raters
by the total number of ratings. This allowed us to deter-
mine the percentage of ratings that the two raters agreed
upon. Pe, on the other hand, was calculated based on the
distribution of ratings across the categories. Specifically, it
represented the probability that the two raters would agree
on a rating by chance alone. This value was obtained by
taking into account the frequency of each rating within the
set of ratings given by both raters.

When the value of κ is 0, it signifies that the agreement
between two raters is no greater than what would be ex-
pected by chance alone. This indicates a lack of consistency
in the ratings provided by the two raters. On the other
hand, a κ value of 1 indicates that the raters are in com-
plete agreement, demonstrating a high level of consistency
in their ratings. It is worth noting that in rare cases, the
value of κ may be negative, indicating that the agreement
between the two raters is actually lower than what would be
expected by chance. Table 1 provides a guide for interpret-
ing kappa values ranging from 0 to 1, as described in the
work of Landis and Koch [16]. It is important to note that
it is not possible to establish a single, universally accepted
value for the statistic known as kappa. Instead, the appro-
priateness of any particular value of kappa depends on the
level of accuracy demonstrated by the observers in question,
as well as the number of codes being used to categorize the
data.

Table 1: Interpretation of Kappa

Kappa Interpretation

< 0 Less than chance agreement

0.01 - 0.20 Slight agreement

0.21 - 0.40 Fair agreement

0.41 - 0.60 Moderate agreement

0.61 - 0.80 Substantial agreement

0.81 - 1.00 Almost perfect agreement

As an unweighted measure, Cohen’s kappa is particularly
useful for evaluating the agreement between raters when
there is no inherent hierarchy or relative importance among
the categories being evaluated.

2.2 Weighted Kappa
The weighted kappa statistic is a measure of inter-rater reli-
ability that takes into account the strength of the agreement
between raters in addition to the presence of the agreement
itself. In contrast, the unweighted kappa statistic simply
counts the number of agreements without considering the
magnitude of the difference between the ratings. The use
of weighted kappa is particularly appropriate in situations
where the categories being rated are not equally likely or
important.

To compute weighted kappa, once the observed agreement
(Po) and expected agreement(Pe) have been calculated, they
are multiplied by a weights matrix. The weights would be
a decreasing function of the distance |i − j|, such that dis-
agreements corresponding to adjacent categories would be

assigned higher weights than those corresponding to cate-
gories that are further apart [23].

There are many different ways to weigh the kappa statistic,
depending on the specific situation and the type of data
being analyzed. Some common weighting schemes include
linear weight and quadratic weight. Given n as the number
of rating categories, the formula of the linear weight for an
agreement table with size n× n is as follows:

wij = 1− |i− j|
n− 1

, (2)

And, for the quadratic weight is as follows:

wij = 1−
( i− j
n− 1

)2
, (3)

with wij ∈ [0, 1] and wii = 1 for i, j ∈ {1, 2, ..., n}.

Linear weighting schemes assign weights to the ratings or
scores based on the difference between the ratings, with
larger differences receiving lower weights. Quadratic weight-
ing schemes, on the other hand, assign weights based on the
square of the difference between the ratings, with even larger
differences receiving even lower weights.

3. ACCEPTANCE OF AES MODEL
According to Williamson et al. in [25], there is an accep-
tance criterion that is used to evaluate the performance of
automated scoring in relation to human scores when auto-
mated scoring is intended to be utilized in conjunction with
human scoring. The measurement of agreement between
human scores and automated scores has been a longstand-
ing method for determining the effectiveness of automated
scoring systems. This evaluation process involves comparing
the automated scores to the human scores in order to deter-
mine if they satisfy a predefined threshold. In particular,
the quadratic weighted kappa (QWK) between automated
and human scoring must be at least .70 (rounded normally)
in order to be considered acceptable.

It is important to note that the performance of automated
scoring systems is highly dependent on the quality of hu-
man scoring. Therefore, it is crucial that the interrater
agreement among human raters is reliable before utilizing
automated scoring in conjunction with human scoring. This
ensures that the automated scores will be accurate and re-
liable, which is essential for the effective use of automated
scoring in a variety of settings.

4. EXPERIMENT SETTINGS
4.1 Dataset
In order to conduct our experiment, we utilized the Auto-
mated Student Assessment Prize (ASAP) dataset1, which
is hosted on the Kaggle platform. This dataset has been
widely recognized as a valuable resource for evaluating the
performance of automated essay scoring (AES) systems [17],
and has thus become the standard for research in this field.
The ASAP dataset comprises a collection of essays that have
already been scored by human graders and includes eight
different prompts with a range of possible scores for each.
1https://www.kaggle.com/c/asap-aes
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4.2 Model Training
In order to assess the performance of our regression models,
we employed a 5-fold cross-validation strategy, using 80% of
the data for training and 20% for testing. Three different
algorithms were utilized in our analysis: Gradient Boosting,
Random Forest, and Ridge Regression. In this study, the
essay features were obtained using the same methodology
as described in [10]. Each essay was transformed into a
780-dimensional feature vector comprising two categories:
12 interpretable features and a 768-dimensional Sentence-
BERT vector representation.

We trained separate models for each prompt within the
dataset. To optimize the performance of each model, we
utilized different hyper-parameter configurations for each in-
dividual model. In accordance with the established standard
for evaluating automated essay scoring (AES) systems, we
utilized the Quadratic Weighted Kappa (QWK) score as our
evaluation metric [8, 25]. This measure allows us to compare
the system-predicted scores with human-annotated scores,
thereby providing a quantifiable indication of the level of
agreement between the two.

5. QWK EVALUATION IN AES CONTEXT
In this section, we delved into various factors that can affect
the value of Quadratic Weighted Kappa (QWK) and its im-
plications for use in the context of Automated Essay Scoring
(AES). These factors include the impact of the rating scale,
the kappa paradox, the proportion of classes in rater agree-
ment, changes in agreement position, and the number of
raters involved.

5.1 The Effect of Rating Scale to QWK
In this section, we delve into the topic of the sensitivity of
Quadratic Weighted Kappa (QWK) to rating scales. This
particular characteristic of weighted kappa has been previ-
ously discussed by Brenner and Kliebsch in their seminal
work [3]. We aim to further elaborate on the implications of
this sensitivity in the context of evaluating the performance
of an Automatic Essay Scoring (AES) model. The sensi-
tivity of QWK to rating scales can be clearly demonstrated
through the simple case presented in Table 2. By compar-
ing the two examples within the table, we can observe that
even a slight modification in the rating scale can result in
notable changes in the QWK score. The first example pre-
sented in the table yields a QWK score of 0.50, which can
be considered as indicating a moderate level of agreement.
In contrast, the second example has a QWK score of 0.78,
indicating a substantial level of agreement between the rat-
ings. Importantly, both examples have the same number of
agreements and disagreements. This illustrates the signif-
icant impact that the rating scale can have on the QWK
score, highlighting the importance of carefully considering
the rating scale when utilizing this measure of agreement.

We provide experimental results that show how an AES
model performance changes when trained with a different
score resolution from two human raters as the final score
(label). The ASAP dataset score resolution table (Table 3)
outlines the scoring method for each prompt. For Prompt 1
and Prompt 7, the score is determined by adding the scores
from two raters together. For Prompt 2 and Prompt 8, the
score is determined by combining the scores from an essay

Table 2: A simple example of rating scale’s effect on QWK

Prediction QWK Interpretation

Rater 1 [1, 2, 3]
0.50 Moderate agreement

Rater 2 [2, 1, 3]

Rater 1 [1, 2, 4]
0.78 Substantial agreement

Rater 2 [2, 1, 4]

rubric. For Prompts 3-6, the score is determined by taking
the higher score of the two raters.

Table 3: Prompts in ASAP dataset

ASAP Dataset Score Resolution

Prompt 1 Sum of two raters

Prompt 2 Combination of essay rubric scores

Prompt 3 Higher of two raters

Prompt 4 Higher of two raters

Prompt 5 Higher of two raters

Prompt 6 Higher of two raters

Prompt 7 Sum of two raters

Prompt 8 Combination of essay rubric scores

The purpose of this experiment was to investigate the ef-
fect of score resolution on QWK scores using three different
machine learning models: gradient boosting, random forest,
and ridge regression. The QWK scores were calculated for
six different prompts, labeled Prompt 1 through Prompt 7.
We exclude prompt 2 and prompt 8 since they already have
specific scoring methods which involve the combination of
essay rubrics.

To further explore the impact of rating scale on QWK scores,
we implemented three different score resolution methods for
the six prompts used in our study. The first method in-
volved summing the scores given by both raters. The sec-
ond method involved selecting the higher score between the
two raters. The third method involved calculating the mean
of the scores given by both raters. According to a sur-
vey of state testing programs conducted by Johnson et al.
[13], it was determined that an operational score is typi-
cally formed by summing or averaging the scores of raters,
when such scores meet the agency’s definition of agreement,
which is generally predicated on the requirement that scores
be at least adjacent. Additionally, the methodology of using
the higher score of both raters was employed in the ASAP
dataset in four prompts.

Based on the results Table 4, it appears that the sum of
the QWK scores is consistently higher than the mean scores
and the higher score of the two raters for all prompts and
all three models. Our results demonstrated that the use of
different score resolution methods had a significant impact
on QWK scores. Additionally, it appears that the gradi-
ent boosting model consistently performs the best for all
prompts. The random forest model performs slightly worse,
while the ridge regression model performs the worst.
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Table 4: The effect of score resolution on QWK using different algorithms

Dataset
Gradient Boosting Random Forest Ridge Regression

higher mean sum higher mean sum higher mean sum

Prompt 1 0.720 0.7143 0.7840 0.6986 0.6989 0.7776 0.6672 0.662 0.7395

Prompt 3 0.6825 0.6750 0.7016 0.6641 0.6631 0.691 0.6557 0.6569 0.6928

Prompt 4 0.7649 0.7742 0.8079 0.7303 0.7323 0.7740 0.7803 0.7804 0.8124

Prompt 5 0.8077 0.8108 0.8639 0.7926 0.7889 0.8526 0.7958 0.7971 0.8568

Prompt 6 0.7964 0.7931 0.8548 0.7637 0.7619 0.8239 0.7822 0.7923 0.on47

Prompt 7 0.7350 0.7685 0.7780 0.6836 0.7121 0.7254 0.7366 0.7722 0.7785

Table 5: The effect of score resolution on QWK using different weight of kappa

Dataset
QWK LWK Cohen’s kappa

higher mean sum higher mean sum higher mean sum

Prompt 1 0.720 0.714 0.784 0.600 0.609 0.599 0.502 0.525 0.347

Prompt 3 0.682 0.675 0.702 0.596 0.589 0.543 0.519 0.515 0.324

Prompt 4 0.765 0.774 0.808 0.637 0.651 0.619 0.51 0.527 0.318

Prompt 5 0.808 0.811 0.864 0.686 0.694 0.680 0.559 0.574 0.353

Prompt 6 0.796 0.793 0.855 0.666 0.655 0.656 0.535 0.515 0.321

Prompt 7 0.735 0.768 0.778 0.520 0.545 0.548 0.175 0.179 0.089

In this study, we present an argument that the primary is-
sue in this scenario is that the scores of the two human
raters are basically unchanged. The difference is how the
scores are treated to obtain the final score. The different
results of QWK by using the higher, the mean, and the
sum value of both scores results in inconsistencies in the
decision-making process of the essay scoring model accep-
tance. These findings indicate that in order to maximize
the quadratic weighted kappa value, one can always select
the approach of summing the scores of both raters as it leads
to a larger scale of scores.

Researchers and practitioners should be mindful of the po-
tential impact of rating scale choices on the resulting QWK
scores and take appropriate measures to mitigate this sensi-
tivity. One strategy that can be employed is to decrease the
weight assigned to the kappa formula. To evaluate the effec-
tiveness of this strategy, we conducted a further experiment
using the same dataset discussed in Table 4. The purpose
of this experiment was to compare the results of the kappa
values obtained from different weights, specifically quadratic
weighted kappa, linear weighted kappa, and Cohen’s kappa
(unweighted). In order to ensure a fair comparison, we uti-
lized the Gradient Boosting algorithm for all calculations
as the previous result has shown it to perform better than
Random Forest and Ridge Regression, as shown in Table 4.

The results of our experiment are presented in Table 5.
We have examined the impact of the rating scale on the
quadratic weighted kappa (QWK) and found that as the
scale of the scores increases, the QWK value also increases.
In contrast, our results for Cohen’s kappa, an unweighted
measure of inter-rater agreement, revealed an opposite trend.

The last column of Table 5 illustrates that the kappa val-
ues for the sum of the scores are, in fact, lower than those
for the higher or mean scores from human raters. This in-
dicates that as the scale of the rating increases, the kappa
values decrease.

The Linear Weighted Kappa (LWK) method has been demon-
strated to yield the most balanced results when dealing with
rating scales. In situations where the scores assigned by
human raters remain consistent, the manner in which the
scores are treated is inconsequential, as the results obtained
from the higher score, the mean, and the sum of the scores
are quite similar. LWK has been found to effectively miti-
gate the impact of rating scales in comparison to quadrati-
cally weighted and unweighted kappa.

The immediate consequence of selecting different weights for
kappa is the need to define a new threshold for the accep-
tance rate of an automated essay scoring model. This is due
to the fact that the threshold of 0.7, which is commonly uti-
lized in such models, was specifically defined for the use of
quadratic weighted kappa. In particular, different weights of
the kappa coefficient reflect different emphases on different
types of agreement or disagreement; therefore, it is crucial
to adjust the threshold accordingly so that the evaluation
aligns with the intended focus of the scoring system. Failure
to properly define and adjust the threshold for acceptable
performance can result in misinterpretation or overestima-
tion of the system’s performance. Thus, it is essential for
stakeholders and decision-makers to clearly define the ac-
ceptable performance criteria prior to the implementation
of an automated essay scoring system.
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5.2 Kappa Paradox
The kappa paradox invalidates the common assumption that
the value of kappa increases as the level of agreement in data
increases. This paradox occurs when a classifier exhibits a
high level of percent agreement but a low kappa score, which
can be counterintuitive and potentially misleading.

The paradox arises due to an imbalanced agreement between
two raters. For example, consider the case of binary classifi-
cation, in which both raters mostly agree on only one class.
In such a scenario, the percent agreement may be high, but
the kappa score may be low due to the relatively high ex-
pected agreement.

To illustrate this phenomenon, consider the following exam-
ple: suppose we have two predictions from rater A and rater
B, represented by arrays A and B, respectively. Both ar-
rays have a size of 1000, and the scores for each rater are as
follows:

A = [5, 7, 7, 9, 8, 9, 9, 9, 9, 9, 9, 9, ...., 9]

B = [8, 6, 9, 6, 8, 9, 9, 9, 9, 9, 9, 9, ...., 9]

Here, the percent agreement between the two raters is 99.8%.
However, the QWK is only 0.488, which is below the stan-
dard acceptance criteria of 0.7 proposed by Williamson et
al. [25].

This result can be attributed to the fact that kappa is a
chance-adjusted measure of agreement, which accounts for
the expected agreement due to chance. In other words,
kappa shows how much better a model performs compared
to random predictions. In the example provided, the prob-
ability of agreement by chance is relatively high, leading to
a low kappa score despite the high percent agreement.

To sum up, the kappa paradox highlights the importance of
considering both percent agreement and kappa in evaluating
the performance of a classification model. While percent
agreement may be a simple and intuitive measure, it can be
misleading when there is an imbalanced agreement between
raters. On the other hand, kappa considers the expected
agreement due to chance and provides a more nuanced view
of the model’s performance.

5.3 Proportion of Categories in Agreement
One notable limitation of QWK is that its score is heavily
influenced by the proportion of agreement between raters
for different classes or scores. [4] described that the value of
kappa is affected by the relative probability of the classes in
a 2x2 agreement table, known as the Prevalence Index (PI).
Suppose there are two people who are tasked with categoriz-
ing a group of N individuals into one of two categories, such
as ”Yes” or ”No”. The result can be presented in a 2-by-2
table as shown in Figure 1.

From Figure 1, the estimate of the probability of ”Yes” for
the whole population would be the mean of f1/N and g1/N.
Similarly, the most accurate estimate of the probability of
”No” can be obtained by finding the mean of f2/N and g2/N.
The Prevalence Index (PI) is calculated by subtracting the
probability of ”Yes” from the probability of ”No” and divid-
ing the result by N. Therefore, it is estimated by (a - d)/N.

Figure 1: Agreement table of size 2x2

The value of PI can range from - 1 to + 1, and is equal to 0
when the probabilities of ”Yes” and ”No” are equal.

Figure 2: Prevalence and kappa correlation on 2x2 matrix

In Figure 2, two cases are presented in which there are 180
agreements and 20 disagreements between raters. In the
first case, the calculated percent agreement (PI) is 0.0, and
the kappa value is 0.8, while in the second case, the PI is
0.8, and the kappa value is 0.44. It is important to note that
the difference between the kappa values in these two cases
is due to the prevalence effect. As the value of PI increases,
the expected probability (Pe) also increases, which in turn
results in a decrease in the value of kappa. This relationship
highlights the need to consider the prevalence of the ratings
in the analysis of interrater reliability.

In essay examinations, the use of binary grades or scoring
systems with only two levels is highly uncommon. Rather,
the grading process typically involves multiple levels or cat-
egories of assessment. This presents a unique challenge in
evaluating the agreement between human raters and auto-
mated essay scoring models, as the agreement matrix be-
tween the two will typically have a size greater than 3x3.

We propose a formula for measuring the prevalence of agree-
ment matrix with size 3x3 or larger, as follows:

prev =
1

n

1

c(c− 1)/2

c−1∑

i=0

c∑

j=i+1

| Uii − Ujj | (4)

where c is the number of classes, n is the number of items,
and Uii is the diagonal element of the agreement matrix.
This formula is designed to provide a quantifiable measure
of the average difference of all unique pairs of the categories
in the raters’ agreement. By dividing the sum of the absolute
differences between the diagonal elements of the agreement
matrix by the total number of items and the number of
unique pairs of classes, we can obtain a normalized measure
of the proportions of classes in the agreement.
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Figure 3: Agreement tables with size of 4x4 from ASAP dataset Prompt 4. The first table was the original agreement table
between the score predictions of Gradient Boosting and the score labels from human raters. In the next tables, the diagonal

values were manipulated to increase the prevalence to examine its impact on QWK.

Figure 4: The prevalence’s effect on QWK with respect to
the acceptance threshold in AES (0.7)

In order to further demonstrate the extent of this issue, we
present an example from prompt 4 in the ASAP dataset.
The scores within this dataset range from 0 to 3. In order
to effectively visualize the performance of the AES model,
we have included the confusion matrices that compare the
model’s score predictions with the human scores, which serve
as the ground truth.

In order to explore the relationship between the prevalence
of agreements between raters and the Quadratic Weighted
Kappa (QWK) score, we conducted an experiment involving
seven different proportions of agreements and visualized the
results in Figure 3. The first agreement table in the figure
shows the prediction performance of our trained regression
model, with a QWK score of 0.765. Using our formula, the
value of the prevalence is 0.119. We can observe in this ta-
ble that the proportion of agreement for different scores is

somewhat evenly distributed, with most of the agreement
between rater 1 and rater 2 occurring in score 1. The accu-
racy or percent agreement for this model is 0.66.

An intriguing outcome of the QWK behavior is evidenced in
the last table (no. 7) in Figure 3. It demonstrates the predic-
tion performance with an accuracy of 0.66, which is the same
as that of the first table (no. 1). However, the QWK score
for this model has significantly decreased to 0.599, falling be-
low the acceptable score of 0.70 for an AES model. Despite
the decrease in the QWK score, the prevalence of agreement
between the two raters in this table was found to be 0.294,
indicating a higher imbalance in the agreement scores be-
tween the two raters. This scenario was created through the
manipulation of the confusion matrix, in which both raters
made more frequent equal predictions on score 1. This ma-
nipulation allowed for the examination of the impact of such
an imbalance on the overall QWK score.

Figure 4 illustrates that as the prevalence of the agreement
table increases, the QWK value decreases. Initially, the
QWK value is 0.765, above the acceptance threshold, but
as the prevalence increases, the QWK value drops to 0.599,
below the accepted score threshold. This results in the ac-
ceptance decision for the AES model changing from accepted
to rejected, even though all models have the same number
of raters’ agreements. These findings suggest that the pro-
portion of agreements plays a significant role in determining
the reliability of an assessment model.

The main objective of this section is to demonstrate that
a scenario exists in which the value of kappa decreases as
prevalence increases that leading to a decision-making chal-
lenge within the context of AES. It is worth noting, however,
that this pattern of prevalence-kappa correlation is not al-
ways the case. In fact, it is possible for the kappa value
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Figure 5: The effect of changing the position of agreements on QWK. Both examples presented are from the last two
agreement tables in Figure 3.

to increase even as prevalence increases, particularly in the
context of agreement matrices with dimensions greater than
2x2. This phenomenon has not been previously addressed
in the literature and will be explored in greater detail in the
following section.

5.4 Position Change in Agreement
In our study, we examined the validity of the pattern pro-
posed by Byrt et al. (1993) in relation to agreement matrices
larger than 3x3. Our findings indicate that this pattern is
not consistently applicable in these cases. To further demon-
strate this, we analyzed two specific examples, depicted in
Figure 5. Both examples presented are from the last two
agreement tables in Figure 3 (tables no 6 and 7) to show an
opposite relationship between prevalence and kappa, con-
trasting the relationship discussed in the previous section.
In both cases, we maintained the same number of agree-
ments on the diagonal of the matrix, thus preserving the
overall prevalence. However, as shown in Figure 5, we ob-
served significant changes in the Quadratic Weighted Kappa
(QWK) value when altering the arrangement of these agree-
ments within the matrix. Specifically, in the upper image
of Figure 5, the QWK increased from 0.665 to 0.853 after
swapping the positions of the numbers 900 and 35 in the cor-
ner of the matrix. Similarly, in the bottom image, the QWK
increased from 0.599 to 0.855 after swapping the positions of
the numbers 1000 and 5 on the diagonal. These findings sug-
gest that the position of agreements within the matrix can
significantly impact the QWK value and, therefore, must be
considered when evaluating the agreement between raters.

The observed results can be attributed to the significant dif-
ference in the expected probability (Pe) of the two matrices

being compared. As demonstrated in Figure 5(a), the ma-
trix on the left exhibits a Pe value of 0.874, while the matrix
on the right exhibits a Pe value of 0.714. It is well estab-
lished that a decrease in Pe values leads to an increase in
the quadratic weighted kappa (QWK) value. Similarly, the
comparison presented in Figure 5(b) shows that the Pe value
of the matrix on the left is 0.895, while the Pe value of the
matrix on the right is 0.710. All of the cases have the same
observed probability (Po) of 0.958. These findings suggest
that the Pe values of the two matrices play a critical role in
determining the QWK value.

The QWK behavior in this scenario presents a challenge
for decision-makers when determining whether to accept or
reject an AES model. As previously discussed, the QWK
scores for the agreement tables prior to the exchange of po-
sitions between two numbers are significantly lower than the
minimum requirement for acceptance according to the AES
model. This issue is further compounded by the fact that
the kappa values for these tables shift from indicating a mod-
erate agreement to an almost-perfect agreement. This is a
significant change in interpretation despite the fact that the
number of correct predictions (percent agreement) and the
difference in the proportion of agreement between classes
(prevalence) remain unchanged. This highlights the poten-
tially problematic nature of relying solely on QWK scores
for decision-making in regard to AES models.

5.5 The Number of Raters
In high-stakes testing programs that include writing essays
among the various tasks that are measured, it is standard
procedure to have multiple raters read and evaluate each
of the essays, as outlined in the research of Cohen [9]. The

110



most reliable assessment will occur when all of the responses
are scored independently by different raters[2]. The greater
the number of independent responses and the more the num-
ber of independent ratings of each response, the higher the
reliability of the assessment will be. According to Coffman
[6], the development of common examinations for English
exams, rated by multiple teachers, is essential for ensuring
reliability. The study suggests that utilizing two ratings,
even if done quickly to allow for a larger number of ratings
overall, is preferable to relying on a single rating. To further
improve the reliability of rater decisions in the scoring of es-
says, student responses are generally scored by two or more
raters, as highlighted in the research of Johnson [14]. This
approach allows for a more thorough and accurate evaluation
of the essays, as it takes into account multiple perspectives
and ensures that any potential biases or inconsistencies are
identified and addressed.

It has been noted in prior studies that there may be sce-
narios where more than two raters are utilized for exams
grading. As exemplified in Breland’s study [2], the criterion
variable employed was the sum of scores obtained from four
distinct essay tasks, each independently scored by four sepa-
rate raters. Additionally, Johnson et al. [14] suggested that
implementing three raters can also be beneficial, assuming
that there is no evidence of rater drift. And it appears rea-
sonable that the reliability of operational scores would be
significantly improved by averaging the three scores from
the two initial raters and the one expert.

However, one of the main limitations of using kappa statis-
tics to assess interrater agreement is that it is only suit-
able for analyzing the agreement between not more than two
raters. And since weighted kappa only adds weight to the
observed agreement and the expected agreement matrices to
the original formula of Cohen’s kappa, it is also dealing with
the same problem.

If we need to assess interrater agreement among a larger
group of raters, we will need to use other alternatives such
as Fleiss kappa [11] or Krippendorf’s alpha [15]. These alter-
natives are specifically designed to accommodate interrater
agreement metrics for more than two raters and can provide
more reliable and accurate results in these situations.

Fleiss’ kappa, introduced by Joseph L. Fleiss in 1971 [11],
is considered an improvement over Cohen’s kappa in situ-
ations where there are more than two raters or annotators
involved in the assessment process. It is also noteworthy
that while Cohen’s kappa presumes that the same pair of
raters evaluate a fixed set of items, Fleiss’ kappa accommo-
dates for variations in the composition of raters, as a fixed
number of raters (e.g., three) may be assigned to varying
items. Meanwhile, Krippendorff’s alpha is a generalization
of several known reliability indices that enables researchers
to judge a variety of data with the same reliability standard.
This coefficient can be applied to any number of observers,
not just two, and any number of categories, scale values, or
measures. Additionally, it can be used with any metric or
level of measurement, including nominal, ordinal, interval,
ratio, and more. Krippendorff’s alpha is also suitable for
handling incomplete or missing data and can be used with
large and small sample sizes without requiring a minimum

sample size. Overall, Krippendorff’s alpha is a versatile and
useful tool for assessing the reliability of different types of
data.

Nevertheless, if we want to continue using kappa statistics
for this specific scenario, an alternative method is to employ
the calculation of pairwise averages. This approach involves
determining the kappa value between rater 1 and rater 2,
subsequently computing the kappa value between rater 2 and
rater 3, and finally, determining the kappa value between
rater 1 and rater 3. The overall inter-rater agreement is then
derived by taking the mean of the three kappa agreement
results. This methodology allows for a more comprehensive
understanding of the agreement among raters, as it takes
into account multiple pairwise comparisons. It is important
to choose the appropriate metric based on the specific needs
and requirements of the study in order to obtain accurate
and reliable results.

6. DISCUSSION
In the preceding section, a series of experiments were con-
ducted to thoroughly examine the behavior of Quadratic
Weighted Kappa (QWK) across a range of different scenar-
ios. Our findings demonstrate that QWK is particularly
sensitive to the rating scale, with its value varying signifi-
cantly in response to changes in the range of scores. The
main problem is that the scores given by the two raters may
be consistent, but the method used to calculate the final
score can lead to inconsistencies in the acceptance of the es-
say scoring model. We discussed a strategy for mitigating
the impact of the rating scale by changing the weights in the
kappa formula. The Linear Weighted Kappa (LWK) method
was found to be the most balanced method for dealing with
rating scales, and it is important for decision-makers to es-
tablish a new threshold for acceptable performance criteria.

Additionally, we observed that when used in conjunction
with acceptance rates of essay scoring models, the paradox
of kappa can produce undesirable effects. Scoring models
that perform well in terms of percent agreement or accuracy
scores may not be as satisfactory when evaluated by kappa,
owing to the model’s inability to outperform random guess-
ing, as the kappa statistic takes into account the possibility
of agreement occurring by chance.

Furthermore, it is also crucial to consider the impact of the
prevalence of an agreement matrix. Our initial experimen-
tation yielded results that align with previous findings, as
reported by Byrt et al. (1993), which suggest that as the
Prevalence Index (PI) increases, the Pe value also increases,
resulting in a decrease in the kappa value. This finding
has significant implications for the decision-making process
when evaluating the acceptance of an AES model. We de-
veloped a score prediction model for predicting scores for an
essay scoring dataset (prompt 4 ASAP dataset). Despite the
model’s satisfactory performance in terms of the number of
correct predictions, it was ultimately rejected due to a de-
crease in the Quadratic Weighted Kappa (QWK) value that
fell below the acceptance threshold. This decline in QWK
was observed as the proportion of the difference in agree-
ment between classes increased, highlighting the importance
of considering the prevalence of an agreement matrix in the
evaluation of AES models.
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In our study, we discovered that the correlation between
prevalence and kappa for agreement tables with dimensions
greater than 2x2 deviates from the pattern previously out-
lined in Byrt et al.’s study (1993). Specifically, we found
that there is no definitive relationship between prevalence
and kappa, as the behavior of kappa is highly dependent on
the distribution of majority agreements within the matrix.
Specifically, if the majority agreements are concentrated in
the middle of the diagonal, the value of kappa will decrease,
whereas if the majority agreements are located on the edges
of the diagonal, the value of kappa will increase. This find-
ing highlights the unpredictability of kappa’s behavior when
prevalence is held constant, and it highlights the need for
caution when evaluating an AES model. Educational insti-
tutions considering the implementation of an AES system
for essay score prediction should take this unpredictability
into account when assessing the model’s performance and
determining whether to accept or reject its use.

Lastly, we must acknowledge that the use of kappa statistics
is limited by the number of raters it can handle. Kappa is
only suitable for assessing inter-rater agreements between
up to two raters. In scenarios involving more than two
raters, alternative metrics such as Krippendorf’s alpha or
Fleiss kappa must be employed. An alternative method for
using kappa statistics in this specific scenario is to calculate
pairwise averages by determining the kappa value between
each pair of raters and taking the mean of the results for
a more comprehensive understanding of agreement among
raters. It is important to choose the appropriate metric
based on the specific needs and requirements of the study in
order to obtain accurate and reliable results.

The recommendation to use multiple evaluation metrics is
indeed a common practice in ML. However, in the specific
context of AES, we believe there is a lack of consensus on
which metrics to use. Our paper provides guidance and spe-
cific recommendations for researchers and practitioners on
which metrics and strategies are appropriate to mitigate dif-
ferent limitations of QWK in AES contexts.

7. CONCLUSION
This study examined the use of quadratic weighted kappa
(QWK) as the primary evaluation metric for automated es-
say scoring (AES) systems. Through various experiments,
we identified several limitations of QWK for its use in the
context of AES, including its sensitivity to the rating scale,
the occurrence of the kappa paradox, the impact of the num-
ber of agreements, and its limitation in handling a large
number of raters. These characteristics of QWK can affect
the acceptability of an AES system.

In summary, relying solely on QWK as the evaluation met-
ric for AES performance may not be sufficient. It is impor-
tant to consider multiple evaluation metrics when assessing
the effectiveness of a model or approach. This is because
different metrics can provide different insights into the per-
formance of the model. Relying solely on one evaluation
metric may not provide a complete or accurate picture of
the model’s performance. Additionally, using multiple eval-
uation metrics can increase the robustness and comprehen-
siveness of the evaluation, ultimately leading to more confi-
dent conclusions.
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