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ABSTRACT
In this paper, we present an extended evaluation of a course
recommender system designed to support students who strug-
gle in the first semesters of their studies and are at risk of
dropping out. The system, which was developed in earlier
work using a student-centered design and which is based on
the explainable k -nearest neighbor algorithm, recommends
a set of courses that have been passed by the majority of the
student’s nearest neighbors who have completed their stud-
ies. The present evaluation is based on the data of students
from three different study programs. One result is that the
recommendations do lower the dropout risk. We also dis-
covered that while the recommended courses differed from
those taken by students who dropped out, they matched
quite well with courses taken by students who completed
the degree program. Although the course recommender sys-
tem targets primarily students at risk, students doing well
could use it. Furthermore, we found that the number of
recommended courses for struggling students is less than
the number of courses they actually enrolled in. This sug-
gests that the recommendations given indicate a different
and hopefully feasible path through the study program for
students at risk of dropping out.

Keywords
Course recommender system, nearest neighbors, explainabil-
ity, user-centered design, dropout prediction

1. INTRODUCTION
In the last decades, universities worldwide have changed
a lot. They offer a wider range of degree programs and
courses and welcome more students from diverse cultural
backgrounds. Further, teaching and learning at school dif-
fers from teaching and learning at university. Some students

∗Berliner Hochschule für Technik
†Deutsches Forschungszentrum für Künstliche Intelligenz

cope well and keep the same academic performance level at
university as at school. Others struggle, perform worse, and
might become at risk of dropping out.

The preliminary exploration of our data has shown, that
most of the students drop out during the first three semesters
of their studies. Therefore, the course recommendations pro-
posed in this work focus on supporting struggling students
after their 1st and 2nd semesters. The final goal in develop-
ing such a system is to integrate it into novel facilities that
universities may set up to support their diverse students
better.

At the beginning of each semester in Germany, students
must decide which courses to enroll in. When entering uni-
versity directly after high school for their 1st semester, most
of them decide to enroll in exactly the courses planned in the
study handbook. The decision becomes more difficult when
they fail courses in their 1st semester and should choose the
courses to enroll in their 2nd semester: should they repeat
right away the courses they failed? Which courses planned
in the 2nd semester in the study handbook should they take?
Should they reduce the number of courses they enroll in to
have a better chance of passing them all? Should they take
more courses to compensate for the courses they failed? The
study handbook does not help answer these questions.

Previous research has shown that most students rely on
friends and acquaintances as one source of information when
deciding which courses to enroll in [19]. Further, students
wish to have explanations if courses are recommended to
them. The present recommender system supports students
in choosing which courses to take before the semester begins
and is based on the explainable algorithm k -nearest neigh-
bors (KNN). It recommends to students the set of courses
that the majority of their nearest neighbors, who success-
fully graduated, have passed.

Nearest neighbors are students who, at the same stage in
their studies, have failed or passed almost the same courses
with the same or very similar grades. The system does not
recommend top n courses as other systems do, e.g. [10, 12,
14, 15]. Rather, it recommends an optimal set of courses,
and we assume that a student should be able to pass all the
courses of that set. Because the recommendations are driven
by past records of students who graduated, we also pose
the hypothesis that students following the recommendations
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should have a lower risk of dropping out. Using historical
data, we evaluated the recommendations given after the 1st
and 2nd semester. Although the recommendations are de-
signed to support struggling students, every student should
have access to them. The recommendations should show a
different, more academically successful way of studying for
struggling students and therefore differ from the courses that
they pass or enroll in.

More precisely, this paper addresses the following research
questions:

1. Do the recommendations lower the risk of dropping out?

2. How large is the intersection between the set of courses
recommended and the set of courses a student has passed?

3. a) How many courses are recommended and b) does this
number differ from the number of courses passed and en-
rolled in by students?

This work builds on our previous work [20] by using a larger
dataset with three different study programs instead of one to
answer research questions 1 and 2, and by adding research
question 3 to further investigate the provided recommenda-
tions. For all three questions, it is relevant whether there is
a difference between students with difficulties and students
with good performance as well as between study programs
and semesters.

The paper is organized as follows. The next section describes
related works. In the third section, we present our data,
and in the fourth section our methodology. The results and
their discussion are presented in section 5. In section 6, we
describe a preliminary evaluation with students. The last
section concludes the paper and presents future works. To
make this paper self-contained, sections 3 and 4 repeat some
descriptions and explanations already presented [20].

2. RELATED WORK

Dropout Prediction. Since our work aims to support stu-
dents at risk of dropping out, it is necessary for us to be
able to assess students’ risk. Researchers have used vari-
ous data sources, representations, and algorithms to address
the task of predicting dropout. Academic performance data
quite often form the basis; adding demographic data does
not inherently lead to better results [2] but has been done
for example in [1, 2, 9]. The data can be used as is as fea-
tures or aggregated into new features. In terms of the algo-
rithms used for dropout prediction, they range from simple,
interpretable models such as decision trees, logistic regres-
sion, and KNN [1, 2, 9, 21] to black-box approaches like
AdaBoost, random forests, and neural networks [1, 2, 11]
— there is no algorithm that performs best in all contexts.
Because the current study examines the impact of course
recommendations on predicted risk, we only use courses and
their grades as features when performing dropout prediction
in section 4.2.

Course Recommendations. Various approaches to course re-
commendation have been explored in recent years. Urdaneta-
Ponte et al. provided an overview of 98 studies published
between 2015 and 2020 and related to recommender systems
in education [18]. They answered the questions, among oth-

ers, about what items were recommended and for whom the
recommendations were intended. Course recommendations
were found to be the second most common research focus,
with 33 studies after learning resources, and 25 of these pa-
pers targeted students. Ma et al. first conducted a sur-
vey to identify the factors that influence course choice [10].
Based on this, they developed a hybrid recommender system
that integrates the aspects of interest, grades, and time into
the recommendations. The approach was evaluated with a
dataset containing the results of 2,366 students from 5 years
and from 12 departments. They obtained the best results in
terms of recall when all aspects are included but with differ-
ent weights. Morsy and Karypis analyzed their approaches
to recommend courses in terms of their impact on students’
grades [12]. Based on a dataset that includes 23 majors
with at least 500 graduated students from 16 years, they
aim to improve grades in the following semester without
recommending easy courses only. Elbadrawy and Karypis
investigated how various student and course groupings af-
fect grade prediction and course recommendation [6]. The
objective was to make the most accurate projections possi-
ble. Around 60,000 students and 565 majors were included
in the dataset. The list of courses from which recommen-
dations were derived was pre-filtered by major and student
level. This limitation is comparable to our scenario, in which
students choose courses depending on their study program.
None of these works has the aim of supporting struggling
students when enrolling in courses.

Our contribution. The idea of building a recommender sys-
tem to support struggling students in their course enroll-
ment, based on the paths of fellow students with the po-
tential of providing explanations came out of the insights
gained from a semi-structured group conversation with 25
students [19]. We propose a novel, thorough approach to
evaluate such a recommender system that includes the fol-
lowing characteristics:

– Studies have shown that course recommendations can
have an impact on students’ performance. However, stu-
dents at-risk were not in focus. We employ a two-step
dropout risk prediction to determine whether the recom-
mendations reduce dropout risk.

– We recommend a set of courses, not top n courses; there-
fore we evaluate not only that the passed courses contain
the recommended courses — similar to other evaluations
[6, 10, 12] — but also that the recommended courses con-
tain the courses students have passed using F1 score.

– We evaluate whether the number of courses is adequate.

3. DATA
Data from three six-semester bachelor programs at a medium-
sized German university were used to develop and evaluate
the course recommender system: Architecture (AR), Com-
puter Science and Media (CM), and Print and Media Tech-
nology (PT). These three programs differ not only in their
topic but also in the number of students enrolled. The initial
dataset included 3,475 students who began their studies be-
tween the winter semester of 2012 and the summer semester
of 2019. We only used data about academic performance:
students’ course results from the first three semesters ac-
counted for 45,959 records of information about course en-
rollments and exam results over the mentioned period. The
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Table 1: Number of students by program P (AR, CM, PT),
train and test data set (Type), and student status (D, G).
The proportion of dropouts in the test dataset is used as risk
indicator (Risk).

P Type D G Sum Risk

AR
Train 91 371 462 0.197

Test 43 73 116 0.371

CM
Train 154 267 421 0.366

Test 67 39 106 0.632

PT
Train 37 171 208 0.178

Test 21 32 53 0.396

AR + CM + PT 413 953 1,366 0.302

grading scale is [1.0, 1.3, 1.7, 2.0, 2.3, 2.7, 3.0, 3.3, 3.7,
4.0, 5.0], with 1.0 being the best, 4.0 being the worst (just
passed), and 5.0 means fail. Students may enroll in courses
without taking the exam. In this case, they do not receive
a grade, but the enrollment is recorded. To graduate, stu-
dents must pass all mandatory courses as well as a program-
specific number of elective courses. The study handbook
includes a suggested course schedule for the six semesters,
which students may or may not follow. At any time in their
studies, students are allowed to choose courses from all of-
fered courses.

Outliers. We removed three types of students: A) outliers
in terms of the number of passed courses based on the in-
terquartile range. Indeed, students can receive credit for
courses completed in previous study programs; in our data,
these credits are not distinguishable from credits earned by
enrolling in and passing a course but they may result in a
large number of courses passed, far more than anticipated
in the study handbook. We remove these outliers because
they might impact negatively dropout prediction [13]. B)
students who were still studying at the time of data collec-
tion since they can not be used to predict the risk of dropping
out. C) students without at least one record (passed, failed,
or enrolled but have not taken the exam) in each of the first
three semesters.

Datasets. The final dataset included 1,366 students who
either graduated (”graduates”, status G) or dropped out
(”dropouts”, status D). For the programs AR and CM, we
had similarly sized data sets with 578 and 527 students, but
only 261 students for the PT program because it has fewer
students, see programs AR, CM, and PT, rows train and
test column Sum in Table 1. For dropout risk prediction,
described later in section 4.2, the data sets were sorted by
the start of the study and split into 80% training data, row
train in Table 1, and 20% test data, row test in Table 1, so
that prediction evaluation was done based on students who
started their studies last. We call the proportion of dropouts
in each data set ”dropout risk”, see column Risk in Table 1.
For example, the dropout risk of the train set of the pro-
gram Architecture AR is 0.20= 91/462. Table 2 provides an

Table 2: Academic performance overview by program and
semester (PS), and student status (D, G): mean number of
courses enrolled in (MeanE), mean number of courses passed
(MeanP), difference (Diff) between MeanE and MeanP, and
mean grade (MeanGr).

MeanE MeanP Diff MeanGr

PS D G D G D G D G

AR1 4.9 5.0 3.2 4.7 1.7 0.3 2.8 2.1

AR2 5.5 5.8 3.0 5.1 2.5 0.8 3.0 2.3

AR3 5.1 5.9 1.9 5.4 3.2 0.5 3.2 2.2

CM1 4.9 5.1 2.9 4.8 2.0 0.3 3.0 2.1

CM2 5.2 5.8 2.1 5.0 3.1 0.8 3.0 2.3

CM3 4.7 5.8 1.3 5.0 3.5 0.9 3.2 2.1

PT1 5.8 6.0 4.3 5.8 1.5 0.3 2.5 2.0

PT2 5.7 5.5 2.5 4.9 3.2 0.6 2.9 1.9

PT3 6.1 6.4 2.3 5.5 3.8 0.9 3.1 2.0

overview of the number of courses students enroll and pass
on average, the difference between the number of courses
enrolled and passed, and the average grade based on courses
passed and failed, by program, semester, and student sta-
tus. For example, students in program AR who dropped out
in the first semester enrolled in 4.9 courses but passed 3.2
courses on average, and got an average grade of 2.8, whereas
students who graduated enrolled in 5.0 courses and passed
4.7 courses on average, and got an average grade of 2.1. One
notices that students with status D pass fewer courses per
semester and receive lower grades.

Missing values. For the algorithms used for the recommenda-
tions and dropout predictions, we had to deal with missing
values. If students enrolled in a course but did not take the
exam, a 6.0 was imputed; if they were not enrolled at all,
a 7.0 was imputed. This means that not enrolling (7.0) is
penalized more than enrolling but not taking the exam (6.0).

Data representation. Each student is represented by a vector
of grades. It is possible for a student to, for example, enroll
in a course in the 1st semester and not take the exam, then
enroll and fail the exam in the next semester and enroll again
and pass the exam in the following semester. In this case,
a student has three different records for the same course in
three different semesters. In our opinion, not only the final
grade with which a course was passed is relevant, so we in-
clude the entire history of a student’s academic performance
in the vector. Table 3 shows the vector representation of six
students for their three first semesters of study. Note that
the courses where all students have the value 7.0 are omit-
ted. Students 0, 3, and 5 enrolled in the course M03 without
taking the exam in semester 1 (value 6.0), students 0 and 3
did the same in semester 2 but did not enroll in semester 3
(value 7.0), while student 5 did the opposite; students 1, 2,
and 4 passed M03 in semester 1.

173



Table 3: Example of a course recommendation for one student with five neighbors for the 3rd semester. The columns show the
semesters (1, 2, 3) and the courses the students were enrolled in, e.g. M01, M02. Row 0 represents the student who receives a
recommendation, and rows 1 to 5 represent the student’s five nearest neighbors. The recommended courses are highlighted in
blue. The cells show their grades; 6.0 and 7.0, colored in gray, are imputed for missing values. The actual grades of student 0
in semester 3 are given for comparison and highlighted in italic.

S 1 2 3

M01 M02 M03 M04 M05 M03 M08 M09 M10 M11 M12 M13 M03 M10 M11 M14 M15 M16 M17 M18 M19

0 1.3 2.7 6.0 2.3 2.0 6.0 1.3 2.3 7.0 2.7 2.7 2.7 7.0 2.3 7.0 3.0 3.0 2.3 2.7 2.0 7.0

1 1.7 2.7 2.0 2.7 2.3 7.0 2.0 2.7 6.0 4.0 2.3 2.3 7.0 7.0 7.0 1.3 1.3 1.7 3.0 1.7 4.0

2 2.0 1.7 2.3 2.3 1.7 7.0 1.3 2.3 7.0 3.0 2.3 5.0 7.0 7.0 7.0 2.0 2.0 7.0 2.0 2.7 1.3

3 2.3 2.0 6.0 2.7 2.0 6.0 1.3 1.7 6.0 6.0 2.0 2.0 7.0 7.0 6.0 2.7 1.7 1.7 3.0 2.0 2.7

4 2.3 2.3 3.0 2.3 1.0 7.0 2.7 2.0 6.0 1.3 2.3 2.3 7.0 7.0 7.0 1.7 1.7 2.0 1.0 1.3 3.7

5 1.3 3.0 6.0 2.3 3.0 7.0 1.7 6.0 6.0 2.3 2.7 2.3 6.0 7.0 7.0 3.0 5.0 2.7 6.0 5.0 7.0

4. METHODOLOGY
In this section, we present first the course recommender sys-
tem. Then we explain the two-step dropout prediction and
how we optimized the models. Finally, we describe the eval-
uation of the prediction models for RQ1 and the course rec-
ommendations for RQ2 and RQ3. In our case, since many
students drop out after the first or second semester, we con-
sider the recommendations and dropout predictions for the
second and third semesters. For each research question, we
look at subgroups by program, semester, and student status.

4.1 Course Recommendations
The course recommender system is based on a KNN classi-
fier: given a student represented by a vector of grades at the
end of semester t, the majority votes of his/her neighbors
classify a course as “passed” and accordingly recommended
for the following semester t + 1. KNN has the advantage
that the neighbors can be calculated only once and on their
basis, the classification can be made for all courses. Since
we considered all courses passed by any student in semester
t + 1, we got two sets: ”recommended” and ”not recom-
mended”. Given the possibility to recommend a course that
the student being observed has already passed, we removed
this course from the recommendation if necessary. We rec-
ommended courses for all 1,366 students to have the largest
possible database to evaluate the recommendations.

Parameters. To avoid a tie in majority voting, we used only
uneven k and tested our approach with k from 1 to 25. Ad-
ditionally, we selected the Euclidean Distance as distance
metric for calculating the distances between the students.

Risk reducing approach and baseline. To ensure that courses
are recommended that reduce dropout risk, we included in
our approach only neighbors who graduated from the pro-
gram. As a baseline for comparison, we used also all neigh-
bors, which means including neighbors who dropped out,
to generate course recommendations. We expected that the
recommendations differ depending on the neighbor type and
that the recommendations based on graduated students, but
not necessarily the recommendations generated with all stu-
dents, reduce the risk of dropping out. In the following, we
distinguish the two neighbor types with AN (all neighbors)
and GN (neighbors who graduated).

Example. Table 3 shows the data used to calculate the neigh-
bors and to recommend courses to student 0 for the 3rd se-
mester. The actual grades — or imputed values 6.0 and 7.0 if
grades were missed — for relevant courses (M01 to M19) are
shown for each semester. Semesters 1 and 2 are the previous
semester on which the distance calculation is based. Semes-
ter 3 covers the course recommendations. A course is passed
if the grade lies between 1.0 and 4.0. M10 was not recom-
mended to student 0 in this example but student 0 passed
it in semester 3, M19 was recommended because four of five
neighbors passed it but student 0 did not enroll in it.

4.2 Dropout Risk Prediction
A dropout prediction was performed using the following two
steps: 1) A model was trained to predict the two classes:
dropout (D) or graduate (G) based on actual enrollment
and exam information; 2) The model from step 1 was used
again to predict dropout or graduation after the calculated
recommendations replaced the actual enrollment and exam
information. We call ”dropout risk” the proportion of stu-
dents in the test set who are predicted to drop out in this
prediction task. To determine whether or not the recom-
mended courses help to lower the dropout risk, we compare
the predicted dropout risk from step 1 (P1) with the pre-
dicted dropout risk from step 2 (P2). The goal is for P2 to
be less than P1.

4.2.1 Step 1
Feature set. As investigated by Manrique et al. [11], there
are several ways to select a feature set for dropout predic-
tion and no way works better than the others in all contexts.
Because we want to measure the impact of our recommen-
dations on dropout prediction, we use the courses taken by
students as features; the values of the features are the grades.

Model training. To detect a change in the dropout risk, the
models should be as accurate as possible which we aimed to
achieve through two approaches: A) train different types of
algorithms, and B) use different approaches for optimization.
For all cases, the datasets were sorted by students’ study
start and then split into 80% training data and 20% test
data, so that risk prediction is done for students who started
their studies last. As can be seen in Table 1, the proportion
of dropouts is higher in the test set than in the training
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set because it usually takes six semesters to know whether
a student will graduate whereas many students drop out
of their studies much earlier. We trained models for each
program (AR, CM, PT) and semesters t = 2 and t = 3 with
actual grades and used the best models to evaluate a change
in dropout risk in step 2).

Algorithms. We trained the following algorithms in Python
using scikit-learn: decision tree (DT), lasso (L, penalty=l1,
solver=liblinear), logistic regression (LR, penalty=none, sol-
ver=lbfgs), k -nearest neighbors (KNN), random forest (RF),
support vector machine with different kernels (SV: rbf, LSV:
linear, PSV: poly).

Optimization. Using our experience in [20], we simply use
the scikit-learn default hyperparameter settings, except the
settings to obtain a certain algorithm as mentioned above, in
combination with the following list of algorithm-independent
parameters. i) Feature selection by cut-off (CO): we removed
courses with too few grades and tried 1 and 5 as a minimum
number of grades to retain a course; a value that is too high
may result in the removal of recommended courses and thus
would not be included in the dropout prediction. ii) Train-
ing data balancing (BAL): we used two common techniques:
Synthetic Minority Oversampling Technique (SMOTE) [4]
and RandomOverSampler (ROS). Both implementations are
from imbalanced-learn, a Python library. iii) Decision thresh-
old moving (DTM): Usually, a classifier decides for the pos-
itive class at a probability greater or equal to 0.5, but in
case of imbalanced data, it may be helpful to adjust this
threshold, so we checked additionally to 0.5 values between
0.3 and 0.6 in 0.05 steps. Lower and higher values did not
lead to better results.

Evaluating the model performance. To emphasize that both
correct dropouts and correct graduates are important for
dropout risk prediction, we evaluated the models based on
the test data using the Balanced Accuracy metric (BACC),
defined as the mean of the recall for class 1 (dropout), also
known as true positive rate, and recall for class 0 (gradu-
ate), also known as true negative rate: BACC = (TP/P +
TN/N)/2.

4.2.2 Step 2
In the second step, we used the best model by BACC from
step 1 for each program and the semesters t = 2 and t = 3
to predict dropout. The dropout prediction for t = 2 used
the actual grades of the 1st semester and the recommen-
dations for the 2nd semester, and the prediction for t = 3
used the actual grades of the 1st and 2nd semesters and the
recommendations for the 3rd semester. For the recommen-
dations, we assumed that the student can pass the recom-
mended courses. For student 0 in Table 3, courses from M14
to M19 are recommended and we assume that s/he will pass
all these courses in semester 3. If we had an actual grade in
the records for that student and a recommended course, we
used it. If not, we predicted a grade by imputing the average
of two medians: the median of all the grades that we know
about from the student and the median of the historical
grades for that course. This imputation rests on the strong
assumption that underpins our recommendations: the ma-
jority vote of the k nearest neighbors yields a set of courses
that a student can pass. We evaluated this grade prediction

Table 4: Structure of the confusion matrix for recommen-
dation evaluation for one student.

Predicted

positive

Predicted

negative
Totals

Actual

positive

Passed and

recommended

True positive TP

Passed but not

recommended

False negative FN

Passed

P

Actual

negative

Not passed but

recommended

False positive FP

Not passed and

not recommended

True negative TN

Not

passed

Totals Recommended Not recommended
All

courses

using the known actual grades and obtained a Root Mean
Square Error (RMSE) of 0.634, which is comparable with
RMSE scores from 0.63 to 0.73 to other studies in that field
[6, 16]. Consider again student 0 in Table 3. In addition to
the courses from semesters 1 and 2, M10 and M14 to M18
from the third semester were used for prediction in step 1,
and M14 to M19 from the third semester were used in step 2
with a predicted grade for M19.

4.3 Evaluation
4.3.1 RQ1 Evaluation

To answer the question ”Do the recommendations lower the
risk of dropping out?”in section 5.1, we compare the dropout
risk, i.e. the proportion of students who are predicted to
drop out, based on the predictions from step 2 (P2) with
those from step 1 (P1). We also distinguish the neighbor
types for step 2: P2AN corresponds to the step 2 dropout
prediction using the courses recommendations based on all
neighbors (baseline) while P2GN uses the recommendations
based on graduate neighbors.

4.3.2 RQ2 Evaluation
Since the course recommendations are for each course a bi-
nary classification problem, we employ a confusion matrix
for each student (Table 4) to answer the question ”How
large is the intersection between the set of courses recom-
mended and the set of courses a student has passed?” in
section 5.2. We evaluate the recommendation for semester
t + 1 for each student as follows: a course recommended
and actually passed is a true positive (TP), a course rec-
ommended and actually not passed is a false positive (FP),
a course not recommended but passed is a false negative
(FN), and a course not recommended and not passed is a
true negative (TN).

To evaluate a set of recommended courses, it’s important
to measure both recall (whether passed courses include rec-
ommended courses) and precision (whether recommended
courses include passed courses). We chose the F1 score to
evaluate courses’ intersections since the F1 score ignores TN ,
which is in our context always a high value and thus does
not serve our needs. The score ranges from 0 to 1 with 1
indicating perfect classification (recall=1 and precision=1)
and 0 indicating perfect misclassification (recall=0 or preci-
sion=0). The calculation is as follows: F1 = 2 ·TP/(2 ·TP +
FP + FN).
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Further, we provide the recall which is in our case TP/P
and equivalent to recall@ns, the percentage of recommended
courses based on the number of courses taken by student s
to enable comparison with similar work [10, 17]. Recall@n
would fix the number of recommended courses at n [6, 14]
and is not applicable in our case since we do not rank the rec-
ommendations and may also recommend less than n courses.
Looking at the recommendations for student 0 in Table 3,
the courses M14 to M18 are TP, M10 is FN, M19 is FP,
and all the other 29 — here not shown — courses are TN.
F1 = 2 ·5/(2 ·5 +1 +1) = 0.83̄. Recall = 5/6 = 0.83̄. We ag-
gregate the results as mean F1 for both neighbor types and
mean recall for neighbor type GN of all students grouped by
student status, type of neighbors, program, and semester to
compare the scores of the subgroups.

4.3.3 RQ3 Evaluation
To answer the question ”a) How many courses are recom-
mended and b) does this number differ from the number of
courses passed and enrolled in by students?” in section 5.3,
we look first at the number of courses recommended for
semester t + 1. Using a horizontal barplot, we visualize
the distribution of students by the number of recommended
courses. To analyze why some students get no or only a few
recommendations, we describe the relationship between the
number of recommended courses and the distance of stu-
dents to their neighbors. Using a scatterplot, we visualize
the mean distance of a student to its neighbors in relation to
the number of recommended courses. Second, we calculate
the median difference between the number of courses recom-
mended and courses passed, and the median difference be-
tween the number of courses recommended and courses en-
rolled. This may yield a difference in the number of courses
students pass or enroll in than recommended by the system,
depending on the subgroup.

5. RESULTS AND DISCUSSION
In this section, we first present the dropout prediction mod-
els and the changes in dropout risk based on the two-step
prediction (RQ1). This includes identifying an appropriate
value for k, the number of neighbors, that we use for the
in-depth analysis of the course recommendations regarding
the intersection (RQ2), and the number of courses (RQ3).

5.1 Dropout Risk
5.1.1 Dropout Prediction Models
Step 1 prediction. We selected the models — trained with
actual exam and enrollment data — with the highest BACC
for each program and semester (Table 5). They differ regard-
ing their algorithm-independent parameters. We obtain P1

as the step 1 dropout risk, i.e., the proportion of students
from the test set predicted to drop out, that we compare
later with the step 2 dropout risk P2.

Example CM2. The support vector classifier (column C)
achieved the best BACC when removing all courses that do
not have at least one grade (column CO) resulting in 36
courses or features (column F); the decision threshold (col-
umn DTM) is 0.3, which means that students are predicted
to drop out already at a 30% probability; the training set
was not balanced (column BAL). Compared to the actual

Table 5: Best step 1 dropout prediction models for programs
and semester (PS) regarding balanced accuracy (BACC) in-
cluding their corresponding recall (REC), the classifier used
(C), the number of used features (F), optimized parameters
(CO, DTM, BAL), and the proportion of students of the test
set who are predicted to drop out (P1).

PS C F CO DTM BAL P1 BACC REC

AR2 RF 38 0 0.35 SMOTE 0.353 0.866 0.814

AR3 RF 32 4 0.45 ROS 0.336 0.935 0.884

CM2 SV 36 1 0.30 None 0.557 0.920 0.866

CM3 RF 74 0 0.45 SMOTE 0.566 0.927 0.881

PT2 LSV 16 3 0.30 SMOTE 0.358 0.913 0.857

PT3 LSV 47 3 0.30 SMOTE 0.396 0.882 0.857

risk in the test data (0.632, Table 1 row CM > test), the
predicted risk is lower (0.557).

The best models have been obtained when the training data
is balanced except for program CM and semester 2. The
predicted dropout risk P1 is lower in all cases than the actual
dropout risk, see column Risk for the test set in 1, as we have
observed for CM2, except for PT3 where it is equal. This
means that our models tend to be optimistic and predict as
graduate some students who dropped out.

5.1.2 Changes in Dropout Risk
Using the best models shown in Table 5, we performed the
step 2 prediction using the recommendations.

Selecting an appropriate value for k. The set of recommended
courses is critical for the step 2 prediction and depends on
the number of neighbors k. Unfortunately, our research has
shown that there is no value of k that generates an optimal
set of courses for all three study programs and semesters
and the two kinds of students: those who dropped out and
those who graduated. Two values, k = 3 and k = 5, emerge
as optimal or near-optimal and as never bad. The neighbors
provide students with examples of how fellow students have
enrolled and passed courses in their studies; this is one sup-
port that our students are looking for when they enroll [19].
Acknowledging this wish, matching the number of similar
people used in the interviews by Du et al. [5], and in order
to provide students with a variety of paths through their
studies that are close to their own path, we choose k = 5 for
further analysis in this work.

Step 2 prediction. Table 6 shows three proportions of stu-
dents who are predicted as dropouts using the recommen-
dations of five neighbors: P1 from step 1, P2GN based on
neighbors who graduated, and P2AN based on all neighbors.
We distinguish the predicted dropout risk by student status,
D or G, for a better overview of how the models perform.

Example CM2. Considering students who actually dropped
out (D), 86.6% are predicted to drop out in step 1, 77.6% in
step 2 using recommendations calculated with all neighbors
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Table 6: Mean predicted dropout risk in step 1 (P1) and
based on five neighbors and both neighbor types (AN, GN) in
step 2 (P2) by student status (D, G), program and semester
(PS). P2GN-P1 gives the corresponding change.

ST PS P1 P2AN P2GN P2GN-P1

D

AR2 0.814 0.674 0.558 -0.256

AR3 0.884 0.721 0.279 -0.605

CM2 0.866 0.776 0.716 -0.149

CM3 0.881 0.821 0.716 -0.164

PT2 0.857 0.619 0.619 -0.238

PT3 0.857 0.905 0.810 -0.048

G

AR2 0.082 0.014 0.027 -0.055

AR3 0.014 0.041 0.000 -0.014

CM2 0.026 0.051 0.051 0.026

CM3 0.026 0.051 0.026 0.000

PT2 0.031 0.406 0.312 0.281

PT3 0.094 0.250 0.188 0.094

(AN), and 71.6% using recommendations calculated with
neighbors who graduated (GN). Looking at students who
actually graduated (G), 2.6% are predicted to drop out in
step 1, 5.1% in step 2 using recommendations calculated
with all neighbors, and also 5.1% using recommendations
calculated only with students who graduated. Thus, if we
use the course recommendations and assume that these ex-
act courses are passed, the risk decreases by 14.9% for actual
dropouts and increases by 2.6% for actual graduates. Based
on the size of the test dataset (Table 1), this means in ab-
solute numbers: of 67 dropouts, 10 more students are pre-
dicted to graduate and of the 39 graduates, one more student
is predicted to drop out compared to the step 1 prediction.

5.1.3 RQ1 Findings and Discussion
The question ”Do the recommendations lower the risk of
dropping out?” can be answered with yes, our approach low-
ers the dropout risk in most cases and we explore the risk
reduction scores from different perspectives more precisely:

Graduates and dropouts. As we analyze Table 6, we expect
the values in column P2GN to be equal to or smaller than
those in column P1, and this holds true for students with sta-
tus D, who are the primary focus of our recommendations.
Additionally, for the AR program, we observe the same pat-
tern for students with status G. However, for the program
CM semester 2 and the program PT, the values in column
P2GN are higher than those in column P1 , specifically for
the graduated students. A glance at Table 1 reveals that
the number of students with status G is small in the test
set of CM2, while the program PT has a smaller number of
students overall than the other two programs. This could
explain these somewhat negative results, particularly for the
PT program.

AN-based and GN-based recommendations. Comparing col-
umn P2AN of Table 6 with column P1, one notices that the
values are everywhere smaller or equal in column P2AN for
the students with status D, except for PT3. This is less true
for the students with status G. Comparing column P2AN

with column P2GN , one notices that the values in column
P2GN are everywhere smaller or equal, except for the stu-
dents with status G in AR2. These results indicate that
calculating the recommendations by choosing the neighbors
among all students could already be helpful. They also con-
firm that choosing neighbors among the students who grad-
uated gives better results.

2nd and 3rd semester. Looking at the column P2GN−P1,
we expect all values for the students with status G to be
small, as not many students who graduated are predicted to
drop out; one notices the small value -0.048 in PT3 for the
students with status D. We conjecture that this is due to
the high number of elective courses proposed in semester 3
of this study program. As students can freely choose five
courses from six among a list of about 25 courses, it is more
difficult for the algorithm to calculate accurate recommen-
dations.

Overall, the results show that students who dropped out will
benefit from enrolling and passing the courses recommended
to them, above all when the recommendations are calculated
with neighbors who have graduated. The assumption that
students will pass the courses recommended to them sounds
strong. However, as we shall see in section 5.3, the number
of recommended courses is on average one course less than
the number of enrolled courses. Focusing on fewer courses,
as the recommendations suggest to them, might be helpful.

The findings indicate that the utilization of machine learn-
ing algorithms for assessment purposes may be constrained
in scenarios where the student population is limited, partic-
ularly in the context of degree programs CM and PT with a
small number of students possessing status G. The outcomes
generated may not be reliable due to the small sample size.
Additionally, the study reveals a limitation in recommenda-
tions based on nearest neighbors when the degree program
is configured with a substantial number of elective courses,
such as in the third semester of program PT. Therefore, re-
lying on such recommendations may not be suitable in this
particular scenario.

5.2 Courses’ Intersection
We evaluate how the set of recommended courses calculated
with five neighbors intersects with the set of courses students
have passed using the means of the individual F1 scores and
recall (Table 7). To better distinguish for which student
groups the recommendations better align with actual courses
passed, the results are grouped by program and semester
(PS), student status (D, G), and type of neighbors (AN,
GN). Note that recall is shown when recommendations are
calculated with neighbors from the set GN.

Example CM2. The F1 score for students who actually
dropped out (D) is 0.328 for recommendations based on all
neighbors (AN) and 0.397 for recommendations based only
on neighbors who graduated (GN). Looking at students who
graduated (G), the F1 score is much higher, 0.824 for rec-

177



Table 7: Mean F1 score for neighbor types (AN, GN) and
mean recall for neighbor type GN by student status (D, G),
program, and semester (PS).

F1AN F1GN RecallGN

PS D G D G D G

AR2 0.481 0.854 0.521 0.871 0.649 0.925

AR3 0.279 0.817 0.305 0.842 0.417 0.875

CM2 0.328 0.824 0.397 0.851 0.498 0.895

CM3 0.130 0.711 0.159 0.755 0.187 0.788

PT2 0.511 0.837 0.528 0.828 0.651 0.844

PT3 0.112 0.335 0.156 0.356 0.140 0.284

ommendations based on all neighbors (AN) and 0.851 for
recommendations based on neighbors who graduated (GN).
Recall is 0.498 for students with status D and 0.895, again
much higher, for students with status G.

5.2.1 RQ2 Findings and Discussion
We look at the question ”How large is the intersection be-
tween the set of courses recommended and the set of courses
a student has passed?” from different perspectives.

Graduates and dropouts. The recommendations should show
another, more promising way of studying to students who
are struggling while they should not disturb students who
are doing well. Thus, we expect the F1 score and recall to
be much higher for students with status G than for students
with status D. We consider only the two columns GN on
the right of Table 7 in the remainder of this section, namely
recommendations calculated using neighbors who graduated
as they gave the best F1 results, which means that overall,
graduate neighbors recommend better the courses that the
students have actually passed. The column F1AN is shown
for the seek of completeness. As expected, the mean F1GN

score and recall are always higher for students with status G
than for students with status D. F1GN is higher than 82%
in four cases and 75.5% in one case. Recall is always higher
than 78%. This means that the recommended courses re-
flect quite well how these students study. An exception is
program PT and semester 3. This might be due to the high
number of elective courses offered by that program in semes-
ter 3. Of the 26 courses recommended to at least one student
and also used in dropout prediction, only one is mandatory;
the other 25 are electives. For students with status D, the
mean F1GN score tends to be low, around 52% in two cases
and below 40% in the other cases.

2nd and 3rd semester. The mean F1 score and the mean
recall are higher in all cases for the 2nd semester than for
the 3rd semester. The higher the semesters, the more the
courses students pass drift apart. On the one hand, this
makes it more difficult to find close neighbors, and on the
other hand, it makes the recommendation itself more diffi-
cult: the neighbors sometimes disagree and have passed too
many different courses, which means that no majority can

be found for many courses and these courses are not recom-
mended. This is particularly true for PT3 because of the
high number of elective courses, as already mentioned.

Overall, the results indicate that the recommended courses
match quite well the courses passed by students who grad-
uated and show another way of studying to students who
dropped out. The results also confirm a limitation of the
proposed recommendations when the study degree program
foresees many elective courses in a semester. For compari-
son with related work, we provide the mean F1GN score for
all students across programs and semesters with a value of
0.646 and the mean RecallGN with a value of 0.689. De-
pending on the semester, the scores of Ma et al. range from
0.431 to 0.472 [10] and Polyzou et al. obtain an overall mean
score of 0.466 [17].

5.3 Number of Recommended Courses
We answer the questions ”a) How many courses are recom-
mended and b) does this number differ from the number of
courses passed and enrolled in by students?” in two parts.

5.3.1 Number of Recommended Courses
Figure 1 contrasts the number of recommended courses based
on all neighbors and students who graduated. As already
written, the recommendations are calculated with five neigh-
bors. Their number varies between 0 and 7 in both cases.
The charts show for each number the respective percent-
age of students grouped by status (D, G), program (AR,
CM, PT), and semester (2, 3). When comparing the top
and bottom charts of Figure 1, it is clear that recommen-
dations calculated with all neighbors result in an empty
set, i.e., 0 courses recommended, more frequently than rec-
ommendations calculated only with students who gradu-
ated. This confirms that the recommendations calculated
only with neighbors who graduated give better results. There-
fore, and as before, we consider only the recommendations
calculated with neighbors who graduated in the remaining
of this section.

Example CM2. In the upper half of the GN chart (bottom
of Figure 2), we begin with row G-CM-2. According to the
handbook, more than half of the students who graduated
get six courses recommended, about 20% get five courses
recommended, and the remaining students get four, three,
or two courses recommended; a few students get one; no
student gets an empty set. Row D-CM-2 is now under con-
sideration. The picture looks different. About 50% of the
students are recommended four or three courses, over 30%
are recommended six or five courses, and the remaining stu-
dents are recommended two or one course; no student is
recommended an empty set.

Further investigation of the small number of courses recom-
mended. Since some students do not receive any recom-
mendations, see for example the rows CM3 and AR3, we
examined the number of recommended courses as a func-
tion of the distance between students and their neighbors.
Figure 2 shows for program CM a scatter-plot of the mean
distance of the students from their neighbors (y-axis) by the
number of recommended courses (x-axis) distinguishing sta-
tus D and status G; semester 2 is on the left, semester 3 on
the right. We can observe that when neighbors are farther
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Figure 1: Distribution of students by the number of recom-
mended courses (0 to 7), student status (D, G), program (AR,
CM, PT), and semester (2, 3); top: neighbor type AN, bot-
tom: neighbor type GN.

away, fewer courses are recommended. The trend is similar
for the status dropout, though less drastic, and for the 3rd
semester; it is also similar for the two other programs, not
represented here. As an example, students with good grades
but enrolling in only part of the courses in semesters 1 and
2, might be far from their nearest neighbors because of the
imputed value of 7.0 for the courses not enrolled in.

RQ3a) Findings and Discussion. The percentage of students
who receive no recommendation or only one course recom-
mended is much smaller when the recommendations are cal-
culated with neighbors who graduated than with all neigh-
bors. This is especially noticeable for students who dropped
out. This finding confirms again the superiority of calcu-
lating the recommendations with GN. For graduates in AR,
CM, and PT in semester 2, the number of recommended
courses is for the majority of the students close to the num-
ber planned in the curriculum, i.e., five or six courses. Again,
PT3 differs. As is visible in the evaluation of the intersec-
tion in section 5.2, there is less agreement about the courses
among the neighbors, which can be explained by a large
number of elective courses in semester 3. This leads to
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Figure 2: Mean Distance from neighbors by number of rec-
ommended courses for program CM; left: semester 2, right:
semester 3. Markers and colors correspond to student status
D and G.

smaller set sizes regarding course recommendations. Our
results show also that students who are very different from
their neighbors, especially those with status G, are likely to
get few recommendations.

5.3.2 Numbers: Recommended, Enrolled, and Passed
Table 8 provides the difference between the median number
of courses recommended and the median number of courses
enrolled (R - E) or passed (R - P). To better distinguish for
which student groups the recommendations are closer to the
actual numbers, the results are grouped by status (D, G),
neighbors type (AN, GN), program, and semester PS. Note
that the results with two kinds of neighbors, AN and GN,
are shown for the seek of completeness. We only discuss
the results calculated with neighbors who graduated, GN,
as these results are better.

Example CM2. We consider first students who dropped out
(D). The column (R - E) > GN has the value -1.0, which
means that the number of recommended courses is on av-
erage 1 less than the number of courses the students enroll
in. Comparing the number of recommended courses with
the number of those passed (R - P) > GN, we see a value
of 2.0, meaning that the number of recommended courses is
on average 2 more than the number of courses the students
pass. Considering students who graduated, we see no dif-
ference in the number of courses recommended, enrolled in,
and passed on average: all values are 0.

RQ3b) Findings and discussion. On the one hand, the rec-
ommender system suggests to students who dropped out to
focus on fewer courses, the column (R - E) > GN has ev-
erywhere negative values, i.e., enroll in fewer courses with
the expectation that they can pass more courses instead,
the column (R - P) > GN has everywhere positive values,
except in PT3. On the other hand, nothing changes on av-
erage for graduates: there is no difference, except for PT3.
The problem with PT3 is the lower number of recommended
courses in general, as also visible in Figure 1, which can be
explained by a large number of elective courses, as already
written.
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Table 8: Median difference between the number of courses
recommended and the number of courses enrolled in (R-E)
and the number of courses passed (R-P) by student status (D,
G), neighbor type (AN, GN), program, and semester (PS).

D G

R - E R - P R - E R - P

PS AN GN AN GN AN GN AN GN

AR2 -2.0 -1.0 0.5 1.0 0.0 0.0 0.0 0.0

AR3 -3.0 -1.0 0.0 2.0 0.0 0.0 0.0 0.0

CM2 -3.0 -1.0 0.0 2.0 0.0 0.0 0.0 0.0

CM3 -4.0 -2.0 0.0 1.0 -1.0 0.0 0.0 0.0

PT2 -2.0 -1.0 1.0 1.0 0.0 0.0 0.0 0.0

PT3 -5.0 -4.0 -0.5 0.0 -4.0 -3.0 -3.0 -3.0

6. PRELIMINARY USER EVALUATION
The approach has been evaluated with 12 students of the
study program CM as part of an assessment in the elective
course “machine learning”. Students were in their 4th or 5th
semester, and all performed well in their first two semesters.
Beforehand, students had the possibility to hand in their
records anonymously and have recommendations calculated
for semesters 2 and 3. Three students made use of this pos-
sibility. The recommendations were identical to the courses
that they actually passed in three cases (F1=100%). The
three other cases had an F1 score of 90.1%, 86,1%, and 0%,
respectively. The last case refers to a student with relatively
good grades who enrolled in three courses only in semester 2
resulting in an average distance of 13 from the neighbors.
Overall, these results confirm our assumption that, for stu-
dents with good academic performance, the recommenda-
tions should closely match the courses that they pass.

The evaluation mainly consisted of a semi-guided group dis-
cussion concerning the recommendations. We report here
the answers and discussion to two questions: 1. Are the
recommendations understandable? 2. Would you use such
a recommender system? All groups answered the first ques-
tion with yes but also gave ideas for improvement. For ex-
ample, they considered three to five neighbors to be the most
useful, as this is the quickest and clearest way to grasp how
the recommendations come about. This fits very well with
the dimensions of interpretability that Guidotti et al. give
[8], namely “time limitation” but also “nature of user exper-
tise”. Six students answered the second question with yes,
four with no, and two were undecided. One main reason not
to use such a system was the following: seeing the grades of
others can be stressful: will I perform as well as the given
examples? Interestingly, an undecided student said that it
might be encouraging to see that other fellow students did
not always get good grades but were able to graduate. These
utterances are similar to the findings in [3]. More evalua-
tions, particularly with students who are unfamiliar with
machine learning, are required to study the interpretability
and related trust in the recommendations.

7. CONCLUSION AND FUTURE WORK
This paper presents a comprehensive evaluation of a novel
course recommender system designed to primarily support
students who face difficulties in their initial semesters and
are at risk of dropping out. The evaluation utilizes data from
three distinct study programs that vary in terms of their
subject matter, student population, and program structure,
including a program with a high number of elective courses
in the third semester.

The evaluation of the first research question indicates that,
overall, the recommendations lead to a reduction in the
dropout rate, particularly for the targeted at-risk students
who dropped out. However, the results are less conclusive
for students who graduated, which may be due to the limited
data available in the test set.

The evaluation of the second research question reveals that
the recommended courses generally align with the courses
that graduated students passed, except for the 3rd semester
of program PT, which contains many elective courses. This
is not the case for students who dropped out, as the recom-
mendations suggest a different approach to their studies.

The evaluation of the third research question demonstrates
that the number of recommended courses is close to the
number of courses planned in the curriculum for graduat-
ing students, except for the aforementioned 3rd semester of
program PT. However, for students who dropped out, the
number of recommended courses is generally lower than the
number of courses they enrolled in.

Overall, the evaluations have revealed two main limitations
of our recommender system. Primarily, it is better suited
for curricula consisting mostly of mandatory courses that
all students must pass, as is often the case in the first two
semesters of a program. Additionally, it recommends very
few courses for students with distant neighbors, and there-
fore, a different approach to handling passed courses in the
recommender system should be explored. However, it does
allow for presenting the paths of five neighbors as an im-
pulse.

Summing up, the paths followed by students who graduated
are helpful to other students, especially those who struggle.
It is worth noting that our approach to course recommen-
dation is generalizable even if enrollment data is not stored,
as is the case in some institutions. Except for comparing the
number of recommended courses to the number of enrolled
courses, the evaluation remains the same.

A preliminary evaluation with students indicates that the
recommendations are understandable. Further research with
2nd or 3rd semester students is planned to determine how
ready and willing they are to use such recommendations as
well as the advantages of using sets instead of rank lists.
In addition, it is necessary to evaluate whether students un-
derstand the recommendations and what additional support
they need to pass all recommended courses, aside from tak-
ing fewer and different courses than they might think. As
stated in the German context [7], a combination of well-
orchestrated interventions usually leads to academic success.
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