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Media articles often communicate the latest scientific findings, and readers must evaluate the evidence and
consider its potential implications. Prior work has found that the inclusion of graphs makes messages about
scientific data more persuasive (Tal & Wansink, 2016). One explanation for this finding is that such
visualizations evoke the notion of “science”; however, results are mixed. In the current investigation we
extend this work by examining whether graphs lead people to erroneously infer causation from correlational
data. In two experiments we gave participants realistic online news articles in which they were asked to
evaluate the research and apply the work’s findings to a real-life hypothetical scenario. Participants were
assigned to read the text of the article alone or with an accompanying line or bar graph. We found no
evidence that the presence of graphs affected participants’ evaluations of correlational data as causal. Given
that these findings were unexpected, we attempted to directly replicate a well-cited article making the claim
that graphs are persuasive (Tal & Wansink, 2016), but we were unsuccessful. Overall, our results suggest
that the mere presence of graphs does not necessarily increase the likelihood that one infers incorrect causal
claims.

Public Significance Statement
Prior work suggests that merely showing people a graph impacts their interpretation of an accompanying
message because graphs are associated with science. The present work however suggests that graphs do
not significantly influence people’s evaluations. Understanding how graphs influence reasoning about
scientific data is important given than the media often uses graphs to explain scientific data to the public.
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An important component of scientific reasoning is understanding
the difference between correlation and causation (Bleske-Rechek
et al., 2015; Norris et al., 2003; Shah et al., 2017). Failing to
recognize the difference between correlation and causation may
lead to ill-informed decision-making with minor to catastrophic
consequences. For example, there may be a temporal correlation
between a diagnosis of autism and the proximity of childhood
vaccinations. However, one should be able to reason that childhood

vaccinations and signs of autism often occur around the same age,
and that the third variable of age explains the observed relationship
as there is no scientific evidence that vaccines cause autism
(DeStefano & Shimabukuro, 2019). Unfortunately, researchers
have found that people frequently mistakenly assume there to be
causal relationships based on correlational data when this conclu-
sion is unwarranted (Bleske-Rechek et al., 2015; Klaczynski et al.,
1997; Norris et al., 2003; Rodriguez et al., 2016) and fail to consider
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the role of third variables when evaluating such data (Klaczynski
et al., 1997; Shah et al., 2017). Causality bias is often exacerbated
by media reports that speculate about causality (Barrowman, 2014).
As such, it is important to consider the factors that may influence
everyday scientific reasoning about correlational data. Here, we
consider one factor that may influence whether one interprets or is
persuaded to believe correlational data as causal, that is, the presence
of graphs.

Influence of Graphs on Scientific Reasoning

Some studies find that depicting data graphically makes quanti-
tative information more salient or influential in their decision-
making. For example, Fagerlin et al. (2011) found that when
participants were presented with narrative testimonials and data
on the side effects of a medical treatment, they were more likely to
rely on the data instead of the anecdotes when they were presented
with the information graphically. In a similar vein, Chua et al.
(2006) found that people were willing to pay more money to reduce
risk when the risks were represented with graphs compared to
numbers. This result held even when both foreground (number of
risky outcomes) and background (full sample/denominator) were
presented, suggesting that the effect of the presence of graphs was
not merely due to reducing attention to the denominator.
Other research finds that the presence of graphs influences

scientific reasoning. Tal (2015) argues that the presence of a graph
gives claims a “scientific halo” which makes the presented claim
more convincing. One study that received a great deal of media
attention was reported by Tal and Wansink (2016). In this study,
participants read a short vignette about the effectiveness of a
medication and were assigned to view the vignette either alone
or accompanying a bar graph of the data. Participants were then
asked to rate the effectiveness of the medication and to answer the
question: “Does the medication really reduce illness?.” They found
that participants who saw a bar graph rated the medication as more
effective than participants who did not see the bar graph, and that
more people in the bar graph condition believed that the medication
would truly reduce illness (96.55% vs. 67.74%). In another study,
Heyer et al. (2020) had participants reason about data driven
narratives on the U.S. opioid epidemic. They found that viewing
data graphically led to greater attitude change compared to text-
only, illustrating that graphs can be moderately influential even for
controversial topics.
Although these data provide evidence that graphs influence

scientific reasoning in some contexts, other work suggests the
opposite or suggests that the effect of data visualizations only
emerges under specific circumstances. Dragicevic and Jansen
(2018) attempted a direct replication of Tal and Wansink (2016)
and were unable to replicate the original finding that graphs
increased the perceived effectiveness of a medication. McCabe
and Castel (2008) investigated how different types of visualizations,
such as bar graphs, influenced the perceived credibility of cognitive
neuroscience research. They gave participants fictional news articles
with either no image, a brain image, or a bar graph depicting the
data. Participants were then asked to rate how well the article was
written, whether the title of the article was a good description of the
results, and whether the scientific reasoning in the article made
sense. They consistently found that participants shown brain images
rated the scientific reasoning of the article to be higher than the other

two groups, but they did not find a difference between text-only and
bar-graph conditions on the perceived scientific reasoning in the
article. Pandey et al. (2014) found that graphical depictions of data
have the greatest persuasive effect when the viewer has a neutral
attitude toward a topic, and Tal and Wansink (2016) found in a
follow-up experiment that the presence of a bar graph was most
influential when participants scored high on an item measuring
belief in science.

Mechanisms in Which Graphs Influence Cognition

Although the literature on the impact of graphs on reasoning
about data is divided, there are multiple proposed cognitive me-
chanisms by which visualizations might influence evidence evalua-
tion. Some researchers argue that graphs are inherently “scientific”
and act as an indicator of science (Tal & Wansink, 2016). Haard
et al. (2004) suggest that if something is scientific, this leads to the
assumption of sophistication, the inference of expertise, and there-
fore the assumption of source credibility. More specifically, Tal and
Wansink (2016) described the effect of graphs as the following
inferential process: “The information contains a graph (premise);
Graphs signal a scientific basis (premise); Therefore, the informa-
tion has a scientific basis (conclusion); A scientific basis indicates
truth (premise); Therefore, the information is true (conclusion)”
(p. 123). Similarly, McCabe and Castel (2008) suggest that the
inclusion of visualizations (graphs and brain images) allows the
reader to infer more scientific value from the text, as people tend to
associate graphical depictions of data with hard sciences (McCabe&
Castel, 2008; Smith et al., 2002). A related proposed mechanism is
that people in general seek and are more satisfied with “low-level” or
“reductionist” explanations which simple visualizations may pro-
vide (Rhodes et al., 2014; Weisberg et al., 2008).

Another set of proposed mechanisms focuses on the idea that
visualizations may be engaging or aesthetically pleasing. Lauer and
O’Brien (2020) suggest that the color, contrast, and other features of
graphs may make them especially compelling, leading them to be
the focal point leaving text to fade in the background. As such,
graphs may also act as “seductive details” which are related but
unessential peripheral details that make text more appealing to the
reader (Harp & Mayer, 1998). Lipkus and Hollands (1999) suggest,
similarly, that graphs may attract and hold attention because the
information is presented as a concrete display.

Alternatively, graphs may influence cognition by aiding with
comprehension of quantitative information (see Hegarty, 2011).
Supporting this idea, van der Linden et al. (2014) found that
presenting participants with descriptive text and simple data
visualizations (i.e., pie charts) led to better understanding of
the scientific consensus on climate change, with the presence
of data visualizations being especially beneficial for Republicans.
Although Dragicevic and Jansen (2018) were unable to replicate
Tal and Wansink (2016)’s finding that there was a persuasive
effect of graph presence, they did find that the presence of a graph
increased perceived understanding of a drug’s efficacy. Graphs
may improve understanding by revealing data patterns that may
go unnoticed otherwise and thus may assist with viewing and
interpreting quantitative information (Lipkus & Hollands, 1999).
In general, the mechanism by which graphs increase understand-
ing is that they make some comparisons salient by organizing
information (Franconeri et al., in press) and reducing cognitive
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load (Card et al., 1999; Larkin & Simon, 1987). While there are
multiple proposed mechanisms by which graphs might influence
scientific reasoning, these mechanisms are not all mutually
exclusive. For example, if a visualization is aesthetically pleas-
ing, a reader may spend more time engaging with the content,
leading to increased understanding of the data.

Graphs and Reasoning About Correlational Data

Given these findings, we wondered whether the inclusion of
graphs increases the likelihood that one infers causality from
correlational data. If graphs do affect evaluations of data, as
reviewed in the literature above, viewing a graph of correlational
data may lead the reader to believe that the relationship presented is
valid and may influence the perceived strength of the relationship
between the presented variables. If graphs act as indicators of
science, it is possible that including such visualizations increases
the perceived credibility of the research and its conclusions, which
may increase the likelihood that one erroneously infers causation
from correlational data, as a causal mechanism is the “strongest”
relationship between two variables. In alignment with this hypoth-
esis, Xiong et al. (2020) studied how visual characteristics such as
graph type and data aggregation level influence whether people
interpret the relationship between two variables as correlational or
causal. They compared ratings of perceived correlation and causality
between different types of visualizations including bar graphs, line
graphs, and scatter plots. The visualizations shown to participants
systematically varied in the amount of data aggregation, that is, the
number of points used to illustrate the same data set. Across a series
of three experiments participants were more likely to infer causality
from scatter and line graphs in comparison to bar graphs. The
researchers suggest that line and scatter plots may have led to a
greater assumption of causality because they are associated with
continuous data trends. They also found that the greater the data
aggregation (i.e., data binned into fewer bars/points), the more
likely it was that participants inferred a causal relationship. How-
ever, it is also worth noting that the presence of a graph did not lead
to higher ratings of correlation nor causation when compared to a
text-only condition.

The Present Study

Although the prior literature on the influence of graphs on making
inferences about data is mixed, given Tal and Wansink’s (2016)
finding on the influence of graphs and Xiong et al.’s (2020)
examination of the specific conditions under which people infer a
causal relationship when viewing data visualizations, the present
study investigates whether the effect of such visualizations emerges
when readers reason about correlational data. Much of the prior
work on the impact of graphs on interpretations or evaluations of
data has been in the context of fictional decision-making scenarios
(e.g., how much would you pay for this brand of toothpaste, or
which medical treatment would you select) or judgments about
magnitudes (e.g., how much better is drug A compared to drug B).
The present study expands upon this work by studying the impact of
the presence of graphs in the context of everyday scientific reason-
ing. Participants read about correlational studies publicized by a
fictional online news outlet, “Scientific Citizen” in which the content
of the article was formatted to be consistent with a news article one

would come across in their everyday browsing. Furthermore, we
expand on prior work by having participants apply the conclusions
of the articles to hypothetical scenarios in which the article’s results
have implications for improving a person’s depression (Experiment
1) or improving a person’s physical fitness (Experiment 2).

In two studies, participants read about a correlational study and
were randomly assigned to view the text only or text with a
corresponding graph. We examined how the presence of graphs
influenced reasoning about the perceived strength, causality, and
scientific basis of the relationship between two variables, as well as
whether participants would apply the article’s conclusion to a real-
life scenario. To test whether graphs are influential because they act
as indicators of science (Tal & Wansink, 2016), we also measured
attitude toward science (ATS) and assessed whether ATS interacted
with the presence of a graph for all outcome variables. Given prior
work, we hypothesized that graphs would influence participants to
perceive causality from correlational data. We also hypothesized
that there would be an interaction between ATS and graph presence
for all our dependent variables such that people with high ATS
would be more influenced by the presence of a graph.

In Experiment 1, the fake data were situated in the context of a
correlational study showing a relationship between attending reli-
gious service and happiness; in Experiment 2, the fake data were
situated in a more neutral scenario featuring a relationship between
attending sporting events and physical fitness. Lastly, in Experiment
3, we attempt a direct replication of Tal andWansink (2016). Across
the three experiments, we find little evidence for an impact of graphs
when participants reasoned about science in both novel (correla-
tional) and previously studied (experimental) contexts.

Experiment 1

The goal of Experiment 1 was to examine whether the presence of
a graph would influence reasoning about correlational data. Parti-
cipants read a short vignette about a correlational study suggesting a
positive relationship between attending religious service and hap-
piness. This topic was chosen as it was a realistic news headline for a
correlational study. At the time of the study’s conception, a study
from Pew Research Center (2019) showing that people who attend
church tend to be happier was widely publicized in online media
outlets. Interestingly, these online news sources either explicitly
discussed the fact that the study did not show a causal link between
attending church and happiness (Kuruvilla, 2019), or withheld this
critical piece of information (Klett, 2019). We assigned participants
to different visualization conditions and had them reason about the
presented data in a made-up online news article. We hypothesized
that there would be an influential effect of graphs along with
interactions between graph presence and ATS for all outcome
variables such that people high in ATS would be more influenced
by the presence of a graph.

Method

Participants

A group of 803 participants were recruited from Amazon
Mechanical Turk to participate in an online study, Age, M (SD):
34.89 (10.55) years; 33.34% Female, 66.5% Male, .001% Other.
Workers had to be located in the U.S. to participate in our study and
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they were compensated $1 for their participation. All procedures
were determined to be exempt by the University of Michigan
Institutional Review Board and preregistration for Experiment 1
may be viewed at https://aspredicted.org/blind.php?x=jn3xa3

Design

The experiment employed a between-subjects design where
participants were randomly assigned to one of four groups: a
text-only condition, text plus a 2-bar bar graph (bar graph condi-
tion), text plus a line graph with data aggregated into 2 points (2
point line graph condition), or text plus a line graph with data
aggregated into 6 points (6 point line graph condition). The types of
graphs included in the various conditions were based on work by
Xiong et al. (2020) as they found that line graphs with data
aggregated into 2 or 6 points led to high ratings of perceived
causality between two variables. While scatter plots may also be
used to illustrate correlational data, Xiong et al. (2020) found no
difference between line and scatter plots on perceived causality, thus
we only include line graph stimuli for the sake of simplicity.We also
include a 2-bar bar graph condition because this is the type of graph
displayed to participants in Tal and Wansink (2016).

Materials

All materials were presented to participants via Qualtrics survey
software. The main stimuli were realistic online news articles
created by the experimenter for the made-up source “Scientific
Citizen.” The news articles described a study showing a link
between attending religious service and happiness. Participants
read the following vignette:

Researchers at University of Michigan surveyed 400 senior students on
their daily habits and mental health. The project was part of the
University’s initiative to improve the mental health services offered
to undergraduate students. The researchers found that 65% of the
respondents attended religious service at least once in the last year.
When students were asked to rate their happiness on a 7-point scale,
there was a positive correlation of .96 between reported happiness and
the number of times students reported attending religious service in the
last year. Participants who did not attend religious service had an
average happiness rating of 2.5, while participants attending religious
service 50 or more times had an average rating of 6. This research
suggests that attending religious service can lead to increased happiness
and that religious service should be explored as a treatment option for
those with mood disorders.

It is important to note that participants in the graph conditions had
access to more information about the data than those in the text-only
condition, as a large amount of information may be depicted via
visualization that is difficult or impossible to depict with only text.
Even in the bar graph condition where only two data points were
displayed, participants were able to visually examine the size of the
effect. To try to better equate the amount of information participants
had about the data across conditions, we made sure to highlight key
information about the data in the vignette including information
about group means as well as correlation direction and strength. We
did not explain the concept of correlation to participants, but we did
provide them with two data points to help participants conceptualize
the direction and size of the effect. All groups were shown the same
article, except the graph groups viewed the graph associated with

their assigned group (see Figure 1, Figures S1–S4 for news article
stimuli).

Prior Belief. Before presenting participants with the article, we
asked them to rate their agreement with the question: “Does
attending religious service increase happiness?” on a scale of
1(Strongly disagree) to 7 (Strongly agree). We collected this
measure so that we could see whether participants generally had
strong prior beliefs about the scenario, given prior work showing
that the persuasive effects of graphs are most likely to emerge in
scenarios where people have weak prior beliefs (Pandey
et al., 2014).

Impression of the Article. To assess the influence of graphs on
scientific reasoning about correlational relationships, participants
were asked several questions after reading the article. Theywere first
asked to answer the question “How effective is attending religious
service on improving happiness?” on a scale of 1 (Not effective at
all) to 7 (Extremely effective). This language was borrowed from Tal
and Wansink (2016) where they ask participants “How effective is
the medication?.” To determine whether participants perceived
causality from the correlational relationship reported in the article,
we next asked “Do you think that the study shows that attending
religious service causes increased happiness?,” which they
answered on a scale of 1 (Not at all) to 7 (Absolutely). To assess
whether the presence of a graph increased the association of the
described research with science, we asked, “Does the study
described in the article provide a scientific basis for attending
religious service to improve happiness?” which they answered on
a scale of 1 (Not at all) to 7 (Absolutely). We also asked participants
the question, “Do you think that therapists should list attending
religious service as one of the possible ways to reduce depression
symptoms in their patients?”which they responded to on a scale of 1
(Strongly disagree) to 7 (Strongly agree).

Real-Life Scenario. We also assessed whether participants
would apply the conclusion of the article that going to religious
service leads to increased happiness to a novel scenario. Participants
were given the following vignette:

Zahra is a new mother who has a history of moderate depression. She
recently scored a 28 on the Beck Depression Inventory, which is
associated with moderate depression. Zahra read this article in Scientific
Citizen and is interested in the results because she does attend church
sporadically and is interested in possible behavioral approaches to
addressing her depression. Right now, she’s free and flexible on Sunday
mornings.

Participants were asked to rate on a scale of 1 (No impact) to 7
(Extremely helpful) how helpful they thought attending church more
regularly would be for Zahra. They were also given information
about the Beck Depression Inventory (minimal score: 0–13, mild
score: 14–19, moderate score: 20–28, severe score: 29–43), and
were asked to predict what Zahra’s Beck score would be after
regularly attending religious service for 2 months, keeping in mind
that her original score was 28. Participants answered this question
using a slider-scale interface from 0 to 63 with anchors at every 3
points. Lastly, they were told that Zahra’s current antidepressant
medication dose was 100 mg and that patients with depression
typically take anywhere from 50 to 150 mg of this medication.
Participants were asked to predict the dose of the medication Zahra
would need after 2 months of attending religious service with a
slider scale from 0 to 150 mg, with anchors at every 15 mg.
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Belief in Science. We assessed belief in science with the ATS
scale (Francis & Greer, 1999). The scale consisted of 10 items for
which participants rated their agreement on a scale of 1 (strongly
disagree) to 7 (strongly agree). These items were:

1. Science and technology cause many of the world’s
problems.

2. Working in a science career would be an interesting way
to earn a living.

3. Science is very important for the country’s development.

4. Science is very important for my community’s
development.

5. Money spent on science is well worth spending.

6. In my future career, I would like to use the science I
learned in school.

7. The science taught in school is interesting.

8. Science is relevant to my everyday life.

9. I do not have much interest in science.

10. I would like to understand more about scientific explana-
tions of things.

Demographics. Participants provided their age, gender, and
highest level of education.

EnsuringDataQuality. To ensure that our datawas of the highest
quality, participants had to complete a CAPTCHA before taking the
survey (“I am not a robot”) and an attention check item was embedded
in the ATS survey asking participants to please select strongly agree.

Procedure

Amazon Mechanical Turk workers were invited to participate in
an online study in which they would have to read and answer
questions about news articles. After deciding to participate, parti-
cipants were redirected to a Qualtrics link where they had to
complete a CAPTCHA and provide informed consent before pro-
ceeding to the experiment. After beginning the experiment, parti-
cipants were given the prior belief item followed by the instructions:

Scientific Citizen is a reputable news source publishing the latest
research in medicine and science. In this study you will be asked to
read news articles that were recently published about highly publicized
findings in psychology. Please carefully read the articles before re-
sponding to the questions.

They were then randomly assigned to one of the four conditions
and were presented with the corresponding news article. After
reading the news article, participants were asked the article-related
and applied questions. Lastly, participants completed the ATS scale,
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Figure 1
Stimuli Included With the Vignette for Those in the (a) Bar Graph Group, (b) 2-point Line Graph Group, and (c) 6-point Line Graph Group

Note. See the online article for the color version of this figure.
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provided their basic demographic information, self-reported their
effort on a scale of 1−10, and were debriefed. After finishing the
survey, the participants were given a randomly generated comple-
tion code that was used to confirm their participation for
compensation.

Results

Analysis Methods

Data Collection Procedure. As preregistered, we originally
aimed to collect data from 400 participants. We were able to collect
data from 397 participants. After fitting our models, we examined
the 95% highest posterior density interval for the Condition con-
trasts and were dissatisfied with the precision of the estimates. Thus,
we decided to collect data from an additional 400 participants in an
attempt to increase the precision of our estimates (i.e., decrease the
widths of the 95% highest posterior density intervals), resulting in a
total sample size of 803 participants. Our sample sizes were not
exactly 400 for either round of data collection due to difficulties with
verifying MTurk workers’ survey submissions. Ultimately, dou-
bling our sample size resulted in minimal increases in the precision
of our estimates, so we elected to halt data collection after two
rounds (see Supplemental Materials to compare model precision
after rounds 1 and 2 of data collection). Note that these analyses of
precision focused on an earlier version of the model with non-
informative priors.
Exclusion Criteria. Participants were excluded for failing an

attention check item embedded into the ATS scale (n = 14) or self-
reporting effort of less than or equal to 5 out of 10 (n = 7). Seven
hundred and eighty-two participants remained after applying the
exclusion criteria, with 198 in the text-only condition, 192 in the bar
graph condition, 191 in the 2-point line graph condition, and 201 in
the 6-point line graph condition.
Model Fitting. Outcome variables were analyzed using Bayes-

ian distributional regression models with Condition, ATS, and their
interaction as predictors. Condition was coded using a treatment
contrast with the text-only condition as the reference group. We
selected different distributional families for the models depending
on the type of outcome variable being modeled. For example,
ordinal variables were modeled using the cumulative logistic distri-
butional family and continuous variables were modeled with the
gaussian or exgaussian distributional families.
Models were implemented using the R-package brms (Bürkner,

2017), which converts R-style modeling syntax to Stan code
(Carpenter et al., 2017). Stan is a probabilistic programming lan-
guage for specifying probabilistic models and for performing
approximate Bayesian inference over those models using
Markov-Chain Monte-Carlo (MCMC) sampling. Four MCMC
sampling chains with 2000 total iterations and 1,000 warm up
iterations were run for each model. If it was indicated that further
iterations were needed for model convergence, we increased the
number of iterations to 5,000 with 2,500 warmup iterations. While
earlier versions of the model used noninformative priors, this
precluded the use of Bayes Factors, which are undefined (or
approach infinity) when prior probabilities are (or approach)
zero. So, to enable the use of Bayes Factors, we assigned weakly
informative priors to all parameters. For slopes, we used normal (0,
1) priors and for intercepts and variance parameters, we used the

default Student’s t priors provided by brms (v 2.14.4). To assess the
accuracy of the models, we used graphical posterior predictive
checks (Gabry et al., 2019). When we noticed deviation between
the predicted and observed statistics, we adjusted the distributional
family accordingly (e.g., gaussian to exgaussian for highly skewed
data). It should also be noted that Likert-type data were originally
modeled as gaussian but were switched to ordinal regression after
graphical posterior predictive checks revealed extreme divergence
between observed and model-predicted outcomes.

We used Bayes factors to assess whether the inclusion of a
specific predictor improved the fit of the model. Bayes Factors
were computed using the “bayes_factor” function in the R-package
brms (Bürkner, 2017). Three model comparisons are reported for
each outcome variable, in which the alternative model is compared
to the null model (i.e., the model excluding the predictor of interest).
Bayes factors are reported for the overall effect of graphs compared
to the text-only condition, the effect of ATS, and the overall
interaction between graph presence and ATS; we do not report
Bayes factors for each level of Condition (i.e., for each type of
graph). Bayes factor values are interpreted qualitatively with the
criteria recommended by Lee and Wagenmakers (2013). The fol-
lowing model comparisons were run to test the impact of Condition
and ATS for each of the outcome variables (y):

Comparison 1—H1: Effect of Condition (C) (y ∼ C + ATS)/H0: No
Effect of Condition (y ∼ ATS)

Comparison 2—H1: Effect of ATS (y ∼ C + ATS)/H0: No Effect of
ATS (y ∼ C)

Comparison 3—H1: Interaction (y ∼ C + ATS + C × ATS)/H0: No
Interaction (y ∼ C + ATS)

Condition-specific means and standard errors of the outcome
variables are displayed in Figures 2 and 3. Note that while ATS is a
continuous variable in the models, we perform a median split on
ATS in our visualizations. For detailed model output, see the
Supplemental Materials where we report the probabilities of direc-
tion (pd) for each effect. The probability of direction is an index of
effect existence similar to a frequentist p value which conveys the
proportion of the posterior (50%−100%) with the same direction as
the median estimate (Makowski et al., 2019). Detailed statistics for
each effect, including posterior median (β), 95% credible interval,
and probability of direction (pd), are reported in the Supplemental
Materials.

Description of the Results

Perceived Effectiveness. Bayes factor model comparisons sug-
gest very strong evidence that there was not an overall effect of
Condition on perceived effectiveness (BF = .02), no evidence as to
whether ATS influenced perceived effectiveness (BF = 1), and
extreme evidence that there was not an interaction between Condi-
tion and ATS (BF = .006; see Figure 2a).

Perceived Causality. Bayes factor model comparisons suggest
very strong evidence that there was not an overall effect of Condi-
tion on perceived causality (BF = .01), moderate evidence for an
effect of ATS (BF = 8.94), and extreme evidence that there was not
an interaction between Condition and ATS (BF = .003; see
Figure 2b).
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Perceived Scientific Basis. Bayes factor model comparisons
suggest extreme evidence that there was not an overall effect of
Condition on the perceived scientific basis for the claim (BF= .005),
moderate evidence that there was no effect of ATS (BF = .12), and
extreme evidence that there was not an interaction between Condi-
tion and ATS (BF = .005; see Figure 2c).
Perceived Therapeutic Benefit. Bayes factor model compar-

isons suggest extreme evidence that there was not an overall effect of
Condition on the perceived treatment value of attending religious
service (BF = .009), anecdotal evidence that there was an effect of
ATS (BF = 1.44), and extreme evidence that there was not an
interaction between Condition and ATS (BF = .008; see Figure 2d).
Application to a Real-Life Scenario. Bayes factor model

comparisons suggest very strong evidence that there was not an

overall effect of Condition on the perceived helpfulness of
attending religious service (BF = .01), extreme evidence for
an effect of ATS (BF > 100), and extreme evidence that there
was not an interaction between Condition and ATS (BF = .002;
see Figure 3a).

Participants were asked to estimate Zahra’s score on the Beck
inventory (Beck et al., 1961) after regularly attending religious
service. These scores were rescaled by dividing by the standard
deviation before fitting the model. Bayes factor model comparisons
suggest extreme evidence that there was not an overall effect of
Condition on estimated Beck score (BF = .002), anecdotal evidence
that there was not an effect of ATS (BF= .61), and extreme evidence
that there was not an interaction between Condition and ATS (BF =
.002; see Figure 3b).
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Figure 2
Responses to Article-Related Questions by Condition

Note. Illustrates participant responses between text-only and graph conditions for (a) perceived effectiveness, (b) causality, and (c)
scientific basis, as well as (d) whether or not participants agreed that therapists should recommend attending religious service to patients
with depression. Responses are median split by attitude toward science (ATS) for the purpose of visualization, with high ATS participants
in the right panel and low ATS participants in the left panel of each figure. It is important to note that ATS was modeled as a continuous
variable in the analyses and that the y-axis for each of these plots is truncated so that the reader can clearly see each of the group means and
standard errors. The true range of the outcome variable is in the label on the y-axis. Graphs are colored with the palette provided by (Wong,
2011). See the online article for the color version of this figure.
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Lastly, participants were asked to estimate Zahra’s antidepressant
dosage after regularly attending religious service. These scores were
rescaled by dividing by the standard deviation before fitting the
model. Bayes factor model comparisons suggest very strong evi-
dence that there was not an overall effect of Condition on estimated
Beck score (BF = .03), moderate evidence that there was not an

effect of ATS (BF = .22), and strong evidence that there was not an
interaction between Condition and ATS (BF = .04; see Figure 3c).

Discussion

We consistently found very strong to extreme evidence that there
was no effect of graph presence, and strong to extreme evidence that
there was not an interaction between the presence of a graph and
ATS. Why did we fail to find an impact of graphs? It could be that
the topic of religious service and happiness elicits strong prior
beliefs that influenced participants’ responses. As seen in Figure 4,
prior belief responses were not concentrated around 4, which would
have suggested a general neutral prior belief. It is well documented
that prior beliefs strongly influence reasoning about data (Lord
et al., 1979), and that people often engage in motivated reasoning by
attempting to come to conclusions that are consistent with their
biases (Kunda, 1990). Indeed, Pandey et al. (2014) found that
graphs were most influential when people had neutral prior beliefs
about a topic. Thus, in Experiment 2 we replicate Experiment 1 but
in a more neutral context.

Experiment 2

The purpose of Experiment 2 was to see whether the impact of
graphs on reasoning about correlational data would emerge in a
more neutral context. Prior literature on the influence of graphs is
mixed on whether or not prior beliefs influence the persuasiveness of
graphs, with some researchers finding the effects for controversial
topics (Heyer et al., 2020), and others suggesting that the effects
only emerge when prior beliefs are neutral (Pandey et al., 2014).
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Figure 3
Responses to Applied Questions by Condition

Note. Illustrates participant responses between text-only and graph conditions for applied questions related to Zahra’s depression including perceived
helpfulness of attending religious service (a), estimated Beck score after regularly attending religious service (b) and estimated antidepressant dosage (c).
Responses are median split by attitude toward science (ATS), with high ATS participants in the right panel and low ATS participants in the left panel of each
figure. It is important to note that ATS was modeled as a continuous variable in the analyses and that the y-axis for each of these plots is truncated so that the
reader can clearly see each of the group means and standard errors. The true range of the outcome variable is in the label on the y-axis. See the online article for
the color version of this figure.

Figure 4
Histogram Illustrating Prior Beliefs of Participants on the Rela-
tionship Between Attending Religious Service and Happiness
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In Experiment 2, participants reasoned about a made-up online news
article describing a study that showed a positive correlation between
the number of sporting events attended in the last year and physical
fitness. We chose this topic based on Xiong et al. (2020)’s finding
that participants had relatively neutral beliefs about the causal
relationship between the amount of money people spent on sporting
events and fitness. We hypothesized that there would be an influen-
tial effect of graph presence and interactions between graph pres-
ence and ATS for all the outcome variables.

Method

Participants

A group of 403 participants were recruited from Amazon
Mechanical Turk to participate in an online study, Age, M (SD):
40.04(12.34) yrs; 43% Female, 57% Male. Workers were required
to be in the U.S. to participate in our study and they were
compensated $1 for their participation. We also excluded workers
who had participated in Experiment 1. All procedures were deter-
mined to be exempt by the University of Michigan Institutional
Review Board. The preregistration for Experiment 2 may be viewed
at https://aspredicted.org/blind.php?x=si3ks7

Design

The design was the same as Experiment 1 where participants were
randomly assigned to one of four conditions: text-only, bar graph,
2-point line graph, or 6-point line graph.

Materials

All materials were presented to participants via Qualtrics survey
software and mirrored the materials from Experiment 1 but with a
different context. The main stimuli were realistic online news
articles created by the experimenter for the made-up source “Scien-
tific Citizen.” The news articles described a study showing a link
between the number of sporting events attended and physical fitness:

Researchers at University of Michigan surveyed 400 people on their
basic health information and their interest in attending sporting events.
Participants were asked to report the number of sporting events they had
attended in the last year. The researchers also calculated each partici-
pant’s physical fitness on a 7-point scale. This rating was based on their
height, weight, age, gender, BMI, and body composition (amount of fat,
muscle, water). Participants who did not attend any sporting events had
an average physical fitness rating of 2.5, while participants attending
sporting events 50 or more times had an average rating of 6. This
research suggests that people who attend more sporting events tend to
be more physically fit.

All groups were shown the same article, except the graph groups
also viewed the graph associated with their assigned group. The
trends displayed in the graphs were identical to those from Experi-
ment 1, except the x-axis was renamed “number of sporting events in
the last year” and the y-axis was renamed “physical fitness,” see
Figure 1, Figures S5–S9 for article stimuli.
Prior Belief. Participants were asked to rate how they agreed

with the following statement: The more sporting events people
attend, the more physically fit they tend to be on a scale of 1
(Strongly Disagree) to 7 (Strongly Agree).

Impression of the Article. To assess the influence of the
presence of graphs on scientific reasoning about correlational
relationships, participants were asked modified versions of the
questions from Experiment 1. They were first asked to answer
the question “How effective is attending sporting events on increas-
ing physical fitness?” on a scale of 1 (Not effective at all) to 7
(Extremely effective). To examine whether participants perceive
causality from the correlational relationship reported in the article,
we next asked “Do you think that the study shows that attending
sporting events causes increased physical fitness?,” which they
answered on a scale of 1 (Not at all) to 7 (Absolutely). To assess
whether the presence of a graph increases the association of the
research to “science,” we asked, “Does the study described in the
article provide a scientific basis for attending sporting events to
increase physical fitness?” which they responded to on a scale of
1 (Not at all) to 7 (Absolutely). We also asked the question “Do
you think that personal trainers should list attending sporting
events as a possible method to increase physical fitness?” which
participants responded to on a scale of 1 (Strongly disagree) to 7
(Strongly agree).

Real-Life Scenario. We again assessed whether participants
would apply the conclusion of the article to a real-life scenario. The
scenario and questions mirrored those asked to participants in
Experiment 1. Participants were given the following vignette:

Zahra is a new mother who is working on her physical fitness. She
currently has a Body Mass Index (BMI) of 33, which is considered
obese. Zahra read this article in Scientific Citizen and is interested in the
results because she does attend sporting events sporadically and is
interested in possible methods for addressing her fitness.

Participants were asked to rate on a scale of 1 (No Impact) to 7
(Extremely Helpful) how helpful they thought attending more
sporting events would be for Zahra. They were also given
information on Body Mass Index (BMI) scores (underweight:
15–19, normal: 20–24, overweight: 25–29, obese: 30–34, severely
obese: 35–39, morbidly obese: 40–45), and were asked to predict
what Zahra’s BMI would be after attending a sporting event every
week for 2 months, keeping in mind that her original BMI was 33.
Participants answered this question using a slider-scale interface
from 14 to 45 with anchors at every 3 points. Lastly, they were
told that Zahra’s current pant size was a size 16 and they were
asked to predict her pant size after 2 months of regularly attend-
ing sporting events. They were also told that women’s pant sizes
typically range from a size 0–20. Participants made their re-
sponses with a slider scale from 0 to 20, with anchors at every
2 sizes.

Other Measures. ATS and demographic characteristics were
the same as in Experiment 1, as well as the precautions employed to
ensure data quality.

Procedure

The procedure was the same as reported in Experiment 1.

Analysis Methods

Data Collection Procedure. As preregistered, we had an orig-
inal goal to collect data from 400 participants and ended up with data
from 404 MTurk workers. We decided not to collect data from an
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additional 400 subjects given that doing so in Experiment 1
minimally increased precision of the 95% highest posterior density
intervals (see Supplemental Materials).
Exclusion Criteria. Participants were excluded for failing

an attention check item embedded into the ATS scale (n = 4) or
self-reporting effort of less than or equal to 5/10 (n = 0). Four
hundred participants remained after applying the exclusion cri-
teria, with 100 in the text-only group, 103 in the 2-bar bar graph
group, 98 in the 2-point line graph group, and 99 in the 6-point
line graph group.
Model Fitting. All model-fitting and Bayes factor analysis

procedures were identical to those reported in Experiment 1. For
detailed model output, please see the Supplemental Materials.

Results

Perceived Effectiveness

Bayes factor model comparisons suggest strong evidence that
there was not an overall effect of Condition on perceived effective-
ness (BF = .05), moderate evidence that there was not an effect of
ATS (BF = .27), and very strong evidence that there was not an
interaction between Condition and ATS (BF = .01; see Figure 5a).

Perceived Causality

Bayes factor model comparisons suggest strong evidence that
there was not an overall effect of Condition on perceived causality
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Figure 5
Responses to Article-Related Questions by Condition

Note. Illustrates participant responses between text-only and graph conditions for perceived effectiveness (a), causality (b), and scientific basis (c),
as well as whether or not participants agreed that personal trainers should recommend attending sporting events to their overweight clients (d).
Responses are median split by attitude toward science (ATS), with high ATS participants in the right panel and lowATS participants in the left panel
of each figure. It is important to note that ATS was modeled as a continuous variable in the analyses and that the y-axis for each of these plots is
truncated so that the reader can clearly see each of the group means and standard errors. The true range of the outcome variable is in the label on the
y-axis. See the online article for the color version of this figure.
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(BF = .06), anecdotal evidence for no effect of ATS (BF = .41), and
very strong evidence that there was not an interaction between
Condition and ATS (BF = .01; see Figure 5b).

Perceived Scientific Basis

Bayes factor model comparisons suggest moderate evidence that
there was not an overall effect of Condition on perceived causality
(BF = .11), moderate evidence for an effect of ATS (BF = 8.82),
and very strong evidence that there was not an interaction between
Condition and ATS (BF = .02; see Figure 5c).

Perceived Treatment Value

Bayes factor model comparisons suggest very strong evidence
that there was not an overall effect of Condition on perceived
treatment value (BF = .02), extreme evidence for an effect of
ATS (BF > 100), and extreme evidence that there was not an
interaction between Condition and ATS (BF = .005; see Figure 5d).

Application to a Real-Life Scenario

Bayes factor model comparisons suggest strong evidence that
there was not an overall effect of Condition on perceived helpfulness
of attending sporting events for Zahra (BF = .09), strong evidence
for an effect of ATS (BF = 15), and very strong evidence that there
was not an interaction between Condition and ATS (BF = .03; see
Figure 6a).

Participants were asked to estimate Zahra’s BMI after regularly
attending sporting events. These scores were rescaled by dividing by
the standard deviation before fitting the model. Bayes factor model
comparisons suggest very strong evidence that there was not an
overall effect of Condition on estimated BMI (BF = .03), moderate
evidence for no effect of ATS (BF = .13), and extreme evidence that
there was not an interaction between Condition and ATS (BF =
.002; see Figure 6b).

Lastly, participants were asked to estimate Zahra’s pant size after
regularly attending sporting events. These scores were rescaled by
dividing by the standard deviation before fitting the model. Bayes
factor model comparisons suggest very strong evidence that there
was not an overall effect of Condition on estimated pant size (BF =
.01), extreme evidence for an effect of ATS (BF > 100), and very
strong evidence that there was not an interaction between Condition
and ATS (BF = .01; see Figure 6d).

Discussion

We were again unable to find an influential effect of graph
presence on scientific reasoning. We consistently found evidence
that there was no effect of graph presence on the outcome variables
and that there were no interactions between graph presence and
ATS. Because we neither found an effect of graph presence nor that
people with high ATS were more influenced by the presence of
graphs, we decided to conduct a direct replication of Tal and
Wansink (2016) since other researchers have also failed to replicate
these findings in past research (Dragicevic & Jansen, 2018).
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Figure 6
Responses to Applied Questions by Condition

Note. Illustrates participant responses between text-only and graph conditions for applied questions related to Zahra’s weight loss including perceived
helpfulness of attending sporting events (a), estimated body mass index (BMI) score after regularly attending sporting events (b) and estimated pant size (c).
Responses are median split by attitude toward science (ATS), with high ATS participants in the right panel and low ATS participants in the left panel of each
figure. It is important to note that ATS was modeled as a continuous variable in the analyses and that the y-axis for each of these plots is truncated so that the
reader can clearly see each of the group means and standard errors. The true range of the outcome variable is in the label on the y-axis. See the online article for
the color version of this figure.
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Experiment 3

Results from Experiments 1 and 2 provided evidence that graphs
do not influence reasoning about correlational data for all seven of
our outcome variables across both experiments. This was especially
surprising given that the language used for one of these outcome
variables (effectiveness of X on Y) was taken directly from Tal and
Wansink (2016). Considering that our hypotheses were based on the
findings from Tal and Wansink (2016), and researchers have since
presented evidence that casts doubt on these claims (Dragicevic &
Jansen, 2018), we attempted a direct replication of Tal and Wansink
(2016) to establish whether graphs actually enhance the perceived
strength of a factor and whether people with high belief in science
are actually more influenced by the presence of a graph.

Method

Participants

We originally intended to analyze the data using traditional null-
hypothesis testing methods and calculated power a priori to determine
sample size.While Tal andWansink (2016) did not report effect sizes in
their report, we used methods from Borenstein (2009) to calculate the
effect size for the main effect of Group reported in their Experiment 1 (d
= .54). We conducted a 95% power analysis and determined that we
would need data from 182 participants to find this effect. To account for
potential loss of data due to attention check failure, we collected 20%
more data than needed for a total sample of 218.We ended up collecting
data from 221 participants, Age,M (SD): 36.31 (9.91); 36.68% Female,
64.32% Male, on Amazon Mechanical Turk to participate in an online
study. Workers had to be in the U.S. to participate in our study and they
were compensated $0.50 for their participation. All procedures were
determined to be exempt by the University of Michigan Institutional
Review Board. Preregistration for Experiment 3 may be viewed at
https://aspredicted.org/blind.php?x=fb3fd2

Design

The experiment employed a between-subjects design where
participants were randomly assigned to a text-only group (Text
group) or a group that saw the text along with a bar graph of the data
(Graph group).

Materials

All materials were presented to participants via Qualtrics survey
software. The main stimuli included either a block of text about the
effectiveness of a medication (text condition):

A large pharmaceutical company has recently developed a new drug to
boost peoples’ immune function. It reports that trials it conducted
demonstrated a drop of 40% (from 87% to 47%) in occurrence of
the common cold. It intends to market the new drug as soon as next
winter, following FDA approval.

Or the block of text plus a bar graph of the data (graph condition,
see Figure 7).
Effectiveness and Causal Mechanism Questions. Participants

were asked “How effective is the medication?” and responded on a
scale of 1 (not at all effective) to 9 (very effective). They were also
asked to respond “yes” or “no” to the question “Does the medication

really reduce illness?,” implying a causal mechanism analogous to our
prior causality questions in the context of correlational data.

Belief in Science. Instead of assessing belief in science with the
ATS scale as in prior experiments, we use the item from Tal and
Wansink (2016). Belief in science was assessed with the single item
“I believe in science,”where participants had to rate their agreement
with the statement on a scale of 1–9.

Demographics. Participants provided their age, gender, high-
est level of education, and highest level of statistics education.

Ensuring Data Quality. Participants had to complete a
CAPTCHA before beginning the experiment. We included 1
Likert-scale attention check item and a free response attention
check. The two attention checks were mixed in with the article
questions and demographic questionnaire as we did not have the
ATS measure to embed an attention check item in. We also asked
participants to self-report their effort on the task on a scale of 1–10,
ensuring them that their response would not influence payment.

Procedure

Participants were randomly assigned to one of two conditions
(text or graph). Participants viewed either text or text and a graph
and were asked the article questions followed by the belief in science
measure. On a separate page they completed the demographics
measures. They were then debriefed and compensated.

Exclusion Criteria. Tal and Wansink (2016) did not mention
data exclusion criteria in their report, so we preregistered that we
would conduct our analyses both without any exclusion criteria and
with our standard exclusion criteria. We found that the results did
not differ as a function of whether we applied our exclusion criteria
(see Supplemental Materials). Participants were excluded from the
data analysis for failing either of our attention checks and/or self-
reporting an effort of five or less out of ten (n = 22) yielding a
sample of 199 with 100 participants in the text-only condition and
99 in the bar graph condition.

Model Fitting. All data were fitted with Bayesian regression
models with Condition, Belief in Science, and their interaction as
predictors. Condition was dummy coded with the text-only condition
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Figure 7
Bar Graph From Tal and Wansink (2016) Shown to Participants in
the Graph Condition

Note. See the online article for the color version of this figure.
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as the reference group for all analyses. The outcome variables of
perceived effectiveness and whether participants really thought the
medication reduced illness were modeled with Gaussian regression
and Bernoulli (logistic) regression, respectively. We originally at-
tempted to model perceived effectiveness with ordinal regression as it
was a Likert-scale item; however, we found that the data were better fit
by a Gaussian regression model. All other model fitting and Bayesian
factor analysis procedures are identical to Experiments 1 and 2. For
detailed model output, please see the Supplemental Materials.

Results

Perceived Effectiveness

Bayes factor analysis suggests anecdotal evidence for no effect of
graph presence (BF = .35), extreme evidence for an effect of Belief in
Science (BF > 100), andmoderate evidence for no interaction between
Belief in Science and graph presence (BF = .18; see Figure 8).

Does the Medication Really Reduce Illness?

Bayes factor analysis suggests anecdotal evidence for no effect of
graph presence (BF= .60), anecdotal evidence for an effect of Belief
in Science (BF = 1.22), and moderate evidence for no interaction
between Belief in Science and graph presence (BF = .16).

Discussion

We found anecdotal evidence that there was no effect of the
presence of a graph on the perceived effectiveness of a medication at

reducing illness. We also found moderate evidence that there was no
interaction between Belief in Science and the presence of a graph.
Overall, we were unable to replicate the findings from Tal and
Wansink (2016) and most importantly we observed no persuasive
effect of the presence of a bar graph.

General Discussion

Effect of Graphs on Data Interpretation

Inferring causation from correlational data can lead to faulty
decision-making. To what extent does presentation format affect the
likelihood of making these errors? Across two experiments, we
found evidence that the presence of graphs did not impact reasoning
about correlational data. We also consistently found evidence that
there was not an interaction between ATS and Condition which was
inconsistent with our hypotheses. Thus, in a third experiment we
attempted to directly replicate the findings from Tal and Wansink
(2016) in which graphs were shown to be persuasive in the context
of reasoning about a drug’s efficacy. We were unable to replicate
their original finding that graphs had a persuasive influence on
beliefs about a drug’s effectiveness nor evidence of an interaction
between belief in science and graph presence such that people with
greater belief in science were more persuaded by the presence of a
graph. Other unpublished work conducted by our lab has also failed
to find an influential or persuasive effect of the presence of a graph1.
Our failed direct replication, along with prior failed attempts at
replication (Dragicevic & Jansen, 2018), suggests that at least in the
context of a medication trial, graphs do not impact perception of the
effectiveness of a drug and thus may not serve as a method of
persuasion.

When might graphs have an impact on scientific reasoning, if
ever? Graphical format influences risk perception and perceived
credibility of data (Schapira et al., 2006). Things like highlighting
the number of people affected (i.e., foreground) in an icon array
increases risk aversion in comparison to showing icon arrays with
people affected and people unaffected (i.e., foreground + back-
ground) depending on the risk probability (Okan et al., 2020). We
know that altering features of graphs such as truncating the y-axis
can lead to exaggerated effect sizes (Correll et al., 2020; Yang et al.,
2021). And that in the judgmental forecasting literature giving
participants a graph improves the forecasting of linear trends
(Harvey & Bolger, 1996), but harms the forecasting of exponential
trends, potentially from providing a false sense of confidence
(Fansher et al., in press). Clearly, there are some circumstances
where graphs do have an impact on scientific reasoning. Whether
there is a general mechanism in which graphs do or do not affect
scientific reasoning across domains is less clear.

Scientific Reasoning About Correlation

Although we were unable to find an influence of graphs, impor-
tantly, we found that people consistently inferred causation from
correlation across Experiments 1 and 2, with an average causality
rating of 5.4 on a 7-point scale in Experiment 1 and an average rating
of 4.2 in Experiment 2. It is important to remember that we asked
participants to rate whether or not the study showed that X causes Y.
The presence of a correlation between two variables can certainly
provide evidence that there may be a causal relationship between X
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Figure 8
Perceived Effectiveness as a Function of Belief in Science, Sepa-
rated by Condition

Note. Gray ribbons illustrate the 95% confidence level interval for the fitted
lines. See the online article for the color version of this figure.
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and Y but can never prove there to be a causal relationship. It is
interesting to note that the average rated causation was higher for the
scenario in Experiment 1 and lower for Experiment 2. It may be that
strong prior beliefs elicited by the religious service scenario led
people to incorrectly infer causationmore often than when reasoning
about the more neutral scenario described in Experiment 2. Future
work should examine how prior beliefs impact one’s reasoning
about correlational data. Our work further contributes to the general
consensus that people are overzealous to conclude causality based
on correlational data. Future research should further explore how to
best display and describe correlational data given that “misunder-
standing causal links can result in ineffective actions being chosen,
harmful practices perpetuated, and beneficial alternatives over-
looked” (Barrowman, 2014, p. 24).

Future Directions

Future work should further explore whether or not adding graphs to
text increases the impact of the message. There is mounting evidence
that this may not be the case (Dragicevic & Jansen, 2018; McCabe &
Castel, 2008; Xiong et al., 2020). However, this topic must be studied
further given its implications for science communications. Under-
standing the influence of graphs on reasoning and cognition is
important for ethical science communications as media reports often
include visualizations such as photographs, tables, and graphs. If
graphs do have an undue influence, this could be taken advantage
of by those with nefarious intentions or those with a particular agenda.
Unfortunately, people are susceptible to believing misinformation
(Lewandowsky et al., 2012; Marsh & Yang, 2018) and the nature
of graphical visualizations allows viewers to be influenced by manip-
ulating the features of graphs (Pandey et al., 2015). Thus, future work
should attempt to uncover the specific conditions in which graphs are
likely to affect a reader’s evaluation of evidence. For example, given
prior work it seems possible that the impact of graphs may only
emerge in contexts where prior beliefs are neutral. Another factor that
may influence the impact of graph presence is the plausibility of a
causal relationship. However, if the effects of graphs only emerge
under very specific conditions, researchers should also consider how
generalizable these findings are to real-life applications. If the effects
of graphs only emerge in very specific, artificial contexts, this work
may fail to apply to everyday scientific reasoning. We encourage
researchers in this area to include applied questions as it is not only
important to measure how one evaluates or interprets data; it is also
important to measure how reading a piece of evidence influences
decision-making in real-life contexts.
Lastly, future research should attempt to uncover the cognitive

mechanisms in which graphs do or do not have an impact and
whether or not graphs do act as indicators of science. Tal and
Wansink (2016) argue that graphs influence viewers because they
act as indicators of science. They support this claim with the finding
that people high in Belief in Science were most likely to increase
their judgments of effectiveness of a drug in the presence of a graph.
However, the current investigation found no evidence for such an
interaction. One limitation of our work is that ATS and Belief in
Science were relatively high across experiments, thus it is possible
that ceiling effects prevented us from observing these interactions.
Even if we did replicate the finding that people high in Belief in
Science are most affected by the presence of graphs, this still would

not provide direct evidence that graphs act as indicators of science
because the concepts of believing in science and believing that
graphs are science are much different from one another.
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