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Abstract. Automated scoring of student language is a complex task that requires
systems to emulate complex and multi-faceted human evaluation criteria. Sum-
mary scoring brings an additional layer of complexity to automated scoring
because it involves two texts of differing lengths that must be compared. In
this study, we present our approach to automate summary scoring by evaluat-
ing a corpus of approximately 5,000 summaries based on 103 source texts, each
summary being scored on a 4-point Likert scale for seven different evaluation
criteria. We train and evaluate a series of Machine Learning models that use a
combination of independent textual complexity indices from the ReaderBench
framework and Deep Learning models based on the Transformer architecture in
a multitask setup to predict concurrently all criteria. Our models achieve sig-
nificantly lower errors than previous work using a similar dataset, with MAE
ranging from 0.10–0.16 and corresponding R2 values of up to 0.64. Our find-
ings indicate that Longformer-based [1] models are adequate for contextualizing
longer text sequences and effectively scoring summaries according to a variety of
human-defined evaluation criteria using a single Neural Network.

Keywords: Natural language processing · Text summarization · Automated
summary scoring ·Multitask learning

1 Introduction

Summary scoring is a common task in education that requires a significant amount of
attention and time, but that represents a crucial skill for students since it evaluates their
ability to discern the primary message of texts. Evaluating a summary requires the rater
to read both the source text and the summary and then evaluate the extent to which the
summary captures the essence of the source text in a concise manner. Summarization
has been shown to be an important aspect of reading comprehension and learning to read
[2–4], for both first and second language learners [5, 6].
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Automated summary scoring can help reduce the load on teachers and represents a
method to provide immediate feedback to students on the quality of their summaries.
Semi-automatic methods, such as having humans select portions of texts to be evaluated
[7, 8], have been proposed; however, they do not significantly lower the time impact
for teachers. Automated methods involve the use of various NLP techniques for text
representation, including similarities using Latent Semantic Analysis [9], word embed-
dings and linguistic indices generated by the ReaderBench framework [10], or diver-
gences among probability distributions [11]. However, much work on automated sum-
mary evaluation systems has focused on evaluation methods for automatically generated
summaries, and not for scoring summaries written by humans.

The current study expands on Botarleanu, Dascalu, Allen, Crossley and McNamara
[10] where textual complexity indices were used to train a summary scoring system that
measured howwell a human-written summary covers themain idea of the original source
text. We build on this work by using a larger corpus of summaries and build regressors
to predict seven different summary evaluation criteria. The regressors implemented in
the current study can handle source texts of relatively large lengths, which was the main
limitation of Botarleanu et al. [10]. This study aims to answer the following research
questions:

1. How well do Longformer-based architectures, as compared to the linguistic indices
used in Botarleanu et al. [10], perform in automatically scoring summary elements?

2. What is the performance of a multi-task learning model that predicts all 7 scoring
criteria simultaneously in contrast to 7 individual models?

2 Method

2.1 Corpora

Our corpus is an expanded version of the corpus considered by Botarleanu et al. [10] and
includes 5,037 summaries (instead of the 2,976 previously used) corresponding to 103
source texts (instead of the 87 found in the aforementioned work). Our corpus was rated
on a 1 to 4 Likert scale by expert raters for seven different scoring criteria: the cohe-
siveness of the summary text (“cohesion”), the appropriate use of objective language
(“Objective Language”), the appropriate use of new paraphrasing (“Paraphrasing”), the
use of language beyond that found in the source text (“Language Beyond Source Text”),
how appropriate the length of the summary is in relation to the source text (“Summary
Length”), the degree to which important details are captured from the source text (“De-
tails”) and whether the summary succeeds in capturing the main point of the reference
text (“Main Point”).

The corpus consists of summaries collected from a mix of unrelated studies: a)
summaries collected in a study on Adult Literacy on general topics such as seat belt
laws, disability services, and patients’ rights, b) summaries collected using Amazon’s
Mechanical Turk service (MTurk) on science texts related to biology and climatology,
c) summaries on heart disease and red blood cells collected in a study on Adult Literacy
using MTurk, d) summaries on science texts collected using MTurk from primarily
speakers of English as a second language, e) summaries on cellphone risk and climate
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changewere collected as part of a study onmultiple text comprehension and f) summaries
on science and history written by undergraduate students.

In order to filter out summaries that weremalformed, we searched for summaries that
were either as long as the source text or significantly shorter than it. A plot showing the
ratio between the source and summary text lengths is presented in Fig. 1.a. We elected to
remove all summaries with lengths below 10% or above 80% of the source text length.
These values were chosen to remove the tails of the distribution from Fig. 1.b which
depicts the ratios between summary length and source text length. This pro-cess reduced
the number of summaries from 5,037 to 4,233 without removing any of the 103 source
texts.

Fig. 1. a) Ratio between the number of words between summaries and source texts. b) Source
text lengths in tokens.

Another consideration in corpus development is the length of the sequences that
are used as inputs for transformer-based models. Due to internal constraints, models
such as BERT (Devlin et al. 2018) are only suitable for sequences of up to 512 tokens,
whereas models such as Longformer can work well with longer sequences, typically of
up to 4,096 tokens. We utilized the pre-trained Longformer tokenizer provided by the
“transformers” package [12] with the “allenai/longformer-base-4096” pretrained model
to evaluate the lengths of the texts in our corpus (see Fig. 1.b). Indeed, a significant
proportion of source texts in our corpus exceeded 512 tokens; however, the majority did
not exceed 1000 tokens in length making the texts suitable for the Longformer model,
but not for BERT.

2.2 Regression Models

We elected to construct our regression models around the Longformer model [1] to
handle the source and summary texts that were often too long for BERT. The Longformer
model employs an attention mechanism that combines local windowed attention with
a global attention mechanism, that is designed to encode inductive bias about the task
that the model is being trained to solve. Given the distribution in Fig. 1.b, we opted
to use padded sequences of 2048 tokens formed by tokenizing and trimming both the
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source and summary lengths down to 1024 tokens. The overview of this architecture is
illustrated in Fig. 2. The architecture is evaluated under two setups: one where the model
predicts only one of the seven summary scoring criteria at a time, and a second where
the model is tasked with predicting all seven objectives at once.

Fig. 2. The architecture of the Longformer-based model.

3 Results

We present the normalized Mean Absolute Error (nMAE) and the corresponding R2

coefficients for the Longformer model used in both single-task and multi-task settings
(see Table 1). We compare our results to those measured using the model presented by
Botarleanu et al. [10],where a networkwith a single hidden layerwith 256 units is applied
to an input consisting of the textual complexity indices generated by the ReaderBench
framework for both the summary and the source texts. This was trained using the same
Once-Cycle Policy described in Botarleanu et al. [10], for 50 epochs with a batch size
of 8.

The first observation is that the trained Longformer models outperform the mod-
els relying on the ReaderBench indices, with R2 coefficients having values that are
between .07 and .13 higher. Second, the multi-task model matches the performance of
the individual models on average, and even exceeds the single-task models for the “Co-
hesion”, “Language Beyond Source Text”, and “Details” criteria. The most significant
degradation in performance between the single-task and the multi-task setting is for the
“Paraphrasing” score with the R2 coefficient falling from .55 to .42, which is still higher
than the performance of the model that uses ReaderBench indices.

Finally, the seven scoring criteria appear to have a relatively similar difficulty in terms
of the models’ capability to learn them. The lowest R2 coefficient for the Longformer-
based models is measured on the “Details” objective (.37 for the single task model),
whereas the highest coefficient is observed for the “Summary Length” objective (.67
for the single task model). In contrast, the multi-task model appears to have a narrower
variation in performance, with R2 coefficients ranging from .42 for the “Paraphrasing”
objective up to .64 for the “Summary Length” criterion, which may be explained by the
fact that the multi-task model was trained with all 7 criteria being seen as equal, and no
objective-specific weights were applied to the loss function.
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Table 1. Normalized MAE and the R2 score for the seven evaluation criteria.

Scoring
criterion

Single task
models using
ReaderBench
indices [10]

Multi-task model
using
ReaderBench
indices [10]

Single task
Longformer
models

Multi-task
Longformer
model

nMAE R2 nMAE R2 nMAE R2 nMAE R2

Cohesion .14 .49 .14 .46 .13 .52 .12 .58

Objective
language

.13 .51 .14 .48 .11 .59 .13 .50

Paraphrasing .15 .45 .15 .50 .13 .55 .16 .42

Language
beyond ource
text

.13 .43 .13 .47 .10 .59 .10 .60

Summary
length

.13 .54 .14 .51 .11 .67 .12 .64

Details .15 .46 .16 .39 .15 .37 .13 .53

Main point .15 .53 .14 .52 .11 .64 .12 .59

Average .14 .49 .14 .48 .12 .58 .13 .55

4 Conclusions and Future Work

In this paper, we analyzed the effectiveness of using Longformer-based regression mod-
els to perform automated summary scoring. Our models achieved significantly better
results than the previous models in Botarleanu et al. [10]. Our results also indicate that a
model trained in a multi-task setting achieved a performance that was on par with train-
ing seven different networks. With an average normalized mean absolute error of .13
and a corresponding R2 of .55, our model predicts the human rating of a summary with
an average deviation of 13%. The capability to perform automated summary scoring
in a multi-task setting has several advantages. First, it reduces the computational load
and supports the development of automated summary scoring systems that can analyze
summaries more effectively. Second, it more closely matches the human expert scoring
method because it forces the model to perform a holistic analysis of the text, instead of
relying on patterns captured for each of the scoring criteria individually. One method of
improving the performance of the model might be to combine the ReaderBench indices
with the Longformer inferences into an ensemble model. Moreover, part of the Reader-
Bench indices might also benefit from the use of Longformer models to predict their
values (e.g., intra- and inter- paragraph cohesion scores).

A potential avenue for future research lies in performing an interpretability analy-
sis of the multi-task model. Through this, one might explore the degree to which the
different summary scoring criteria presented in this work may complement each other.
Additionally, studying the way in which the most relevant blocks of the summaries and
source texts are selected by the model, and aligning these segments with human rater
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observations may provide valuable insight into what humans look for in summaries,
which can help in providing targeted feedback to students.

Finally, the principal measure of the usefulness of such a system lies in the impact it
has on the summarization skills of real students. An important future research direction
would be the use of the model described in this work to help students improve their
summary writing skills. Notably, the success of this model in predicting scores on seven
different attributes, for such a wide range of source texts, bodes well for the eventual
utility of this model within an automated tutoring system.
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