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EBP Advancement Corner

Selecting the proper Tau-U measure for single-case 
experimental designs: Development and application of 
a decision flowchart
Joelle Fingerhut, Xinyun Xu & Mariola Moeyaert
Department of Educational and Counseling Psychology, University at Albany-SUNY, Albany, NY, USA

Abstract
A variety of measures have been developed to quantify intervention effects for single-case experimental design 
studies. Within the family of non-overlap indices, the Tau-U measure is one of the most popular indices. There 
are several Tau-U variants, each one calculated differently. The appropriateness of each Tau-U variant 
depends upon the data characteristics present within the study (e.g. number of measurement occasions, the 
within-case variability, and baseline trend). However, inconsistent terminology is used to refer to the Tau-U 
variants, and researchers can overlook the attributes of the different Tau-U variants. As a result, the Tau-U 
variants can be applied inappropriately, and this can result in invalid conclusions of intervention effectiveness. 
This paper proposes a Tau-U flowchart that can assist the decision-making process when using Tau-U with 
single-case experimental designs that incorporate baseline-intervention (AB) comparisons (e.g. multiple- 
baseline designs, withdrawal/reversal designs, etc.). The flowchart can help researchers select the appropriate 
Tau-U variant to use based on their data and research questions. The flowchart is applied to two single-case 
experimental studies to demonstrate its use.

Keywords: Decision-making tool; Effect size; Meta-analysis; Single-case experimental designs; Tau-U; 
Tau-U decision flowchart. 

The single-case experimental design (SCED) 
is one frequently utilized methodology in the 
fields of communication disorders and special 
education (Cakiroglu, 2012; Ganz & Ayres, 
2018; Schlosser, 2009). This type of research 
design is unique in that it allows for repeated 
measurement of the outcome variable while 
each subject serves as its own control. The 
dependent variable is measured at multiple 
points over time across different conditions, 
both when the independent variable is not 
present and when the independent variable is 
present (What Works Clearinghouse, 2020). 
These different conditions are also known as 
baseline (i.e. phase A) and intervention 
phase(s) (i.e. phase B). Thus, one baseline 

and intervention phase together are termed 
an AB phase contrast or AB design. What 
Works Clearinghouse (2020) guidelines 
recommend for studies to include at least 
three attempts to demonstrate the effect of 
the intervention across three points in time. 
As a result, several different types of SCEDs 
have been developed that are based upon the 
basic AB design logic; examples of these 
design tactics include the multiple-baseline 
design staggered across participants and with
drawal (i.e. reversal) design (What Works 
Clearinghouse, 2020).

SINGLE-CASE EXPERIMENTAL DESIGN MEASURES

A variety of different analysis techniques 
have been developed to evaluate interven
tion effects using SCED data. Visual analysis 
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has historically been used to determine 
intervention effectiveness in SCED research 
(Horner et al., 2012). However, within the 
past few decades there has been an 
increased interest in using quantitative ana
lyses (Fingerhut et al., 2021). One possible 
reason for this is due to criticisms of visual 
inspection. Reliance on visual analysis 
alone may lead to Type II errors, as visual 
analysis is less sensitive to small data 
changes (McClain et al., 2014). Other 
research has found visual analysis to lack 
interrater agreement (Brossart et al., 2006; 
Ninci et al., 2015; Wolfe et al., 2016). 
Another reason for the increase in popular
ity of quantitative analyses is that it better 
allows for results to be aggregated; for 
example, the average estimated interven
tion effect across participants (and even stu
dies) can be calculated. This aggregation of 
results permits more generalized conclu
sions about intervention effectiveness; the 
quantification of the effect aids in summar
izing findings and allows for easier dissemi
nation of findings (Shadish, 2014). 
Furthermore, legislation such as the Every 
Student Succeeds Act (2015) calls for the 
use of evidence-based practices in the class
room, and consequently there has been 
a greater need for researchers to quantita
tively represent, summarize, and interpret 
results from SCEDs (Solomon et al., 2015). 
As a result, there has been an increased 
need for quantitative procedures to evalu
ate SCED data.

A variety of measures have been devel
oped for use with SCEDs (e.g. percent of 
non-overlapping data, Scruggs et al., 1987; 
non-overlap of all pairs, Parker & Vannest, 
2009; between-case standardized mean dif
ference, Pustejovsky et al., 2014; percent of 
goal obtained; Ferron et al., 2020). One 
group of measures are the non-overlap 
indices, which reflect the amount of over
lapping and/or non-overlapping data 
between the baseline and intervention 

phase. These measures are useful when 
the difference in mean between baseline 
and intervention phase would not be 
a meaningful representation of the data 
(Parker et al., 2011). Non-overlap indices 
are the most commonly used method for 
quantifying SCED estimates (Fingerhut, 
Moeyaert et al., 2020; Shadish et al., 
2014). They are easily calculated, and can 
even be calculated by hand, unlike other 
quantification methods.

Each newly developed non-overlap index 
was developed with the intention to improve 
upon the previously developed non-overlap 
indices. One of the original non-overlapping 
measures is the percent of non-overlapping 
data (PND; Scruggs et al., 1987). This mea
sure is criticized for being overly influenced 
by outliers, as the calculation and estimate 
depends on one data point (Lenz, 2013). As 
a result, percent of data points exceeding the 
median (PEM; Ma, 2006), the percent of all 
non-overlapping data (PAND; Parker et al., 
2007), and improvement rate difference 
(IRD; Parker et al., 2009) were developed to 
improve upon PND. Although PEM, PAND, 
and IRD include more data points in the 
calculation than does PND, these measures 
cannot control for baseline trend. Baseline 
trend is a common characteristic in SCED 
data; Brossart et al. (2018) analyzed 115 pub
lished SCED data sets and found the average 
data set to have small to moderate trend in 
both the baseline and intervention phase (the 
average monotonic baseline trend was 0.32, 
and the average monotonic trend in the 
intervention phase was 0.43). Furthermore, 
ignoring baseline trend can have a negative 
impact on the calculation. Consider the 
hypothetical baseline and intervention 
phases with observation data points in the 
baseline as 1, 2, 3, 4, 5 and observation data 
points in the intervention as 6, 7, 8, 9, 10. In 
this example, which is graphically displayed 
in Figure 1, there is a trend, but no true 
intervention effect; because there is no 
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overlap between observations in the baseline 
and intervention phase, a non-overlap mea
sure would incorrectly indicate an interven
tion effect. For better consideration of trend 
within SCED data, newer measures such 
as percent of data points exceeding the med
ian trend (PEM-T; White & Haring, 1980; 
Wolery et al., 2010), and the Tau-U variants 
termed Tau-U Trend A and Tau-U adj (two 
indices that are discussed in the next section) 
were developed to provide trend control.

Tau-U A vs B index and variants (Tau-U Trend A 

and Tau-U adj)

Non-overlap of all pairs (NAP; Parker & 
Vannest, 2009) is another non-overlap 
index that was developed for use with 
SCEDs. Although it does not provide trend 
control, NAP makes comparisons between all 
data points in the calculation, unlike pre
viously discussed non-overlap indices. As 

a result, the consequential estimate is based 
upon more information than SCED measures 
that do not make comparisons between all 
data points. The measure Tau-U A vs B 

(Parker et al., 2011) was developed to 
improve upon NAP; Tau-U A vs B makes 
NAP estimates more easily interpretable by 
linearly rescaling the estimate to the range 
−1.00 and 1.00. Tau-U A vs B (Parker et al., 
2011) is one of the most popularly used 
indices (Fingerhut, Moeyaert et al., 2020; 
Tarlow, 2017), and has several variants. One 
variant of Tau-U A vs B is a baseline corrected 
version (Tau-U Trend A; Parker et al., 2011), 
which was created to help account for base
line trend that can be present in data sets. 
While PEM-T is one non-overlap index that 
can control for baseline trend, the baseline 
trend control for this measure is unreliable 
(Brossart et al., 2014), demonstrating a need 
for an improved version. Tau-U Trend A is 
estimated by calculating the monotonic 
trend within the baseline phase, Trend A, 
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Figure 1. Example AB Graph with Trend.
Note. Graph was recreated using Microsoft Excel®. 
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and then subtracting it from the original Tau- 
U A vs B calculation. Tau-U Trend A has several 
limitations, including that it can yield esti
mates that are not bound between −1.00 
and 1.00, which can become an issue for 
researchers upon interpreting results 
(Brossart et al., 2018; Tarlow, 2017). The 
degree of adjustment for this measure is 
impacted by the length of the baseline and 
intervention phases, leading to further issues 
when interpreting results (Tarlow, 2017). As 
a result of these limitations, a second base
line-corrected Tau-U was developed (Tau-U 

adj; Tarlow, 2017). This measure removes the 
baseline trend by using Theil-Sen robust 
regression. The Theil-Sen adjustment is 
a slope estimate, which is the median of the 
calculated slopes of the time variable and the 
baseline outcome scores in a dataset. This 
measure is bound between −1.00 and 1.00 
and can account for baseline trend. 
However, it fails to control trend when 
there are too few measurement occasions 
(e.g. n= 5) in the baseline phase (Tarlow, 
2017). Tarlow (2017) provides a power table 
to help users determine the statistical power 
of Tau-U adj depending on the degree of trend 
and number of measurement occasions.

Each of the Tau-U indices may be appropri
ate for use depending on different research 
questions and data characteristics. One should 
not conclude that Tau-U adj is the better option 
because it was most recently developed. For 
example, Brossart et al. (2018) demonstrate 
that baseline-trend controlling measures can 
bias Tau-U adj estimates when there is no true 
baseline trend. Therefore, it is essential to think 
carefully about the research questions and 
data characteristics before selecting a measure 
for use.

COMPARING AND CONTRASTING NON-OVERLAP 

INDICES

There have been a multitude of methodolo
gical studies conducted comparing the 

statistical qualities of different measures, 
including Tau-U and other non-overlap 
indices. Giannakakos and Lanovaz (2019) 
conducted a Monte Carlo simulation study 
to test the validity of PEM, IRD, and Tau-U 
in detecting changes in AB designs. Findings 
showed that Tau-U and IRD can successfully 
control for Type I errors, and also have suffi
cient power, unlike PEM. Pustejovsky (2019) 
conducted a simulation study to determine 
the procedural sensitivities of different SCED 
measures. In this study, results showed PND, 
PAND, and IRD to be sensitive to the number 
of baseline and intervention sessions, unlike 
PEM and NAP. However, all aforementioned 
measures were sensitive to the observations 
session length. Fingerhut et al. (2021) con
ducted a Monte Carlo simulation study to 
determine the effect of data characteristics 
such as within-case variability and trend on 
the three Tau-U variants. Findings demon
strated Tau-U adj to be less affected by trend, 
and all Tau-U variants to be affected by 
within-case variability relative to the size of 
the intervention effect. Jaksic et al. (2018) 
used real data sets to compare PND, PEM, 
and regression-based hierarchical linear 
modeling (Van Den Noortgate & Onghena, 
2003a, 2003b) in their ability to estimate 
intervention effects. PND appeared to under
estimate treatment response, while PEM was 
found to be valid and correctly able to indi
cate a treatment response in the majority of 
the cases. Rakap (2015) applied PND, IRD, 
PEM-T, and Tau-U Trend A to different data 
sets. Results indicated Tau-U Trend A to have 
better discriminability and sensitivity than 
the other measures. Brossart et al. (2018) 
compared how different Tau-U variants per
formed when applied to 115 different SCED 
data sets. Results showed the importance of 
applying each Tau-U variant carefully (i.e. 
only applying trend control variants when 
trend is present). Tarlow (2017) applied 
Tau-U adj, Tau-U Trend A, extended celeration 
line (White & Haring, 1980), regression 
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(Allison & Gorman, 1993), and mean phase 
difference (Manolov & Solanas, 2013) to 65 
different data sets, with results highlighting 
the benefits of Tau-U adj and mean phase 
difference over other measures. These are 
just a few examples of the methodological 
studies that have been done to compare 
SCED measures with each other.

DECISION-MAKING PROCESSES FOR SINGLE-CASE 

EXPERIMENTAL DESIGN RESEARCHERS

Very few decision-making tools have been 
created based upon the findings from past 
methodological studies. Almost none of the 
decision-making tools that have been devel
oped focus solely on non-overlap indices or 
Tau-U variants, specifically. Manolov and 
Moeyaert (2017) developed a chart including 
the criteria to be considered when choosing 
a SCED measure. Fingerhut, Marbou et al. 
(2020) created a user friendly Microsoft 
Excel® tool, based upon the chart developed 
by Manolov and Moeyaert (2017), to help 
users pick an appropriate measure depending 
on their research questions and data charac
teristics. Manolov et al. (2021) proposed 
a flowchart to help with a priori decisions 
regarding appropriate single-case measures 
and justification of the measures. Vannest 
et al. (2018) proposed criteria to help with 
decision-making and reporting of measures 
and visual analysis, acknowledging that 
there is no one best measure and that it is 
important to understand the data character
istics when picking a measure to use.

Tarlow (2017) developed a flowchart to 
help users appropriately use Tau-U adj, but 
this flowchart does not include other Tau-U 
variants. Researchers may benefit from 
a decision-making tool that focuses solely on 
the three Tau-U variants. Tau-U is a preferred 
measure due to its advantages over other 
non-overlap indices, such as accounting for 
all data points, its ability to account for 

baseline trend, and it is less affected by ceiling 
effects (Tarlow, 2017). Tau-U is also a widely 
used measure; Tarlow (2017) found Tau-U to 
be cited in over 200 published SCED articles, 
while Fingerhut, Moeyaert et al. (2020) 
found Tau-U to be the most commonly used 
measure in SCED research published during 
the year 2019.1 Therefore, researchers may 
benefit from a tool that helps them choose 
which Tau-U measure to use. Brossart et al. 
(2018) acknowledges that past reporting 
methods of Tau-U are confusing; researchers 
sometimes do not specify which Tau-U var
iant they are using, and consequently, 
a flowchart that explicitly distinguishes 
between the different variants may encou
rage appropriate reporting. Fingerhut et al. 
(2021) evaluated the effects of different data 
characteristics (i.e. number of measurement 
occasions, within-case variability, trend, and 
size of intervention effect) on Tau-U variant 
estimates. Based on these results, a flowchart 
can be developed to guide SCED researchers.

RESEARCH AIMS

The aim of this paper is to develop a Tau-U 
decision flowchart and demonstrate the 
applicability of the flowchart using two pub
lished SCEDs, using the findings from 
Fingerhut et al. (2021), which can assist 
researchers in selecting an appropriate Tau- 
U measure for their SCED data. Such 
a flowchart can be applied to the basic AB 
design, and any SCED design that incorpo
rates AB design elements (e.g. multiple- 
baseline design, withdrawal design, and 
their variants). This flowchart considers typi
cally encountered data characteristics and 
includes steps and guidelines for choosing 
appropriate Tau-U indices.

1This review was limited to the database 
PsycINFO.
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FLOWCHART FOR TAU-U INDEX SELECTION

First, researchers are recommended to eval
uate their research question(s) and decide if 
Tau-U can provide the desired quantifica
tion. As Tau-U is a non-overlap measure, it 
cannot provide an estimate to answer 
research questions concerning change in 
level, change in slope, and/or the magni
tude of the effect across cases and/or stu
dies. Therefore, if the research question 
includes any of these aspects, researchers 
are encouraged to use a different analytic 
approach (e.g. hierarchical linear modeling; 
Moeyaert et al., 2014; Van Den Noortgate & 
Onghena, 2003a, 2003b).

Results from Fingerhut et al. (2021) indi
cated that all Tau-U indices are significantly 
affected by the size of the intervention 
effect; large intervention effects cause the 
Tau-U across case estimates to be more 
toward 1.00 (which is desired). When 
there is no effect, Tau-U A vs B, Tau-U Trend 

A, and Tau-U adj yield a wide range of esti
mates instead of approximating zero as the
oretically expected. Due to the potential 
issue in determining if there is an effect or 
not, it would be beneficial if several 
researchers who are naïve to the study 
first conduct a visual analysis of the graphs 
(Vannest et al., 2018), focusing on the 
within-case variance, intervention effect, 
and trend within each AB phase contrast. 
For example, the researcher is encouraged 
to visually analyze these data characteristics 
within the baseline and intervention phase 
of each participant in a multiple-baseline 
design across participants, or each AB 
phase contrast within each participant in 
a withdrawal design. Researchers are 
encouraged to use structured visual analysis 
techniques such as stability envelopes (Lane 
& Gast, 2014) to help evaluate the amount 
of variability relative to the magnitude of 
the intervention effect. If after completing 
visual analysis these reviewers believe the 

graph reflects a small effect (according to 
the research field-specific expectations), 
the Tau-U estimate (when using the 
Critical Tau-U2 to determine if there is an 
effect or not) may not be able to detect the 
true effect, and researchers should use Tau- 
U indices with caution (e.g. either use 
a different analysis technique and/or report 
multiple effect size measures). This is 
because the Critical Tau-U method is con
servative in order to control for Type I error 
(around 5%; see Fingerhut et al., 2021). 
The Tau-U estimate needs to be relatively 
large (larger than the Critical Tau-U) to 
make an inference that there is an interven
tion effect. The intervention effect needs to 
be relatively large to maintain the power 
(i.e. ability to detect an effect when there 
is a true effect) while controlling for Type 
I error. However, when the intervention 
effect is small, the power of Tau-U estimates 
using the Critical Tau-U is limited. This 
means that researchers are unlikely to 
obtain a large enough Tau-U estimate (lar
ger than the Critical Tau-U) to conclude 
that there is an intervention effect. This 
issue of low power can be seen in the 
results displayed in Appendix A of 
Fingerhut et al. (2021) in this issue. 
Appendix A shows that the power of Tau- 
U estimation is relatively small in order to 
control for Type I error.

Next, the researcher should determine if 
there is a baseline trend within each 
A phase (i.e. baseline phase); researchers 
can use online websites (e.g. http://ktarlow. 
com/stats/tau [Tarlow, 2016]; http://www. 
singlecaseresearch.org [Vannest et al., 
2016]) to determine if there is a significant 
trend. Results from Fingerhut et al. (2021) 
demonstrate that Tau-U adj is less affected by 
trend than is Tau-U Trend A. Therefore, if there 
is a trend, researchers are advised to use Tau- 

2See Fingerhut et al. (2021) for details about the 
Critical Tau-U method.
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U adj rather than Tau-U Trend A, because Tau-U 

Trend A is more affected by trend and can result 
in estimates over 1.00 (Fingerhut et al., 
2021). However, researchers may prefer to 
use Tau-U Trend A if there are less than five 
measurement occasions in the baseline 
phase, as Tau-U adj fails to correct 
for baseline trend in this circumstance 
(Tarlow, 2017).

After determining the appropriate Tau-U 
estimate to use for each AB phase contrast,3 

researchers can proceed to calculate the 
index. When interpreting results, research
ers are not recommended to use the com
monly cited benchmarks by Vannest and 
Ninci (2015), as the benchmarks are com
monly interpreted out of context of the ori
ginal study. For further guidance on proper 
benchmarking procedures see Vannest and 
Sallese (2021). Also, the different Tau-U 
indices produce different ranges of esti
mates (e.g. Tau-U adj has a ceiling effect 
around 0.80, while Tau-U Trend A can 
exceed 1.00). Researchers are not encour
aged to use uniform guidelines to interpret 
the estimates of different Tau-U indices. As 
an alternative, the Critical Tau-U can be 
used to determine if there is evidence in 
support of an intervention effect or not. It 
is advised to rule in favor of an intervention 
effect only when the Tau-U estimate is 
more extreme than the Critical Tau-U 
value. This value controls the Type I error 
rate to about 5%, which means that there is 
only about 5% probability that researchers 
will make a false positive conclusion (i.e. 
researchers obtain a statistically significant 
estimate under the null hypothesis that 

there is no effect). Therefore, the researcher 
can confidently conclude there is 
a statistically significant effect when the 
Tau-U estimate is larger than the Critical 
Tau-U value. Researchers are also encour
aged to consider participant characteristics 
and data characteristics when interpreting 
results, as advised by current research (e.g. 
Vannest et al., 2018).

Another approach is for researchers to pre- 
estimate the anticipated size of the effect, the 
degree of baseline trend, and within-case 
variability prior to conducting the study. 
Then, before conducting the study, the 
researchers can use these hypothesized para
meter values to follow the flowchart accord
ingly and to determine the recommended 
analytical technique for use. Researchers are 
encouraged to report the analytical technique 
recommended for use based on the antici
pated data characteristics. If after conducting 
the study the data characteristics are different 
than anticipated, researchers can make note of 
these differences and use the flowchart (using 
the actual data characteristics) to determine 
the appropriate analytical technique. This pro
cedure is recommended by Manolov et al. 
(2021) and can help prevent experimenter 
bias. The resulting flowchart can be seen in 
Figure 2.

EMPIRICAL DEMONSTRATION

Two peer-reviewed studies in special educa
tion were selected to illustrate how the Tau- 
U flowchart can be used to analyze SCED 
data. Two multiple baseline-design studies 
were selected due to their varying data 
characteristics (number of measurement 
occasions, number of cases, amount of 
within-case variability, and degree of base
line trend), allowing for the flowchart to be 
applied in different manners. Data from 
graphs were extracted using the data retrie
val software program WebPlotDigitizer 
(Rohatgi, 2016). The flowchart in Figure 2 

3It is possible that different Tau-U variants 
would be most appropriate for use for different 
AB phase contrasts. For example, if one AB 
block has trend in the A (baseline) phase, but 
the other AB block does not have trend in the 
A phase, the researcher would need to use two 
different Tau-U variants for the estimates of 
each separate AB phase contrast.
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is followed to guide the appropriate use of 
Tau-U.

Figure 3(a) is from a published study 
evaluating the effectiveness of an interven
tion to improve participants’ implementa
tion of discrete trials (McKinney & 
Vasquez, 2014). There are three partici
pants. Participants 1, 2 and 3 have 6, 10, 
and 12 measurement occasions in the base
line phase, respectively, and 12, 14, and 9 

measurement occasions in the intervention 
phase, respectively.

Following the guidelines in the flowchart, 
visual aids are used to initially evaluate the 
trend, intervention effect, and within-case 
variability. An envelope projected around 
the split middle trend is used to determine 
the possible intervention effect and direc
tion of trend (Lane & Gast, 2014). This 
visual aid tool is applied using the R code 

Use a different metric.
Determine if Tau-U is appropriate for use, 
depending on the research question. 

Use structured visual analysis (e.g., 
stability envelopes) to evaluate within-
case variability, intervention effect, and 
trend for each individual case. 

If inappropriate (e.g., research 
question is related to magnitude of 
effect, meta-analysis, etc.)…

If appropriate… If intervention effect appears 
small for any of the individual 
cases or not apparent relative to 
the within-case variability…

Use different metric and/or 
multiple different metrics.

Determine if there is a significant baseline 
trend (in direction of anticipated 
intervention effect) for each individual 
case.

If no trend…

Use Tau-U adj if there are more than 4 
measurement occasions in baseline. 
Use Tau-U Trend A if less than 5 
measurement occasions in baseline.

Use Tau-U A vs B.

Was the same Tau-U used for all cases?

No

Yes

Calculate estimate.

Consider participant and data characteristics, and 
use Critical Tau-U (see Fingerhut et al., 2021) to 
interpret results.

If trend is present…

Figure 2. Tau-U Decision Flow Chart.
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by Manolov (2014). If the majority of the 
data points in the intervention phase are 
above the projected envelope, this indicates 
a possible effective intervention. The results 
from applying the visual aid indicate that 
there is possibly no effect for Participant 3 
and possibly a small effect for Participants 1 
and 2. Participants 2 and 3 possibly have 
a small trend and Participant 1 has a trend 
in the opposite direction of the intervention 

effect. The within-case variability is evalu
ated with stability envelopes (Wolery et al., 
2010). The envelope is structured above 
and below 25% of the median in the base
line and intervention phase for each parti
cipant, and the number of data points that 
fall outside of this envelope is considered. 
This visual aid indicates that within-case 
variability appears to be small for 
Participant 1 and medium for Participant 2 
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Figure 3. Empirical Demonstration Data: Two Multiple-Baseline Design Studies.
Note. Raw data to create the graphs in Figure 3a were retrieved from the original study of McKinney and Vasquez (2014) using 
WebPlotDigitizer (Rohatgi, 2016). Raw data to create the graphs in Figure 3b were retrieved from the original study of Gage et al. 
(2018) using WebPlotDigitizer (Rohatgi, 2016). Graphs were recreated using Microsoft Excel®. 

SELECTING THE PROPER TAU-U MEASURE 107



and 3. As no participants appear to have 
large within-case variability relative to 
a small effect, Tau-U measures are accepta
ble to use.

Next, the Baseline Corrected Tau 
Calculator (http://ktarlow.com/stats/tau; 
Tarlow, 2016) is used to determine if 
a control for baseline trend is needed. The 
calculator indicates the need to control for 
trend for Participant 3, as the baseline trend 
is 0.81. This participant has 11 data points in 
the baseline phase, and the power table pro
posed by Tarlow (2017) indicates that there 
is enough power to correctly identify this 
baseline trend. The other two participants 
do not have a statistically significant trend. 
Participant 1 has only six data points in the 
baseline phase, thus demonstrating that 
there may be a lack of power to accurately 
detect the amount of trend (according to the 
power table proposed by Tarlow, 2017). 
However, visual analysis of the graph for 
Participant 1 demonstrates a potentially 
small trend in the opposite direction of the 
intervention effect, and the Baseline 
Corrected Tau Calculator (http://ktarlow. 
com/stats/tau; Tarlow, 2016) confirms this. 
Therefore, it is reasonable to assume that it is 
not necessary to control for baseline trend. 
Regarding Participant 2, there are 10 data 
points in the baseline phase. According to 
the power table proposed by Tarlow 
(2017), there is significant power to detect 
a baseline trend greater than 0.40, which is 
also the degree of trend Parker et al. (2011) 
use to indicate the need for trend adjust
ment. Using the Baseline Corrected Tau 
Calculator (http://ktarlow.com/stats/tau; 
Tarlow, 2016), the baseline trend is reported 
to be −0.07. Therefore, it is reasonable to 
assume that a trend adjustment is not 
needed for this participant. After the trend 
has been determined in this manner, the 
appropriate Tau-U index can be chosen. 
Tau-U adj is the appropriate Tau-U measure 
to use for Participant 3, and Tau-U A vs B is 

the appropriate measure for Participants 1 
and 2. Different Tau-U indices are advised 
for use to calculate the individual estimates 
for the participants. Therefore, as the flow
chart indicates, an overall estimate cannot 
be calculated due to the between-case varia
bility (i.e. differences in trend between par
ticipants). A different measure should be 
used to calculate an overall effect, such as 
hierarchical linear modeling (e.g. Van Den 
Noortgate & Onghena, 2003a, 2003b) or 
between-case standardized mean difference 
(Pustejovsky et al., 2014).

Figure 3(b) is from a published study 
examining the effectiveness of 
a professional development intervention 
to increase teachers’ use of behavior spe
cific praise (Gage et al., 2018). Four parti
cipants participated in this multiple- 
baseline design study. Participants 1, 2, 3, 
and 4 have 7, 9, 11, and 16 measurement 
occasions in the baseline phase, respec
tively, and 17, 12, 10, and 11 measure
ment occasions in the intervention phase, 
respectively. Unlike the data in Figure 3 
(a), the data shown in Figure 3(b) are 
count/binomial data rather than continu
ous data. Therefore, it is not reasonable to 
assume that errors are independently and 
normally distributed, and that there are 
equal variances (assumptions that are 
made within this paper). However, for 
consistency and for the purposes of this 
empirical demonstration, it is assumed 
that the data in Figure 3(b) are continu
ous. Readers are advised to approach the 
analysis of binomial data differently [see 
Declercq et al. (2019) for more informa
tion regarding binomial data analysis].

The same visual aids used for Figure 3(a) 
are applied again. An envelope projected 
around the split middle trend is used 
(Lane & Gast, 2014). The results from eval
uating the graphs with the envelope pro
jected around the split middle trend 
indicates that there is possibly a large effect 
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for Participants 1, 2 and 3, and possibly 
a medium effect for Participant 4. There 
appears to be no trend in the direction of 
the intervention effect for any of the parti
cipants. The within-case variability is eval
uated with the same stability envelopes 
used for Figure 3(a) (Wolery et al., 2010). 
This visual aid indicates that within-case 
variability appears to be large for all partici
pants. As the intervention effects appear to 
be medium to large, no participants have 
large within-case variability relative to 
a small effect, and so Tau-U measures are 
acceptable for use.

Following the flowchart in Figure 2, the 
baseline trend is then estimated with 
Baseline Corrected Tau Calculator (http:// 
ktarlow.com/stats/tau/; Tarlow, 2016). The 
power table proposed by Tarlow (2017) is 
used in a similar manner as described for 
Figure 3(a). It can be concluded that no 
participants have a significant trend. This 
indicates that Tau-U A vs B can be used for 
all participants, and the overall Tau-U A vs B 

across case estimate can be calculated. The 
Tau-U A vs B across case estimate (i.e. the 
unweighted average) is 0.78.

Next, the Critical Tau-U A vs B (see 
Appendix A of Fingerhut et al., 2021) indi
cates that there is an effect. The Critical 
Tau-U A vs B is determined by examining 
the most similar condition (20 measure
ment occasions, 4 cases, no trend, and 
large within-case variance; σ2

e = 2.00). The 
Critical Tau-U A vs B is 0.54. The obtained 
Tau-U A vs B across case estimate is 0.78, 
which is larger than the Critical Tau-U A vs 

B, and so it can be concluded that there is 
an intervention effect across cases (with 
about 5% risk for Type I error).

DISCUSSION

A flowchart was developed based upon 
results from Fingerhut et al. (2021) and 
related research (e.g. Tarlow, 2017a; 

Vannest et al., 2018) to assist researchers in 
selecting appropriate Tau-U indices. The 
flowchart helps researchers determine 
which Tau-U indices are appropriate for use 
based upon their data characteristics. The 
Tau-U metric has been one of the most 
widely used SCED measures (Fingerhut 
et al., 2021; Tarlow, 2017), perhaps due to 
the fact that it is able to control for trend, 
considers all data points in the calculation, 
and there are easy to use calculators available 
(e.g. http://ktarlow.com/stats/tau, Tarlow, 
2016; http://www.singlecaseresearch.org, 
Vannest et al., 2016). Although highly uti
lized for research, there are no consistent 
terms for the different Tau-U variants 
(Brossart et al., 2018; Tarlow, 2017). No pre
vious studies have systematically provided 
clear guidance for selecting an appropriate 
Tau-U measure. Using consistent terminol
ogy is essential, as it is the foundation to 
mutual understanding of the different Tau- 
U variants. Without clear distinction and gui
dance around Tau-U variants, applied 
researchers are very likely to misuse Tau-U 
and make inaccurate conclusions, in turn 
compromising the credibility of obtained 
findings. The current paper applies the termi
nology proposed by Fingerhut et al. (2021) 
and encourages the SCED field to become 
aware of the different Tau-U measures that 
are appropriate for different scenarios.

The current paper makes 
a comprehensive comparison between the 
different Tau-U variants and identifies the 
influential factors on Tau-U selection. As 
a result, this flowchart can help researchers 
make more informed conclusions about 
intervention effectiveness by encouraging 
researchers to pick an appropriate Tau-U 
variant depending on the data characteris
tics. Researchers and practitioners in var
ious fields (e.g. communication disorders, 
behavioral sciences, special education, 
among others) rely on evidence-based 
interventions to guide their work. 
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Choosing inappropriate measures can result 
in invalid interpretations of intervention 
outcomes. Practitioners who use data- 
based decision-making and use inappropri
ate measures may end up using ineffective 
or problematic interventions. This flowchart 
can help researchers make more informed 
decisions about which Tau-U variant to use. 
Researchers are also encouraged to use 
other decision-making tools, such as the 
a priori flowchart proposed by Manolov 
et al. (2021) and the SCED measure rank
ing tool proposed by Fingerhut, Marbou 
et al. (2020). If, after careful consideration, 
Tau-U is the measure of choice, applied 
researchers and practitioners can then use 
the flowchart proposed within this paper to 
determine the appropriate Tau-U variant 
for use.

The flowchart is advantageous because it 
is straightforward in its application. 
Researchers follow the direction of the 
flowchart and consider each of the influen
tial data characteristics, such as within-case 
variability, intervention effect, trend, and 
the design conditions such as baseline 
length. By answering the flowchart ques
tions one by one, researchers are also 
encouraged to think critically about their 
SCED data characteristics. In this way, the 
flowchart serves as a learning tool for 
applied researchers. This allows researchers 
to more easily provide appropriate justifica
tions for using measures, which Manolov 
et al. (2021) and Fingerhut, Moeyaert 
et al. (2020) have identified as issues within 
the field of SCED. The flowchart also pro
motes the use of the Critical Tau-U inter
pretation method, which can help 
researchers more accurately interpret esti
mates as small, medium, or large. Thus, the 
flowchart is simultaneously easy to use and 
also promotes more accurate reporting of 
SCED Tau-U results.

Limitations

The proposed flowchart has several limita
tions. Firstly, the flowchart is developed to 
distinguish solely between different Tau-U 
variants. Thus, the flowchart is only applic
able when researchers intend to use Tau-U, 
which can be limiting. For example, if the 
researcher has a research question related to 
magnitude of the intervention effect, Tau-U 
can immediately no longer be considered for 
use and the researcher has to select a different 
measure. This limitation is acknowledged in 
the flowchart, as it has been incorporated into 
the first step of the process. Researchers 
should only use the flowchart when the 
Tau-U has been determined as a suitable 
measure for their research.

Another limitation of the flowchart is that it 
fails to consider all factors that may affect the 
appropriateness of Tau-U as a measure for use. 
For instance, autocorrelation is a common 
data characteristic of SCED studies, but the 
flowchart does not take autocorrelation into 
consideration. Autocorrelation is not included 
to keep the flowchart more easily interpretable 
by applied researchers, but researchers are 
encouraged to refer to the original papers (i.e. 
Parker et al., 2011; Tarlow, 2017) and metho
dological studies that have been conducted to 
determine if Tau-U variants are appropriate 
with various amounts of autocorrelation.

Users of the flowchart should keep in 
mind that Tau-U is not a perfect measure. 
The flowchart is helpful for ensuring that 
Tau-U is used and reported properly, espe
cially due to the popularity of Tau-U. 
However, while Tau-U is advantageous 
over previous non-overlap indices, other 
measures that are not non-overlap indices 
may be preferable in certain scenarios (e.g. 
hierarchical linear modeling). Furthermore, 
the flowchart is only applicable to SCED 
designs that are built upon AB design logic 
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(e.g. multiple-baseline designs, withdrawal 
designs, etc.) The flowchart would not be 
appropriate for use with alternating treat
ment designs, for example.

Tau-U adj is recommended for use if there 
is evidence in support of a monotonic time 
baseline trend in the anticipated direction of 
the intervention effect. However, if the 
trend in the baseline phase is strong, the 
intervention should not be introduced at 
all. If there is already a significantly large 
improvement in the baseline phase, trend 
in the intervention phase is likely 
a continuation of the strong trend that is 
present in the baseline phase. It is always 
important to consider the entire context of 
the study and to critically evaluate the SCED 
data prior to analysis and before choosing 
and using a measure such as Tau-U.

Future research

The current paper is motivated by the misuse 
of Tau-U indices, and the flowchart is 
intended to support applied researchers in 
their future studies. However, it is also vital 
to evaluate the quality and reliability of pub
lished SCED studies. Thus, future studies can 
use the flowchart to evaluate the current use 
of Tau-U indices among published SCED stu
dies. In this manner, the quality of past 
research findings that utilized Tau-U as 
a measure can be evaluated. Furthermore, 
there are other commonly used procedures, 
such as standardized mean difference 
(Pustejovsky et al., 2014) and regression- 
based measures (e.g. Swaminathan et al., 
2014). These measures each have advantage 
and disadvantages; future research can inves
tigate how these measures are applied, and 
decision-making tools can be developed for 
selecting and applying other measures.

A more inclusive flowchart could be devel
oped in the future. It may be beneficial if 
a flowchart considers other stages of the 

research process, such as the type of SCED 
(e.g. multiple baseline design, alternating 
treatment design, etc.), the design conditions 
(e.g. the number of participants), and the data 
collection process (e.g. observation session 
length, recording system, etc.). This would 
provide additional guidance for applied 
researchers to facilitate informed decisions 
along all stages of the research process.

CONCLUSION

As the field of SCED research grows, it has 
become more essential that SCEDs are ana
lyzed correctly so that the resulting estimates 
are valid and in turn support effective data- 
based decision-making. While quantification 
techniques (i.e. measures) are helpful for 
inferring intervention effects and for disse
minating findings, it is essential that appro
priate measures are selected and used as 
intended. Researchers need to carefully con
sider the research questions and the data 
characteristics present within the SCED 
graphs when choosing a SCED measure. 
The flowchart proposed within this study is 
one decision-making tool that can be used to 
guide the use of the measure Tau-U, and as 
the field grows, it can be expected that simi
lar helpful tools will be created for use with 
further SCED measures.
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