
234 © 2022 Shu-Li Lai, Jason Chang, Kuan-Lin Lee, and Wei-Chung Huang (CC BY)

Linggle 2.0: a collocation retrieval system 
with quality example sentences

Shu-Li Lai1, Jason Chang2, Kuan-Lin Lee3, and Wei-Chung Huang4

Abstract. Linggle is a pattern-based referencing tool that assists in collocation 
learning. In this ongoing project, we aimed to improve its performance further. First, 
many of the example sentences are long and difficult for students to understand, so 
we used a machine learning method and trained a classifier to help select dictionary-
like example sentences. Second, we created a database of 60,270,000 sentences from 
4C, S2ORC, and VOA Learning English. We also included Google books for real-
time supplements. Then, we applied the classifier to select good example sentences 
from the database for display. We also limited the number of example sentences 
displayed for search results to improve users’ experiences. Two classes of English as 
a Foreign Language (EFL) college students (N=51) were invited to use the enhanced 
tool and filled out a questionnaire. The results showed that the students were positive 
about Linggle’s new interface and the quality of the example sentences. We expect 
that more EFL learners will benefit from the tool.
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1. Introduction

For EFL writers, dictionaries are essential tools that help transform learners’ ideas 
into language. However, it is not always easy to find information on collocation and 
lexical grammar in a dictionary. In recent years, corpus tools have gained attention. 
Research has shown that corpus tools can supplement dictionaries to provide 
information on collocation and lexical grammar (Lai & Chen, 2015). Learners 
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can generate rules from corpus examples and learn how words and phrases are 
used in context (i.e. data-driven learning, see Boulton, 2017). However, observing 
corpus data can be time-consuming (Yoon, 2016), and it is especially challenging 
for students with lower English proficiency.

The Linggle collocation retrieval system is a web-based service that generates 
and displays information through recurring word patterns (https://linggle.
com/). After typing keywords and simple syntax commands, the system shows 
information on collocation explicitly. Linggle has been through several revisions 
since the first prototype was developed (Boisson et al., 2013). In an empirical 
study that we conducted on the earlier version of Linggle, students found the tool 
easy to use and very efficient in helping them find collocation information (Lai 
& Chang, 2020).

However, there were some problems and room for improvement. Many of the 
example sentences are long and difficult to understand in the current version. 
Students also complained that there were too many example sentences, which 
overwhelmed them. Authentic sentences are often long and more complicated. In 
this ongoing project, we aimed to improve the quality of the example sentences to 
make them easier for language learners to read. Second, we also aimed to improve 
the interface so users would not be overwhelmed. Finally, we recruited two classes 
of EFL college students to evaluate the enhanced tool.

2. Method

2.1. Procedure

The Internet has plenty of texts, so it is easy to find sentences containing certain 
patterns or collocations. However, some sentences may not be appropriate for 
language learners because they are too difficult to understand. Inspired by the 
GDEX model (Kilgarriff et al., 2008), we originally planned to take a rule-based 
approach to extract sentences from the web. For example, limit the sentence 
length, eliminate non-alphanumeric characters, and exclude sentences containing 
blacklist words. However, we found that sentences fitting the rules were not 
necessarily good example sentences. Some were still difficult to comprehend 
and contained difficult words. Our project took a different approach: we used the 
machine learning method and trained a classifier to help select dictionary-like 
examples automatically.



236

Shu-Li Lai, Jason Chang, Kuan-Lin Lee, and Wei-Chung Huang

We used the pre-trained BERT model to extract features for the classifier. Positive 
data included 140,000 example sentences from the Cambridge dictionary and 
negative data comprised a random sample of 140,000 example sentences from 
Wikipedia, as those sentences are typically not as good as sentences from the 
learners’ dictionaries for language learning purposes. The two sets of sentences 
were combined to create a dataset for training, developing, and testing. For training 
and development purposes, we randomly split the dataset into a training set (80%), 
a development set (10%), and a test set (10%). After training, the test set was 
used to evaluate the performance of the model. The average accuracy was 0.95, 
indicating that the model was capable of distinguishing between good (dictionary-
like) and bad (not dictionary-like) sentences. Then, we applied this model to a 
collection of open-source corpora to create an example dataset for retrieving and 
presenting quality example sentences for words and phrases in our enhanced 
collocation retrieval system.

2.2. Corpus

We used 60,270,000 sentences from four sources to compile our dataset of example 
sentences: C4, S2ORC, VOA Learning English, and Google books. We sampled 
about 30 million sentences from the subset of ‘realnewslike’ in Google’s C4, a 
colossal corpus of cleaned web crawl data, to expand coverage of the topic; 30 
million sentences from S2ORC, an enormous corpus of scientific journals from the 
Allen Institute for AI; 270,000 sentences from VOA Learning English; and Google 
books for real-time supplement sentences if there were any phrases not covered by 
the previous three corpora.

2.3. Interface

The major modification was the restriction of example phrases for each collocation 
combination. Using ‘to gain knowledge’ as an example, the upgraded 2.0 version 
of the system presented five example phrases to users first. If the user clicked on 
‘show more’, the system displayed five additional sentences, as shown in Figure 1 
and Figure 2 below.

2.4. Questionnaire

We conducted a small-scale study with 51 EFL college students to collect their 
initial feedback. The participants’ proficiency levels ranged from A2 to B2. 
Three class meetings were arranged to orient the students to learn the concept of 
corpus, collocation, and the syntax commands of Linggle. A six-point Likert scale 
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questionnaire was designed to understand their experiences in using the upgraded 
version of the system and to elicit comments.

Figure 1. Example sentences for ‘to gain knowledge’

Figure 2. More example sentences for ‘to gain knowledge’
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3. Results and discussion

Table 1 shows the results of the participants’ initial experiences with the improved 
system. In general, students found Linggle highly efficient. It helped them with 
most of the collocation problems (M=5.3). Students also found Linggle easy to 
use (M=5.3) and the syntax commands are easy to learn (M=5.2). The findings are 
consistent with the previous Linggle study (Lai & Chang, 2020).

Table 1. Questionnaire results on efficiency and usability of the tool
Item AVG

1 Linggle helped me with most of the collocation problems. 5.3
2 Linggle quickly helped me solve collocation problems. 5.1
3 I find it easy to use Linggle to look up collocations. 5.3
4 The Linggle syntax commands are easy to learn. 5.2

Table 2 shows the participants’ perceptions of the new interface and the information 
the system provided, including the collocation information and the example 
sentences for each collocation. The students were pleased with the interface, which 
was clear, intuitive, and easy to use. They also believed that the enhanced version 
offered a reasonable number of example sentences (M=4.5) and these sentences 
were not too hard (M=4.7). Observing corpus examples is never easy. Learners 
often experienced some frustration when observing corpus examples (Yoon, 2016). 
In this project, the example sentences were selected by the classifier we trained. 
The dictionary-like sentences were easier for the EFL learners to comprehend and 
would reduce learners’ cognitive load.

Table 2. Questionnaire results on interface and richness of example sentences
Item AVG

1 Linggle’s interface is user-friendly. 5.4
2 I like how Linggle displays its search results. 5.2
3 Linggle offers a lot of information on patterns and collocations. 5.2
4 The examples that Linggle gives are not too hard or too easy. 4.7
5 Linggle offers a reasonable number of example sentences. 4.5

4. Conclusion

This paper reported the improvements made to the collocation search engine 
Linggle. We used the machine learning method and trained a classifier to help 
select good example sentences automatically. Initial results were quite positive. We 
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also enhanced the interface to avoid overwhelming users. If a corpus tool is well-
designed, it can be very beneficial. Our enhanced version will provide EFL learners 
a quick way to obtain collocation information.
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