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ABSTRACT

As online learning platforms become more ubiquitous through-

out various curricula, there is a growing need to evaluate
the effectiveness of these platforms and the different meth-
ods used to structure online education and tutoring. To-
wards this endeavor, some platforms have performed ran-
domized controlled experiments to compare different user
experiences, curriculum structures, and tutoring strategies
in order to ensure the effectiveness of their platform and
personalize the education of the students using it. These
experiments are typically analyzed on an individual basis
in order to reveal insights on a specific aspect of students’
online educational experience. In this work, the data from
50,752 instances of 30,408 students participating in 50 differ-
ent experiments conducted at scale within the online learn-
ing platform ASSISTments were aggregated and analyzed
for consistent trends across experiments. By combining com-
mon experimental conditions and normalizing the dependent
measures between experiments, this work has identified mul-
tiple statistically significant insights on the impact of var-
ious skill mastery requirements, strategies for personaliza-
tion, and methods for tutoring in an online setting. This
work can help direct further experimentation and inform the
design and improvement of new and existing online learning
platforms. The anonymized data compiled for this work are
hosted by the Open Science Foundation and can be found
at https://osf.io/59shv /|
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1. INTRODUCTION

The use of online learning platforms has increased rapidly
in the past decade [37]. As online learning platforms grow
to become a permanent fixture of educational systems, they
have the potential to democratize education by providing
high quality free or low-cost resources to compliment tradi-
tional classroom practices |1]. While in some cases online
tutoring has been shown to be at least as effective as tra-
ditional in-person educational practices [33] 11 [16], there
is still a need to validate the effectiveness of the various
methods by which educational content is delivered to stu-
dents. Placing an emphasis on objectively measuring the ef-
fectiveness of these emerging methods through randomized
controlled experimentation is essential for ensuring that the
quality of educational resources continues to increase.

This study works towards that endeavor by aggregating the
results from 50,752 instances of 30,408 students participat-
ing in 50 different randomized controlled experiments con-
ducted by various groups of researchers since February, 2019
within the online learning platform ASSISTments. In these
experiments, K-12 students were randomized between dif-
ferent conditions as they completed online mathematics as-
signments. These conditions changed factors such as stu-
dents’ assignment completion requirements, the format of
the tutoring students’ received when struggling with the as-
signed problems, and the types of interactions students could
have within their assignment. While these types of stud-
ies have been conducted in ASSISTments before [34] 40|,
this work goes beyond reporting the results of each individ-
ual study, and instead aggregates the results of these stud-
ies together, ultimately investigating 19 different research
questions across 50 randomized controlled experiments. To
achieve this, the following steps were taken.

1. Identify the independent measures of every condition
in each experiment.

2. Normalize the dependent measures of all the experi-
ments so they can be compared to one another.

3. Combine the data from different experiments when the
research questions of the experiments match.
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4. Determine the effects of the various experimental in-

structional interventions using these combined datasets.

The results of this aggregate analysis revealed actionable
trends that can contribute to a broader understanding of
the effectiveness of different educational interventions, help
direct further experimentation, and inform the design and
improvement of new and existing online learning platforms.

2. BACKGROUND

2.1 Educational Experiments

Experiments revolving around educational practices have
been conducted since the late 19th century [49]. These
early experiments, conducted by William James, Edward
Thorndike, and Alfred Binet along with others, focused on
determining individual differences between students, why
they occur, and what methods teachers can employ to im-
prove educational outcomes for them [49]. By the early 20th
century, with the increased accessibility of formal education,
educational experiments were more focused on improving
teaching methods [49] and connecting cognitive psychology
to classroom practices [24]. These studies investigated the
differences in learning between students of varying socioeco-
nomic levels [7], the effect of increasing student autonomy in
the classroom [29], and the value of assessment in learning
[21).

In the years following these studies, theories on educational
development, classroom practice and structure, and how to
approach individual differences between students were devel-
oped. In particular, research around effective feedback has
proven to increase performance 23|, interest in learning |9],
as well as increasing students’ abilities to self-regulate their
learning |35]. These studies varied in the types of feedback
students’ receive [9], level of specificity and frequency [48],
level of praise present in the feedback (8], and what types
of students benefit the most from certain types of feedback
[14]. Data for these studies were collected from classroom
observations of verbal feedback, collections of written feed-
back, and results on written assessments.

2.2 Experimentation within Online Learning

Platforms
Computer-assisted instruction in education has been studied
since the 1960s [47], results of these early studies show that
providing specific, targeted feedback to student responses
improves retention of information [19, |43]. In more recent
years, educational data mining research has grown signifi-
cantly, with large scale implementation of online A/B test-
ing in web applications allowing thousands of users to be
randomized into conditions simultaneously (3} 5]. With the
rapid adoption of computers in the classroom in the past
two decades, educational researchers now have access to
an abundance of data on students. Online learning plat-
forms track students’ performance, demographics, interac-
tions within the platform, statistics on content usage, feed-
back, and more [38]. Additionally, during the 2020-2021
school year many schools that had not previously used on-
line learning platforms migrated to online learning platforms
as a result of the COVID-19 pandemic [28]. This increase

in the size and scope of available data has made it possi-
ble to gain insights into educational practices that were not
previously possible with traditional methods.

Recent studies have focused on predicting student outcomes,
improving domain specific content, examining the effects of
different kinds of pedagogical support, and advancing knowl-
edge about how people learn [5]. Similar to early studies on
computer-assisted learning, learning analytics research aims
to determine what types of feedback and presentations work
well for what types of students, in other words, discovering
the potential for personalization in online learning platforms
|31, [5]. Prior studies on personalization show the benefit of
explanatory feedback over corrective feedback for novice stu-
dents [31], differences in effect of feedback between male and
female students |32, and the effects of immediate and de-
layed feedback for students with different prior knowledge
levels [45| 10]. Additionally, by taking advantage of recent
advances in data collection, research has been able to focus
on determining methods for personalizing based on students
characteristics, such as district locale and student interac-
tion data [2] and what types of crowdsourced content is ef-
fective for students [39]. This work provides another data-
intensive analysis on the effectiveness of different aspects
of online learning platforms, but unlike the aforementioned
analyses, this work compiled data from dozens of studies
performed within an online learning platform instead of fo-
cusing on a single study. This revealed trends across exper-
iments that provided deeper insight into the effectiveness of
various instructional interventions and online tutor designs.

2.3 ASSISTments and E-TRIALS

The data in this work comes from ASSISTments, an on-
line learning platform that focuses on providing teachers
with mathematics content and resources to effectively man-
age their students. Within ASSISTments, teachers have the
option to assign problem sets and skill builders to their stu-
dents. Problem sets are a series of mathematics problems
that must all be completed, in order, to finish the assign-
ment. These problem sets come from various open educa-
tional resources for mathematics such as Engage New York,
Ilustrative Mathematics, and The Utah Middle School Math
Project. Skill builders are assignments that focus on a spe-
cific mathematics skill. When students complete skill builders
they are given a series of problems on the same mathematics
skill until they get a specific number of problems correct in
a row. Usually students must answer three problems cor-
rect in a row to finish the assignment, but this number is
configurable by the teacher.

Regardless of whether the student is assigned a problem set
or skill builder, they complete their assignment in the AS-
SISTments tutor [20]. In the tutor, students receive imme-
diate feedback when they submit a response to a problem,
which informs them if they are correct [27]. In addition to
this immediate feedback, students are able to request tu-
toring, which is available to them at any point during their
completion of a problem regardless of whether or not they
have already attempted the problem. Tutoring comes in the
form of hints, which are a series of messages the student can
request, one at a time, that explain how to solve parts of
the problem; explanations, which are full worked solutions
to the problem; examples, which are full worked solutions



of a similar problem; common wrong answer feedback mes-
sages, which explain how to correct a specific error made
by the student; and scaffolding, which breaks the problem
down into a series of simpler problems that guide the stu-
dent through how to solve the original problem [27]. These
different types of tutoring strategies can come in the form of
videos, images, or text. An example of a student receiving
a text-based explanation within the ASSISTments tutor is
shown in Figure Once students have finished their as-
signment, teachers are provided with reports that aggregate
information such as how each student progressed through
the assignment and what the class’ most common mistakes
were.

Ib: PRABETC2

It takes an ant farm 3 days to consume 1/2 of an apple. At that rate, in how many days will the ant farm consume 3 apples?

Do not include units (days) in your answer.

— 0 ®

Submit Answer

Figure 1: A student’s view of the ASSISTments tutor after
requesting tutoring and receiving a text-based explanation.

The variety of assignments and tutoring strategies that can
be delivered to students through ASSISTments provides op-
portunities to explore various research questions in learn-
ing science, educational psychology, and human-computer
interaction. A research test-bed, E-TRIALS (an EdTech
Research Infrastructure to Advance Learning Science), was
built to deploy randomized controlled experiments in class-
work and homework settings at scale within ASSISTments
[25]. Since 2005, researchers have been able to create and
modify problem sets, skill builders, and tutoring strategies.
The modified content contains the original content within
it, but adds experimental conditions. For example, a re-
searcher could modify a skill builder for calculating the area
of a triangle to randomly provide students with text-based
or video-based hints. Teachers assign the modified content
as if it were the original, and when teachers assign these
modified assignments, students will be randomized (on an
individual basis, not at the class level) to one of multiple
conditions. This allows researchers to evaluate the impact
of different pedagogical decisions on students’ learning [41].
The experiments run in ASSISTments cover a wide scope
of research questions that range from whether offering stu-
dents a choice in the difficulty of their instruction improves
learning, to whether providing students with worked exam-
ples of similar problems is more effective than direct advice
on the problem they are struggling with, to whether chang-
ing the number of problems students are required to com-
plete affects their learning [44]. The following analysis of E-
TRIALS experiments provides insight into the current state
of experimentation within online learning platforms and can
help inform the design of future experiments.

3. EXPERIMENT DATASET

The dataset used in this work comes from 50,752 instances
of 30,408 unique students who participated in 50 E-TRIALS
experiments since February, 2019. In addition to record-
ing the purpose of the experiment, the experimental con-

dition each student was placed in, and the resulting de-
pendent measure, the dataset also includes information on
students’ performance within ASSISTments prior to par-
ticipating in the experiment, the prior performance of the
students’ classes, the experience of their teachers, and an
indicator of their socioeconomic status. Socioeconomic sta-
tus is indicated by a student’s school district’s Opportunity
Zone status, which is a particular tax classification in the
United States of America that indicates whether a region
has opportunities for economic growth. The regions in op-
portunity zones are typically low-income regions with fewer
educational resources [15]. The Opportunity Zone status for
each student was determined using the domain name of their
teacher’s school-provided email address. No demographic in-
formation was requested from students using ASSISTments
to preserve their anonymity and prevent any bias associated
with answering questions on how they identify themselves.
The full set of features collected for each participant is shown
in Table[I] In addition to containing features for each ex-
periment participant, the dataset contains information on
the independent and dependent measures used in the var-
ious experiments, which had to be aggregated in order to
determine the common trends among the 50 experiments.
The details of these independent and dependant measures
and how they were aggregated are discussed in Sections [4.1
and

4. METHODOLOGY

Due to the diversity in research questions, independent and
dependent measures, and structure of the experiments, the
first step to evaluate their overall trends was to identify sim-
ilar conditions within multiple experiments. This process in-
volved documenting each condition of each experiment and
identifying when different experiments had an identical pair
of conditions or the same research question. The second step
was to normalize the various dependent measures such that
they all represented similar metrics and used the same scale.

4.1 Pooling Experiment Data

To pool experimental data together, similar experiments had
to be identified. To do this, every condition from every
experiment was documented such that data from multiple
experiments that each had an identical pair of conditions
or research question could be aggregated. For example, if
the following three experiments were run in ASSISTments,
then Experiment 1 would have six documented conditions
(one condition for each of the hint types for both choice
and no choice), Experiment 2 would have two conditions
(one for text-based hints and one for video-based hints), and
Experiment 3 would have four conditions (one condition for
each text color for both choice and no choice).

e Experiment 1: Randomize between A: giving students
a choice of no hints, text-based hints, or video-based
hints, or B: randomly selecting which type of hint to
give them.

e Experiment 2: Randomize between A: text-based hints,
or B: video-based hints.

e Experiment 3: Randomize between A: giving students
a choice of black or red text color, or B: randomly
selecting the text color.



Table 1: The Features Calculated for each Instance of a Student Participating in an Experiment

Feature Name

Description

Experiment Condition

Student Prior Started Skill Builder Count
Student Prior Skill Builder Percent Completed
Student Prior Started Problem Set Count
Student Prior Problem Set Percent Completed
Student Prior Completed Problem Count
Student Prior Median First Response Time
Student Prior Median Time On Task
Student Prior Average Attempt Count
Student Prior Average Correctness

Class Age In Days

Class Student Count

Class Prior Started Skill Builder Count
Class Prior Skill Builder Percent Completed
Class Prior Started Problem Set Count
Class Prior Problem Set Percent Completed
Class Prior Completed Problem Count
Class Prior Median First Response Time
Class Prior Median Time On Task

Class Prior Average Attempt Count

Class Prior Average Correctness

An indication of which condition students are in.

Number of skill builders previously started by students.
Percent of skill builders completed by students.

Number of problem sets previously started by students.
Percent of problem sets completed by students.

Total number of problems completed by students.

Students’ median time to submit an answer to a problem.
Students’ median time to complete a problem.

Student’s average attempts required to complete a problem.
The fraction of problems students answered correctly.

The number of days classes existed in ASSISTments.

The number of students in the class.

Number of skill builders previously started by classes.
Percent of skill builders started by classes that were completed.
Number of problem sets previously started by classes.
Percent of problem sets started by classes that were completed.
Total number of problems completed by classes.

Class’ median time to to submit an answer to a problem.
Class’ median time to complete a problem.

Class’ average attempts required to complete a problem.
The fraction of problems classes answered correctly.

Teacher Account Age In Days
Experiment 1d
Opportunity Zone

The number of days teachers have had an ASSISTments account.
The experiment students participated in.
The school district’s Opportunity Zone status [15].

In addition to documenting the conditions for the three ex-
periments, Experiments 1 and 3 would be recorded as having
the higher-level research question “Choice vs. No Choice”
and Experiment 2 would be recorded as having no higher-
level research question. To combine the results of these three
experiments, students randomized to the text-based hint op-
tion of Condition B of Experiment 1 would be combined
with students randomized to Condition A of Experiment 2
and students randomized to the video-based hint option of
Condition B of Experiment 1 would be combined with stu-
dents randomized to Condition B of Experiment 2. These
groups would be used to evaluate the overall effect of giving
video-based hints compared to text-based hints. Addition-
ally, students randomized to Condition A of Experiments 1
and 3 would be grouped, and students randomized to Con-
dition B of Experiments 1 and 3 would be grouped. These
two groups would be used to evaluate the overall effect of
offering students a choice.

When performing this aggregation on the real experiments,
many experiments were too unique to have similar experi-
mental conditions as other experiments. Additionally, some
experiments were created incorrectly in ASSISTments or
had broken links to videos, leading students to never be ran-
domized to a condition. Even though 103 experiments have
been deployed in ASSISTments since 2019, only 50 had at
least one condition similar to a condition in another experi-
ment and were complete enough to be included in the anal-
yses. After parsing through the data and removing poorly
structured and broken experiments, the most common re-
search questions were selected for further analysis. Table [2]
shows the selected research questions and statistics on the
data aggregated to evaluate the research questions. Stu-
dents were typically divided evenly between the different

conditions, but for the research question “Emotion vs. No
Emotion”, there were six conditions that included positive
emotional content and two conditions that did not include
emotional content, which is why about three fourths of stu-
dents are placed in the treatment condition.

The six research questions containing the phrase “Correct
for Mastery” all investigated differences in the requirements
to complete a skill builder assignment. In a skill builder, stu-
dents must correctly answer a specific number of problems
in a row to complete the assignment. The different values
in these research questions represent the different number
of problems students had to get correct in a row before fin-
ishing the assignment or completing a posttest. The six re-
search questions that compare something to “Answer Only”
investigated how six different tutoring strategies improved
student learning compared to just giving struggling students
the answer. Tabledescribes each tutoring strategy investi-
gated by these research questions. The other seven research
questions are not related to other research questions, but
examined different aspects of the structure of assignments
and tutoring in online learning platforms.

e Video vs. Text investigated the difference between pro-
viding two different types of tutoring which were al-
most identical, except in one condition the tutoring
content was text-based, and in the other condition the
same tutoring was provided in a video format.

e Common Wrong Answer Feedback vs. No Feedback in-
vestigated the effect of providing students with spe-
cific feedback messages when they submitted a com-
mon wrong answer to any of the the problems in their
assignment.



Table 2: Research Questions Selected for Analysis

Research Question

Experiment # Student # % in Treatment

2 Correct for Mastery vs. 3 Correct for Mastery
2 Correct for Mastery vs. 4 Correct for Mastery
2 Correct for Mastery vs. 5 Correct for Mastery
3 Correct for Mastery vs. 4 Correct for Mastery
3 Correct for Mastery vs. 5 Correct for Mastery
4 Correct for Mastery vs. 5 Correct for Mastery

Example vs. Answer Only
Explanation vs. Answer Only
Hint vs. Answer Only
Scaffolding vs. Answer Only
Video Example vs. Answer Only
Video Scaffolding vs. Answer Only
Video vs. Text

Common Wrong Answer Feedback vs. No Feedback

Adaptive vs. Non-Adaptive
Fill-In vs. Multiple Choice
Choice vs. No Choice
Emotion vs. No Emotion
Motivational vs. Non-Motivational

4 1192 0.487
4 1165 0.475
3 846 0.483
5 2030 0.492
4 1683 0.494
4 1681 0.495
3 765 0.467
1 85 0.471
5 1192 0.513
7 2010 0.546
1 366 0.484
3 1033 0.509
5 2492 0.497
2 7046 0.497
9 7754 0.498
2 4057 0.493
9 12789 0.499
2 1211 0.766
14 12243 0.581

e Adaptive vs. Non-Adaptive investigated the impact of
changing the difficulty of problems based on how well
students performed at the beginning of their assign-
ment. Students that got problems correct at the be-
ginning were given more challenging problems than the
students that got the beginning problems incorrect.

e Fill-In vs. Multiple Choice investigated the impact of
requiring students to write the correct answer in them-
selves compared to selecting from multiple preset op-
tions when answering questions.

e Choice vs. No Choice investigated the impact of allow-
ing students to choose which version of various config-
urations for their assignments they would complete.

e Emotion vs. No Emotion investigated the impact of in-
cluding positive emotional phrases and images in the
body of the problems in the assignment. For exam-
ple, an emotional problem would say “Susan excitedly
purchased three apples.” instead of “Susan purchased
three apples.”.

e Motivational vs. Non-Motivational investigated the im-
pact of interjecting motivational messages and videos
into the assignment.

4.2 Normalizing Student Learning

In addition to identifying similar conditions and research
questions, the different experiments dependent measures had
to be normalized such that the results from one experi-
ment could be compared to another experiment. Normally,
it would be very difficult to combine dependent measures
from different experiments, but conveniently, all of the ex-
periment in ASSISTments are attempting to increase stu-
dent learning, and therefore the various dependent mea-
sures are just different ways of measuring student learning
and can thus be normalized and combined. In the various
E-TRIALS experiments, there are five different dependent
measures used, described in Table EI

While all of these measures represent student learning, they
do not all increase as student learning increases, nor do they
all have the same range, nor do they all take into account
when a student fails to complete the experimental assign-
ment, which presumably means they learned the least. To
rectify these concerns, Table |5| shows the function f(z) ap-
plied to each of the dependent measures. After f(z) is ap-
plied to the dependent measures, the values are z-scored
within each experiment using the pooled standard devia-
tion grouped by experimental condition. This ensured that
all of the different measures of learning increased as student
learning increased, had the same scale, and accounted for in-
complete assignments. These transformations converted all
the dependent measures into a measurement of how many
standard deviations above or below average each student
performed compared to other students that participated in
the same experiment. f(x) for problems to mastery is partic-
ularly complicated because unlike the other dependent mea-
sures, problems to mastery goes down the more a student
learns, and problems to mastery is bounded in the range
[3,00). Therefore, to ensure that f(z) for problems to mas-
tery increases the more a student learns, problems to mas-
tery was transformed by inverting it, then multiplying it
by 3. However, this transformation alters problems to mas-
tery non-linearly, so to correct some of the non-linearity, the
square root is taken, which makes f(z) appear linear in the
range [3, 10] where most of the results lie.

4.3 Evaluating Differences in Student Learn-
ing
To measure the effects of the various experimental treat-
ment conditions, Cohen’s d [12| was used to calculate the
effect size between the control and treatment conditions for
each research question. To test for a difference between
treatment and control, we ran ordinary least squares mod-
els and examined the associated p-values and 95% confi-
dence intervals of the mean differences between conditions,
and used Cohen’s d to capture the magnitude of any effect.
This model was used to predict normalized student learning



Table 3: Descriptions of Different Tutoring Strategies

Tutoring Strategy Description

Example An explained solution to similar problem.
Explanation An explained solution to the current problem.
Hint Step-by-step advice on how to solve the current problem.
Scaffolding A series of problems that break the current problem into smaller steps with explanations.
Video Example An example recorded in a video instead of text.
Video Scaffolding A scaffolding with explanations recorded in videos instead of text.

Table 4: Descriptions and Frequencies of the Dependent Measures used to Evaluate Student Learning

Dependent Measure

Frequency of Use Description

Problems to Mastery 44%
Posttest Score 44%
Learning Gains 7%

Assignment Correctness 3%
Assignment Completion 1%

# of problems the student completed to get n correct in a row.
% correct on posttest.

% correct on posttest - % correct on pretest.

# of problems correct / # of problems in condition.

Binary indicator for if the student completed the assignment.

Table 5: Functions used to Scale the Dependent Measures
Before z-Scoring

Dependent Measure  f(x)

Problems to Mastery 0 if incomplete else \/g

Posttest Score 0 if incomplete else x
Learning Gains 0 if incomplete else z + 1
Assignment Correctness
Assignment Completion =z

based on the experiment condition the student was placed
in, the experiment the student participated in, and features
of the student, their class, their teacher, and their school
district. Including fixed effects for which experiment the
student participated in allowed the model to associate dif-
ferences in normalized student learning between experiments
with those coefficients, and not the experiment condition co-
efficient, helping to reduce noise from covariates. The inputs
related to students, classes, teachers, and school districts
also helped to remove noise from the experiment condition
coefficient. For example, students with high prior knowledge
performed better on the experimental assignments than stu-
dents with low knowledge, and by including students’ prior
knowledge in the model, the variability in students’ success
based on their prior knowledge will be associated with the
prior knowledge coefficient, and have a lesser effect on the
treatment coefficient. Table [I] contains a full list of the fea-
tures used to model the effects of the various experimental
conditions. The “Experiment Condition” feature was used
to determine the 95% confidence interval and p-value of the
impact of the various experimental instructional interven-
tions. When some features were not available, such as when
students that had not previously used ASSISTments par-
ticipated in the experiments, the missing values were filled
using the average value across the data used to fit the model.
This limited the extent to which the missing values biased
the model’s coefficients.

S. RESULTS

5.1 Different Completion Requirements

Investigating the impact of different mastery requirements
for skill builders found that requiring fewer problems led to
higher student learning than requiring more problems, but
that this effect is mostly due to students not completing
the assignment when they were required to answer more
problems correct in a row to proceed. Figure [2] shows the
effect size and, in parentheses, the p-value of the effect of
requiring students get different numbers of problems correct
in a row. For example, the cell at row two, column three
contains the effect size and p-value of requiring students get
two problems correct in a row instead of three problems
correct in a row. Figure [2| only shows significant positive
effects when requiring students to complete two problems in
a row correctly instead of three, four, or five.

The Effect of Changing Problem Completion
Requirements on Normalized Student Learning
(Column vs. Row)
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Figure 2: The effect of changing problem completion require-
ments on normalized student learning. Each cell contains the
effect size, determined using Cohen’s d, and in parentheses,
the p-value.

To investigate further, the effect of changing problem com-
pletion requirements on assignment completion and the ef-
fect of changing problem completion requirements on stu-
dent learning for only students that completed the assign-
ment were calculated. Figure [3] shows the results of these



analyses. Based on these results, there is no statistically
significant effects on student learning for students that com-
pleted their assignment, regardless of how many problems
they had to complete correctly in a row before finishing the
assignment. The vast majority of the effects seen in Figure
come from more students failing to complete their assign-
ment when having to complete more problems correct in
a row. Essentially, when students have to complete more
problems they are less likely to complete their assignment,
but if students complete their assignment their learning will
be unaffected by how many problems they had to complete.

The Effect of Changing Problem Completion
Requirements on Assignment Completion
(Column vs. Row)
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The Effect of Changing Problem Completion
Requirements on Normalized Student Learning
for Students that Completed the Assignment
(Column vs. Row)
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Figure 3: The effect of changing problem completion require-
ments on assignment completion (top) and normalized stu-
dent learning for only students that completed the assignment
(bottom). Each cell contains the effect size, determined using
Cohen’s d, and in parentheses, the p-value.

One would expect that if any of these mastery requirements
were a meaningful metric for determining if students had
learned the material, then there would be a statistically
significant difference in students’ learning between students
that had to complete above or below a certain number of
problems correct in a row. However, this was not the case.
These results imply that a more sophisticated method could
be necessary to evaluate whether students have mastered

the mathematics concepts present in their assignments. It
may therefore be advisable to integrate Knowledge Tracing
|13] or Performance Factors Analysis [36], which are both
effective methods for evaluating students’ mastery of indi-
vidual skills, into ASSISTments and other online learning
platforms.

5.2 Different Tutoring Strategies

Investigating the effects of different types of tutoring on stu-
dent learning found that most tutoring is effective, and that
giving students tutoring instead of showing them the answer
is more effective for low knowledge students than high knowl-
edge students. Figure[d]shows the confidence interval, effect
size, number of students, and p-value for the effect of giving
students each type of tutoring instead of just providing the
answer. The only tutoring strategy that had no significant
impact on student learning was explanations, which had a
wide confidence interval and relatively few participants.

Prior studies done in ASSISTments reported that lower knowl-
edge students benefited more from scaffolding while higher
knowledge students benefited more from short explanations
|42]. Therefore, in addition to evaluating the effect of each
of the above tutoring strategies on all students that partic-
ipated in the experiments, the data from the experiments
were divided into below and above average prior knowledge
groups based on whether students’ prior average correctness
was above or below the average of all students’ prior average
correctness. Figure [5| shows the difference in the effective-
ness of four of the six tutoring strategies for each of these
groups of students. Only four of the six tutoring strategies
from Figure [ are included in these plots because the other
two tutoring strategies were used in experiments that did
not have any participants that had used ASSISTments pre-
viously, and therefore no prior average correctness was avail-
able for those students. The below average prior knowledge
students consistently had statistically significant positive ef-
fects from being provided with tutoring and greater effect
sizes for three out of the four tutoring strategies. These
results agree with previous studies on the effectiveness of
different tutoring strategies on different groups of students
[42]. Additionally, Figure [5] shows that examples had the
largest difference in their effectiveness between below and
above average prior knowledge students and were the only
tutoring strategy that had a statistically significant positive
effect for below average prior knowledge students, but not
for above average prior knowledge students.

Disparities in education, particularly in math, are often due
to unequal access to opportunities to learn from highly qual-
ified educators, otherwise known as the “opportunity gap”
|17]. Although online learning platforms cannot replace a
highly qualified educator, these results indicate that some
online tutoring strategies can support in closing this oppor-
tunity gap for the most vulnerable students instead of just
helping the more knowledgeable students succeed.

5.3 Other Instructional Interventions

Sections m and covered two groups of related research
questions, but there were many other research questions that
did not fall into a group. Figure |§| shows the confidence in-
tervals, number of participants, p-values, and effect sizes of
these research questions. Of the various experiments, the ef-
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Figure 4: The effects of various tutoring strategies compared to providing only the answer. Effect size was determined using
Cohen’s d, the confidence interval and p-value come from the experiment condition model coefficient.
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Figure 5: The effects of various tutoring strategies for below average and above average students. Effect size was determined
using Cohen’s d, the confidence interval and p-value come from the experiment condition model coefficient.

fect of giving video-based tutoring compared to text-based
tutoring had the largest effect size, with students learning
more from video-based tutoring than text-based tutoring.
This could have been due to videos being more engaging
and not requiring students to also be proficient readers.
Additionally, giving students mathematics problems with
open responses, where they are not given optional answers
to choose from, resulted in more learning than when they
were given problems with multiple choices. This could have
been due to the added difficulty of attempting to answer a
problem without knowing what the potential solutions are.
Another significant finding was that adapting students’ as-
signments based on their prior knowledge by altering the
material given to them had a statistically significant posi-
tive effect, lending support to the idea that learning plat-
forms should personalize students’ learning based on their
prior knowledge, which has been found to be true in vari-
ous studies and meta-analyses [42] 26]. Lastly, it was found
that motivational messages have a negative impact on stu-

dents’ learning. This could be a result of students finding
the messages distracting. However, students’ perceptions
of the messages were not recorded as part of these exper-
iments, and follow-up experiments should be performed to
investigate further.

5.3.1 Video vs. Text

Although providing students with video-based tutoring in-
stead of text-based tutoring resulted in an overall positive
effect for all types of tutoring, it is possible this was due to
a particularly large impact of receiving video instead of text
for one type of tutoring strategy. Figure[7]shows the effect of
providing video-based tutoring instead of text-based tutor-
ing for the three types of tutoring strategies that were used
in experiments where a video-based and text-based version
of the same content was provided to students. Video-based
scaffolding had the only significant positive effect on learn-
ing compared to a text-based control. Hints and examples
had no statistically significant difference in their effective-
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Figure 6: The effects of various experimental instructional interventions. Effect size was determined using Cohen’s d, the
confidence interval and p-value come from the experiment condition model coefficient.

ness when video-based or text-based. From these results,
one can infer that students benefit differently from differ-
ent types of tutoring being video-based. Scaffolding offers
a series of simpler problems to help students understand
the problem they are struggling with. It could be that stu-
dents are more likely to engage with videos that give them
necessary context. The scaffolding videos ask students ques-
tions that they must solve to move on, without watching the
videos, they cannot know what the question is. Students
may not be as willing to watch videos that provide relevant,
but not entirely necessary information on a problem they
must solve.

Effects of Providing Video Instead of Text for Various Tutoring Strategies
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n=1078; p=0.017

Hint
Effect Size = 0.121
n = 1056; p = 0.056

Example
Effect Size = 0.125 @
n=358; p =0.648

-0.1 0.0 0.1 0.2
Normalized Student Learning Confidence Interval

Figure 7: The effects of providing video instead of text for
various tutoring strategies. Effect size was determined using
Cohen’s d, the confidence interval and p-value come from the
experiment condition model coefficient.

6. LIMITATIONS

The results in this work help to reinforce a foundation of
knowledge on educational experimentation and can be used
to influence the next generation of experimentation, but
there are two notable limitations to the extent to which these
results can be applied in the future. Firstly, the scope of the
experiments analyzed in this work is limited to experiments
conducted within ASSISTments. It could be that the user

interface of ASSISTments effects how beneficial certain in-
structional interventions are. For example, the way ASSIST-
ments takes away partial credit for some tutoring strategies
but full credit for others could impact the generalizability
of these findings into a context where there is no scoring of
student responses. All of the experiments also take place
within skill builder assignments, in which students are given
a series of similar problems on the same mathematics topic.
The instructional interventions in the experiments analyzed
in this work could have different effects on students complet-
ing assignments on topics outside of mathematics, or even a
variety of mathematics topics within the same assignment.
There could also be an issue generalizing these findings to
contexts outside of online learning platforms. The differ-
ences between different tutoring strategies could be inconse-
quential if there is a teacher in the room to answer questions,
and while the results of these experiments implied that mo-
tivational messages had a negative impact on learning, this
was likely due to the distracting and impersonal nature of
the motivational messages. Previous studies have shown the
need for trust between teachers and their students and how
this can lead to more motivated and academically successful
students [4], but the trusting relationship needed for that
impact is unlikely to exist between a student and a website.

Secondly, this work investigates many different research ques-
tions using data from a combination of experiments with
similar, but not identical designs, which has increased the
potential of discovering false positives in the analysis. This
should influence the confidence that one has in the results
of this work. While the results with effect sizes greater than
0.1 and p-values in range of of 10™2 can likely be trusted,
there are many weaker findings that some might consider
significant while others may be more critical. By providing
the sample sizes, effect sizes, confidence intervals, and p-
values for every comparison carried out, for all the research
questions investigated in this work, others can make an in-
formed decision on the extent to which they should believe
each of these findings, and which findings merit follow-up
investigations and repeat experiments.



7. CONCLUSION

In this work, data from 50,752 instances of one of 30,408 stu-
dents participating in one of 50 different experiments on a
variety of instructional interventions conducted within AS-
SISTments were combined to investigate their impact on
learning. Using this data, 19 different research questions
regarding the effectiveness of these various instructional in-
terventions were investigated, and this investigation revealed
multiple actionable findings that can be used to design more
effective online learning experiences.

The first insight discovered was that changing the number
of problems students must get correct in a row to be consid-
ered as having mastered a skill had no impact on the learning
gains of the students that were able to complete the assign-
ment, but the more problems required, the more likely stu-
dents were to stop doing the assignment before mastering
the material, which overall decreased their learning gains.
Based on this result, when creating mastery-based content,
it might be better to use something like Knowledge Trac-
ing [13] to evaluate mastery instead of forcing students to
complete a fixed number of problems.

It was also discovered that across multiple experiments, the
tutoring provided to students by ASSISTments had almost
entirely a positive effect on students’ learning compared to
just giving students the answer when they were struggling.
This falls in line with the larger findings from cognitive psy-
chology that show students learn more when they produc-
tively struggle with solving problems, rather than being pro-
vided solutions [6]. Additionally, below average prior knowl-
edge students benefited more from this tutoring overall than
above average prior knowledge students, which can help to
close opportunity gaps, and for all students, when scaffolding
problems were video-based, they had a larger positive im-
pact than when they were text-based. These results could
help inform developing platforms on how to allocate limited
resources when creating tutoring. For example, creating new
tutoring could be prioritized for remedial courses, and the
extra effort of making video-based tutoring could be saved
for scaffolding.

Another insight from these analyses was that students showed
greater learning patterns when they completed open-response
questions rather than multiple choice questions. This cor-
roborates some research that finds that memory and learning
benefit most from free recall of information (e.g. answer-
ing an open-ended question) compared to cued-recall (e.g.
multiple-choice items) during learning |22} [30]. Based on
this, online learning platforms could move away from mul-
tiple choice questions when possible.

This study also found that adjusting students’ assignments
based on their prior knowledge level had a positive effect
on their learning. This supports the idea that personalized
learning can help students. Within ASSISTments, a previ-
ous study found that high-knowledge students learned more

from explanations, while low-knowledge students learned more

from scaffolding [42]. This is one example of how personal-
ization based on prior knowledge within online learning plat-
forms has been found to be effective in the past. Addition-
ally, a meta-analysis of studies that measured the learning
gains of students after grouping them by ability level found

that the instructional material was more than twice as effec-
tive when it was tailored to the students’ ability levels than
when it was held constant for all students [26]. The results
of this study agree with prior work, and imply that person-
alizing students’ education based on their prior knowledge
increases their learning.

Another interesting result from these experiments was that
motivational messages had a negative impact on learning.
Past research has found positive effects of motivational in-
terventions for some students, so why might these studies
show a negative effect? One speculation is that the moti-
vational videos may have unintentionally produced an effect
similar to what is referred to as “seductive details” or highly
engaging but unrelated information that is unnecessary for
learning [46]. Including seductive details can lead to worse
performance both in the classroom and in online learning
environments [18|, and is theorized to disrupt learning by
redirecting attention away from the material and toward su-
perfluous information, stopping students from appropriately
allocating cognitive resources to the educational material.
Providing motivational videos in the middle of the learn-
ing period may have produced a negative effect on learning
because it disrupted cognitive processes necessary for learn-
ing, but more research is needed to fully investigate this and
other possible mechanisms at play.

In addition to these results’ capacity for improving online
learning platforms, these results can help inform the next
round of experimentation within online learning platforms.
Future experiments could continue to investigate the incon-
clusive findings in this analysis, and expand upon the con-
clusive findings. For example, more types of problems be-
sides multiple choice and open response problems could be
compared to each other, and the effectiveness of different tu-
toring strategies could be investigated for differences based
on subject matter or grade level. Through these analyses,
learning platforms can continue to improve their design and
increase their positive impact for all students that use them.
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