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Abstract
Research in discourse processing has provided us with a 
strong foundation for understanding the characteristics 
of text and discourse, as well as their influence on our 
processing and representation of texts. However, recent 
advances in computational techniques have allowed re-
searchers to examine discourse processes in new ways. 
The purpose of the current paper is to build on prior 
work in this domain and describe how new methodolo-
gies that consider the multi-dimensional nature of texts 
can serve as a complement to the existing literature. We 
focus on natural language processing (NLP) methodol-
ogies, in which computers calculate information about 
the linguistic and semantic properties of language data. 
We first provide a context for the origins of computa-
tional discourse analysis through the integration of 
research across computer science and psychology. We 
then provide an overview of different NLP methodol-
ogies and describe prior work that has leveraged these 
techniques to advance theoretical perspectives of dis-
course comprehension and production. Finally, we pro-
pose new areas of research that integrate these advances 
with traditional research methodologies in the field.
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1 | INTRODUCTION

Despite being commonplace in daily life, both reading and writing are complex processes. A 
wealth of research has investigated these processes, from lower level processes that enable read-
ers to perceive, decode and recognise words on the page to higher level processes that assist read-
ers in constructing meaning for the text as a whole and ensuring the text makes sense. From this 
literature, it is clear that reading and writing emerge from a host of sub-processes, are influenced 
by contextual and task information and rely on varied sets of knowledge and skills. Accord-
ingly, a number of models of discourse comprehension describe comprehension processes in a 
variety of contexts (e.g., Gernsbacher, 1997; Graesser et al., 1994; Kintsch, 1998; Kintsch & van 
Dijk, 1978; O’Brien & Cook, 2016a, 2016b; van den Broek et al., 2005; Zwaan et al., 1995).

This field of discourse comprehension has a strong foundation in experimental psychology 
methodologies, which has led to the rigorous testing of comprehension theories and has estab-
lished our awareness of the representations, processes and characteristics of language that drive 
our understanding of discourse. As a result, our knowledge about discourse processes derives 
predominately from research designed with tight control over materials and methodologies that 
isolate and examine highly specific, uni-dimensional elements of comprehension. Accordingly, 
researchers often manipulate single characteristics of the text or task (e.g., text cohesion, reader 
goals) in order to isolate and examine the specific sub-processes contributing to comprehension. 
In such studies, online measures (e.g., lexical decision tasks, reading times for target sentences) 
aim to capture nuances associated with text processing such as the activation of semantically 
congruent (or incongruent) information from memory. Offline measures (e.g., free recall, essay 
writing) focus on developing an understanding of individuals' memory and comprehension of 
the text material. These methodologies have gone a long way in the discovery of important in-
formation about the comprehension process. As such, researchers have conducted decades of 
research manipulating singular features of texts and reading tasks to better understand the many 
processes that impact reading.

Recent advances in computational power, machine learning methodologies and availability 
of large amounts of language data (e.g., discussions in online courses; news articles from differ-
ent sources) have offered the means to examine discourse processes in new ways. These sophisti-
cated analysis techniques enable researchers to explore reading comprehension through a more 
ecologically valid lens, with increased complexity of materials and data sets. In this new era, it 
is no longer necessary to analyse texts uni-dimensionally—we can now consider discourse at 
multiple dimensions (e.g., we can look at words, sentence, discourse in parallel) and examine 
how these dimensions interact to influence cognitive and social processes in naturalistic dis-
course contexts. Additionally, increases in computational power have made it possible to rapidly 
calculate and model multiple characteristics of texts, such as the complexity of the syntactic 
constructions and the cohesion of the text content simultaneously. Thus, we can now consider 
texts at multiple dimensions (e.g., word, sentence, discourse) of the text as well as across varied 
contexts (e.g., narratives, essays, social media). For example, researchers can now collect large 
corpora from the Internet that span a variety of genres, such as literary novels, news articles and 
dialogue and examine how these genres may differ at multiple levels of analysis.

In this paper, we build on the substantial work that has been conducted on discourse pro-
cesses and explore new methodologies that consider the multi-dimensional nature of texts as 
a complement to the existing literature. Specifically, we focus on natural language processing 
(NLP) methodologies, which have been developed to automatically calculate information about 
the linguistic and semantic properties of text and discourse. We first provide a brief history of 
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linguistic analyses of discourse, focusing on work conducted in both psychology and computer 
science. We then advocate for the inclusion of computational linguistic analyses in discourse 
research, focusing on how this work can be integrated to provide new insights into discourse that 
leverage the unique strengths and weaknesses of each field. We then describe more recent work 
that has leveraged NLP techniques to advance theoretical perspectives of discourse comprehen-
sion and production. Finally, we provide recommendations for researchers, including proposing 
new areas of research that integrate these advances with traditional research methodologies in 
the field and highlighting limitations for those beginning to implement these methodologies.

2 | A BRIEF HISTORY OF LINGUISTIC ANALYSIS IN DISCOURSE

Before discussing how NLP can be applied to discourse processing, it is important to understand 
the context from which these methodologies originate. There are two primary lines of research 
that have been developed to inform contemporary approaches to computational discourse analy-
sis. One of these lines stems from work in psychology and aims to identify the cognitive processes 
underlying comprehension as well as the text- and reader-based features that elicit differences 
in these processes. The second line comes from computer science and aims to leverage naturally 
occurring linguistic data for the aim of developing computational models and algorithms that 
drive personalisation in applied domains. Although these lines have evolved separately, contem-
porary discourse analysis benefits from how each approach complements the other. Thus, it is 
important to understand each of their origins to gain insight into the strengths and limitations of 
each approach, as well as best practices for integrating them.

2.1 | Psychological approaches

There is a long history in psychological research of examining the content of discourse across 
a variety of dimensions (e.g., lexical, syntactic, semantic) and contexts (e.g., reflective writing, 
narrative texts, science textbooks, spoken dialogues) (Chi et al., 1994; Garrod & Anderson, 1987; 
Gerrig, 1993; McKoon et al., 1994; O'Brien et al., 1998; Singer et al., 1997; Zwaan, 1994). This 
research has allowed researchers to identify a number of text and discourse characteristics that 
relate to learning and performance, such as which features contribute to the overall difficul-
ty or quality of varied texts (see McNamara et al., 2014 for a review). Substantial research has 
been devoted to identifying the linguistic features that affect individuals' processing and ultimate 
comprehension of texts (Bruner, 1986; Graesser et al., 2006, 2011; Haberlandt & Graesser, 1985; 
Kincaid et al., 1975). For example, causal information plays an integral role in comprehension, 
increasing readability and memory performance (Keenan et al., 1984; O’Brien & Myers, 1987; 
Trabasso & Sperry, 1985). Additionally, the degree to which a text is narrative or expository has 
been linked to its difficulty, with more narrative texts typically being easier to process (see Mar 
et al., 2021 for a review).

Research in this area has provided crucial information about the multiple linguistic dimen-
sions that relate to the processing and production of discourse. However, human coding of every 
linguistic text feature that may impact comprehension processes can be an extremely time-con-
suming process and relies heavily on subjective ratings of text features. The laborious nature of 
this methodology has resulted in researchers examining individual features of text in isolation, 
rather than modelling discourse across multiple scales. This awareness of the impact of various 
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linguistic features on comprehension has led researchers to implement tight control over the 
structure and content of the materials presented to participants.

The extent of this control varies across studies, from researchers using adapted versions of 
published narratives or news articles to texts constructed specifically for the purpose of the ex-
periment. Often, researchers will develop a set of materials that control for specific linguistic 
variables. Researchers may then manipulate specific linguistic features to determine their impact 
on comprehension processes or outcomes. For example, Kendeou et  al.  (2013) examined the 
impact of causal information on knowledge revision processes by systematically changing the 
amount of causal information provided in a text set over the course of several studies. They found 
that causal explanations can be used to overcome the interference of inaccurate information 
during knowledge revision. Similarly, Kleijn et al. (2019) examined the role of connectives on 
comprehension. In particular, they manipulated the types of connectives (e.g., additive, causal, 
temporal) in texts across varied reading contexts. They found that connectives were related to 
comprehension at local levels but not at global levels; however, further analyses revealed that 
these relations varied based on the type of connective and the difficulty of the text.

Overall, these approaches in the psychological domain have provided substantial insights 
into multiple dimensions impacting the processing and comprehension of text. However, there 
has been less of an emphasis on examining how multiple features of text may interact during 
comprehension, which has led to the use of texts that are not ecologically valid. For instance, to 
control for the varied properties of text, researchers will often simplify texts to such a degree that 
they may not vary in naturalistic ways. More recent approaches aim to integrate insights that 
allow for natural complexity that is inherent in ecologically valid texts.

2.2 | Computer science approaches

There is substantive precedence for applying computer science methodologies to attempt to an-
swer common problems in psychological research. Perhaps most notably, a subset of researchers 
in cognitive science have relied on the use of artificial neural networks to model differential in-
fluences of top-down and bottom-up information on cognitive processes (e.g., Rosenblatt, 1958; 
Rumelhart et al., 1986). However, this work has often occurred independently from experimental 
work in discourse and thus does not typically focus on the same issues that are of high impor-
tance to discourse research.

The primary computational methodology for analysing language is natural language pro-
cessing (NLP), which simply refers to the use of computers to process large amounts of human 
language data (Bird et al., 2009; Manning & Schütze, 1999). NLP techniques date back to Tu-
ring  (1950) but have become a more central focus of computer science in the past couple of 
decades (Jurafsky & Martin, 2008). At the most basic level, NLP techniques can reveal important 
information about the word-level properties of language and discourse, which can be powerful 
predictors of language processes and abilities in a variety of contexts. However, texts can also be 
analysed at the level of the sentences and the overall document. For example, researchers can 
consider the concreteness of individual words in a text, the complexity or diversity of its sentence 
structures, or its overall coherence.

In the mid-1990s, research began to focus on sub-symbolic approaches that could be used to 
model the semantics (i.e., meaning) of individual words and texts. To this end, researchers have 
relied on vector-space models along with neural network machine learning models (e.g., recur-
rent networks, transformer networks) to represent text and language (i.e., word embeddings). 
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Here, researchers aimed to move away from analysing individual words and examine whether 
it was possible to model the broader meaning of a word, sentence or text (for a review of these 
earlier approaches, see Landauer et al.,  2007). The general approach was to efficiently model 
the meaning of words by examining their patterns of use in naturalistic texts. The original vec-
tor-space models focused on representing meaning in high-dimensional spaces where words 
with similar meanings but no similar root words (e.g., dog and cat) would be located in similar 
regions of semantic space.

One of the first examples of these semantic models was Latent Semantic Analysis, which de-
fined word meaning by calculating word co-occurrence in a word-document matrix and reducing 
the dimensionality such that each word is represented by its own semantic vector (Landauer 
et al., 2007). These models have been successfully applied to a number of machine learning tasks, 
such as the modelling of language acquisition (Landauer & Dumais, 1997) and grading of student 
essays (Miller, 2003). More recent attempts have refined these models to rely on less training data 
and incorporate more sophisticated and nuanced features of language, such as word order and 
other contextual factors (Devlin et al., 2019; Jones & Mewhort, 2007; Pennington et al., 2014). 
For example, BERT (Bidirectional Encoder Representations from Transformers) is a recent deep 
learning model that is designed to improve upon old word embedding models by pretraining 
data, fine tuning the model based on data that is unlabelled (i.e., it has not been scored by hu-
mans) and finally training the model on labelled data (Devlin et al., 2019). This approach enables 
researchers to use substantially less training data when developing their language models, pro-
vides better results in a number of classification tasks and allows for the same pre-trained model 
to be applied to a broader range of tasks. These sub-symbolic language models have been applied 
to many real-world applications, such as the prediction of mild cognitive impairments (Johns & 
Jamieson, 2018) and the prediction of personality profiles (Kwantes et al., 2016).

A computational approach to studying discourse comprehension through the use of NLP 
methodologies can be advantageous, particularly due to the ability to model discourse across 
these multiple dimensions. NLP analyses can be performed on multiple types of discourse, such 
as experimental materials, open-ended responses to text (e.g., think-alouds) and essays. Addi-
tionally, NLP can process language across multiple levels (e.g., words, sentences) and contexts 
(e.g., essay scoring, spam detection). Therefore, NLP can be vastly informative to researchers in 
a number of ways, such as assisting with material development, providing insight into a reader's 
mental representation of a text and contributing to understanding individuals' ability to produce 
coherent discourse in varied contexts.

An additional benefit is that NLP can remove the reliance on human coding. As a result, these 
techniques provide a more objective measure of specific indices, reducing human intuition and 
subjectivity during coding. NLP tools are also efficient, completing analyses of large data sets in a 
few seconds or minutes that would otherwise take human coders weeks or months. Researchers 
interested in employing NLP methodologies now have a much broader number of options, librar-
ies that have been developed for popular programming languages (e.g., spaCy in Python and R; 
NLTK in Python; tidytext in R), as well as through freely available NLP tools for which program-
ming knowledge is not necessary (Crossley et al., 2019; Kyle et al., 2018; McNamara et al., 2014).

Overall, there have been substantial improvements in the methodologies afforded to re-
searchers for automatically analysing language and discourse. Despite the technological ad-
vances, there remains significant areas for improvement. Importantly, NLP is a theory-neutral 
methodology; thus, individuals across a number of disciplines and theoretical perspectives can 
benefit from these techniques. Therefore, while NLP techniques can analyse multiple dimen-
sions across multiple levels, less research in this area has systematically examined why and how 
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these features of language may behave differently. For example, how might word concreteness 
influence text processing differently compared to text cohesion or affect? More recent work has 
taken an integrative approach by drawing from theoretical work in psychology and cognitive 
science more specifically. This integration has allowed researchers to consider language from a 
multi-dimensional perspective, wherein discourse emerges across multiple scales.

3 | NLP AND DISCOURSE PROCESSING RESEARCH

In recent years, interest in understanding language from both the psychological and computer 
science perspectives have converged. Implementing computational analyses of language have 
afforded researchers the ability to analyse texts along a variety of dimensions that can then be 
analysed in parallel. Discourse research has benefitted from the use of NLP to provide more 
nuanced information about the discourse comprehension and production processes (Crossley 
et al., 2014; Graesser et al., 2014; Kim et al., 2018; Tausczik & Pennebaker, 2010). For example, 
NLP techniques provide the opportunity to model complex interactions among text features and 
relate these to varying factors of the discourse context, such as performance and individual dif-
ferences. Considerable work has built on this foundation and identified differential benefits of 
automatic analyses at multiple levels, from the sentence- and document-levels of texts (Crossley, 
Allen, et al., 2014; Crossley, Roscoe, et al., 2014; Nguyen & Rosé , 2011; Vytasek et al. 2019). This 
research has provided a strong foundation for identifying the features that drive and interact with 
discourse processes and led to work in a number of related areas, such as artificial intelligence, 
essay scoring and social network modelling (Dowell et  al.,  2019; Elfenbein,  2011; McNamara 
et al., 2018; Yan et al., 2020).

One of the first large-scale applications of theoretically motivated NLP to discourse was the 
analysis of text cohesion and readability (Graesser et al., 2004; McNamara et al., 2014). The pur-
pose of these analyses was to provide more nuanced models of text readability that specifically 
focused on the aspects of texts that made them more or less difficult to comprehend for differ-
ent types of learners. This research led to the identification of a number of text features that 
influence an individual's ability to effectively process and comprehend texts. For instance, word 
frequency has been cited as one of the key features of texts that can be manipulated to increase or 
decrease the difficulty of a text. The frequency of a word relates to how commonly it occurs in a 
given language (e.g., car is a high-frequency word in English, whereas mitosis is a low-frequency 
word). This metric has been linked to the speed at which individuals process texts, as well as how 
strongly the word is linked to rich networks of prior knowledge (Beck et al., 2002; Haberlandt & 
Graesser, 1985; Perfetti, 2007). Thus, texts with high-frequency words are often considered much 
easier to read than those with low-frequency words.

Beyond the word level, there are numerous aspects of a text that can influence its readability, 
such as its degree of narrativity or its syntactic complexity (Graesser & McNamara, 2011). Many 
of these features have been shown to affect the ease at which the text can be understood and re-
called, even after controlling for readers' familiarity with the topic and the frequency of the words 
(Haberlandt & Graesser, 1985). One of the most commonly studied of these features is cohesion. 
A text's cohesion refers to the degree to which it contains explicit cues that signal its readers to 
make connections amongst ideas (Halliday & Hasan, 1976). For instance, connectives can specify 
relationships between ideas in a text and provide information about the types of relationships 
they signify (Longo, 1994). Research has shown that these features of texts can be manipulated 
to help scaffold less-skilled readers through the comprehension process (Graesser et al., 2011; 
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McNamara & Kintsch, 1996). For example, McNamara and Kintsch (1996) found that increased 
levels of text cohesion helped low prior knowledge readers better comprehend texts, but that 
decreased levels were beneficial for high prior knowledge readers.

Work in this area culminated in the development of Coh-Metrix, which was developed 
to provide automated analyses of the readability of texts at multiple dimensions (McNamara 
et al., 2014). Coh-Metrix was unique in its approach because it focused on the development of 
theoretically derived linguistic indices, including word information (e.g., frequency, concreteness, 
diversity), syntactic complexity, cohesion and genre (e.g., narrative, informational). Graesser 
et al. (2011) reduced these dimensions into a set of component scores that were representative 
of text difficulty along five primary dimensions: narrativity, syntactic complexity, word concrete-
ness, referential cohesion and situation model cohesion. These components can now be readily 
applied to new texts to provide educators with specific recommendations on which texts may 
present challenges to different readers based on their varied sets of strengths and weaknesses. 
For instance, a student with high domain knowledge but lower language knowledge may be 
better scaffolded with specific text profiles compared to a peer with lower domain knowledge but 
higher language skills.

The development of Coh-Metrix represented one of the first attempts to integrate the com-
puter science and psychological approaches to automated discourse analysis. Below, we provide 
examples of how these perspectives have been combined and extended in more recent work. In 
particular, we focus on the automated scoring of natural language, the modelling of individual 
differences in the producers of discourse, and finally, the inference of psychological processes 
from natural language.

3.1 | Evaluating writing

One of the most prevalent applications of NLP to discourse has been in the automated scoring 
of written language (see Yan et al. 2020 for a more substantive review). Automated essay scor-
ing (AES) systems are commonly trained on a corpus of essays that have been rated by expert 
human raters according to a scoring rubric. This corpus is then divided into two sets of essays: 
a training set (used to train a model) and a testing set (used to examine the extent to which the 
model generalises to a separate set of essays). Machine learning algorithms are then applied to 
optimally fit the essays in the training set. The developed model is then applied to the essays in 
the testing set and these scores are compared to the scores of the human raters. An AES model 
is considered successful if the scores between the computer and humans are similarly aligned to 
the scores between humans. Indeed, AES has now reached a level of accuracy that the scoring 
of many classes of written essays is as accurate as expert human raters (Attali & Burstein, 2006; 
McNamara et al., 2015; Shermis et al., 2010; Taghipour & Ng, 2016).

Various AES systems have been developed to assess multiple genres of writing. e-Rater (Attali 
& Burstein, 2006) was one of the first and relies on a wide range of features that measure gram-
mar, usage, mechanics, style, organisation, development, lexical complexity and prompt-spe-
cific vocabulary usage. The initial version of e-Rater offered users a method of manually com-
bining these features using weighted averages in an intuitive and explainable system. More 
recent approaches rely on neural networks to score student writing. For example, SkipFlow 
(Tay et al., 2018) uses a mechanism for modelling relationships between hidden representation 
snapshots generated by Long Short-Term Memory Networks (LSTMs; Hochreiter & Schmidhu-
ber, 1997). Alikaniotis et al. (2016) built on this work with the development of fully automated 
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framework based on LSTMs trained on the same dataset as SkipFlow, with a reported Spearman 
rank correlation coefficient of 0.91.

Similarly, Jin et al. (2018) introduced a two-stage neural network that aims to increase the 
performance of AES models in prompt-independent contexts. Their network was trained on hu-
man-rated essays with different prompts to detect essays with a level of quality that has high devi-
ation from the average; then, these essays were used as pseudo-training data in the second stage. 
Finally, Cummins et al. (2016) proposed a constrained multi-task pairwise-preference model that 
is capable of successfully combining data from multiple tasks to improve the model's ability to 
generalise. This helped to address the need for AES models to be trained on large amounts of 
task-specific data through the sharing of feature encodings across different tasks.

Work in this area initially started from a desire to increase the efficiency of standardised 
test scoring. However, this work has subsequently led to an increase in theoretical research ex-
amining the ways in which we can define writing quality along multiple linguistic dimensions 
and contexts (Crossley, 2020). Text cohesion, for instance, has been identified as an important 
element of writing quality amongst young L1 writers (Struthers et al., 2013). High quality essays 
written by younger students tend to contain more causal, adversative, additive and manner ad-
verbials than lower-quality essays (Myhill, 2008). This trend does not continue once writers have 
developed, however. Examinations of writing produced by adults have shown little to no relation 
between cohesive devices and writing quality. In fact, there is some evidence to suggest that writ-
ers' flexible use of cohesive devices across varied contexts is more strongly related to their writing 
skill (Allen et al., 2016).

Recently, research in NLP has begun to combine multiple approaches to provide more holis-
tic, multi-dimensional accounts of written language. Wilson et al. (2017) identified latent factors 
for lexical complexity, syntactic complexity and referential cohesion in middle school students' 
written essays. Additionally, they found that measures of writing ability were predicted by the 
sentence and discourse factors. More recently, MacArthur et al. (2019) examined which linguistic 
features were predictive of writing quality and how those features changed over the course of 
instruction. They found that referential cohesion and lexical complexity were positively related 
to the quality of students' posttest essays, whereas syntactic complexity was negatively related to 
essay quality. Additionally, they found that students in the treatment condition produced posttest 
essays with greater lexical complexity, referential cohesion and connectives than a control group. 
These two studies serve as a proof of concept for computational linguistic analyses that consider 
the importance of written language and discourse across multiple dimensions.

3.2 | Psychological processes and NLP

NLP has also been used to infer psychological processes, most notably through the analyses of 
students' constructed responses generated during reading or other complex tasks (Magliano & 
Graesser, 2012). Students' responses to text can vary widely in format, from think-aloud state-
ments collected during reading, to short answers to comprehension questions, or to essays 
written in response to a set of documents. Analyses of these open-ended responses with NLP 
techniques can provide more nuanced information about student learning than typical multi-
ple-choice assessments.

The majority of advancements in this domain have been in the area of computer-based as-
sessments, which are developed to provide students with summative and formative feedback on 
their reading and writing (e.g., Landauer, 2003; Litman et al., 2006; Magliano et al., 2011). The 
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development of these tools has provided important information about the processes underlying 
skilled text comprehension. For instance, Magliano and Millis (2003) and Magliano et al. (2011) 
have developed the Reading Strategy Assessment Tool (RSAT). In RSAT, students are prompted 
to provide open-ended responses (e.g., think-alouds, answers to questions) while reading various 
texts (Magliano et al. 2011). The system is then able to analyse the linguistic and semantic proper-
ties of these responses to automatically identify the specific comprehension strategies individuals 
use. Prior assessments of the effectiveness of RSAT (Magliano et al., 2011) have revealed that it is 
relatively accurate at predicting readers' comprehension of the texts as well as at discriminating 
the comprehension strategies they are employing.

Implications of this work have been twofold. First, researchers have been able to identify 
comprehension strategies that are most effective in varied contexts. For example, research with 
RSAT has demonstrated skilled readers tend to bridge statements in the texts they are reading 
and elaborate the material with inferences, whereas less-skilled readers engage more frequently 
in simple paraphrasing strategies. Second, this work has led to the development of a system that 
can be used to enhance comprehension, as the algorithms developed can now be used to provide 
readers with automated feedback during the reading process and encourage readers to engage in 
more effective comprehension strategies. Findings such as these reveal important information to 
researchers and educators about the processes that contribute to successful text comprehension, 
providing insight for how to support struggling readers.

3.3 | Individual differences in discourse processes

Finally, NLP can be used to provide information about the role of individual differences and oth-
er contextual factors in discourse processes (Bell et al., 2012; Pennebaker & King, 1999). For ex-
ample, one of the most commonly used word-based NLP tools—the Linguistic Inquiry and Word 
Count (LIWC) software—has been used in a wealth of research to model the social and psycho-
logical characteristics of natural language. LIWC was developed by Pennebaker et al. (2007) to 
provide word counts based on psychologically relevant categories such as positive emotion words 
or social words (Tausczik & Pennebaker, 2009). Robinson et al. (2013) used LIWC to predict final 
course performance based on the words in students' self-introductions at the beginning of the se-
mester. Research using LIWC and other similar word-based tools have confirmed the predictive 
power gleaned from simple analyses of the words in text and discourse.

Notably, NLP provides an avenue to examine how individual differences influence writing. 
To date, research has provided a wealth of information about which individual differences con-
tribute to reading and writing performance (Cain et al., 2004; Jenkins et al., 2003; Santangelo 
et al., 2016; Smith & O’Brien, 2016; Swanson & Berninger, 1996; Turner & Engle, 1989). These 
studies tend to involve correlations between a score on an individual difference test (e.g., vocabu-
lary knowledge, working memory) and a discourse task (e.g., science-based text comprehension, 
argumentative essay writing). Significant correlations between these scores are taken as evidence 
of a centralised role of individual differences in these processes. Incorporating NLP into this do-
main can extend our understanding of how individual differences in processing influence com-
prehension and writing performance. For instance, do limitations in working memory capacity 
influence writing performance at all levels (e.g., sentence production, argument development) or 
only at specific dimensions?

In this vein, research has been conducted to more closely examine how individual differences 
manifest in the properties of discourse that individuals produce (Crossley et  al.,  2011). Allen 
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et al. (2015) for instance, examined the extent to which reading skills could be modelled from the 
linguistic features of students' constructed responses to science texts. They found that linguistic 
features accounted for unique variance in students' reading comprehension, over and above sim-
ple quality metrics. In particular, more skilled readers generated constructed responses that were 
more cohesive and lexically sophisticated. Thus, these students may have relied more on specif-
ic academic language and engaged in establishing more connections amongst their responses 
across the text reading process. This example provides a demonstration of how these techniques 
could be used to provide more specific information about how individual differences manifest in 
individuals' processing and production of discourse.

4 | RECOMMENDATIONS FOR DISCOURSE RESEARCHERS

In this paper, we have provided a brief overview of the ways in which the fields of discourse pro-
cessing and computer science complement each other and how NLP techniques may be used to 
inform and extend research on reading and writing. This is a new and emerging field with many 
open areas for future research. To conclude, we highlight two areas that may be particularly 
interesting for researchers in the discourse domain: the development of experimental materials 
and the examination of group-level discourse, which involves more than one or two individuals. 
We conclude with a cautionary note describing the current limitations and the potential for mis-
use of NLP techniques.

4.1 | Material development

As previously mentioned, the multi-dimensional nature of language provides challenges for re-
searchers. Because naturalistic texts can vary among many dimensions including genre, reading 
level and cohesion, some researchers develop a set of experimental materials they control and 
manipulate across a series of studies to address various questions. Other researchers have noted 
that these tightly controlled texts are problematic because they are not naturalistic and argued 
for the use of longer multi-paragraph narratives and descriptions to increase ecological validity 
in reflecting how individuals commonly read (Graesser et al., 1994).

The inherent limitations of both approaches are reflected in Herb Clark's Language-as-a-
Fixed-Effect Fallacy, which argues that findings from discourse research fail to identify the condi-
tions under which the effects would generalise to new contexts (e.g., narrative vs. expository text). 
In addressing this, most researchers have turned to statistical analyses that can better account 
for variability in items (Baayen et al., 2008; Raaijmakers et al., 1999). Now, advances in computa-
tional modelling and NLP provide a means by which to explore the text materials implemented 
in discourse processing research to enhance ecological validity and determine generalisability.

Analysing experimental materials with NLP tools can help determine the dimensions across 
which the texts remain the same and those across which they might differ. When choosing eco-
logical materials, researchers can use NLP analyses to ensure material sets remain consistent 
across critical dimensions. For example, NLP tools can be used to ensure experimental texts have 
similar levels of readability. Similarly, when researchers develop and manipulate texts, NLP can 
be helpful to determine if intentional changes between conditions were successful. For example, 
in experiments comparing causal explanations to non-causal conditions, NLP indices can detect 
the differences in causal cohesion but should remain the same on other dimensions.
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Additionally, text manipulation can lead to unintended changes; for example, increasing 
cohesion tends to increase sentence length (Graesser & McNamara, 2011). Implementing NLP 
analyses during material development could help identify if any manipulations caused the texts 
to systematically differ in inadvertent ways. Research can benefit from including NLP method-
ologies during material development by informing researchers about the precise nature of the 
changes made during text manipulation, ensuring satisfactory manipulations and avoiding any 
unintentional changes that could also influence comprehension and confound the results.

Finally, NLP also provides a means by which to compare experimental materials to corpus-
es of ecological texts, thereby quantifying how experimental materials may differ. For example, 
the degree to which a text is narrative or expository has been commonly cited as an important 
aspect of its readability, with more narrative texts typically being easier to read (Bruner, 1986; 
Haberlandt & Graesser, 1985). Thus, NLP could provide a useful tool for researchers in choosing, 
writing, editing, and implementing text materials for studies of discourse processing.

4.2 | Social interactions

The application of NLP methodologies has also been extended to examine the cohesion of entire 
group interactions. For example, Dowell et al. (2019) have proposed a novel approach—Group 
Communication Analysis—that combines NLP techniques and social network analysis to exam-
ine large-scale group interactions. In particular, the authors analyse the features of individual's 
contributions in online communication contexts (e.g., online classes) using NLP and temporal 
interactions to identify roles with distinct behavioural patterns. This approach affords research-
ers the ability to examine how different types of interpersonal interactions may interact to in-
fluence collaboration and learning outcomes in online group discourse contexts. For instance, 
Dowell et al. (2019) found that roles related to learning outcomes. Specifically, roles with greater 
quantity of participation (i.e., “Drivers”) performed better than roles with less participation (i.e., 
“Lurkers”). However, it was not just quantity of participation predicted learning, but also qual-
ity of participation as some in less engaged roles also performed well (i.e., “Socially Detached 
Learners”).

Similarly, others have combined NLP and dynamic modelling techniques to examine how indi-
viduals shift their language style in different conversational contexts. For example, Müller-From-
meyer et al.  (2020) examined how different conversational contexts (e.g., monologues vs. dia-
logues and conflict vs. friendly discussions) influenced individuals' dynamic patterns of language 
use. Specifically, they examined individuals' language style, which Pennebaker has described as 
their use of function words, such as pronouns and articles. They then applied Recurrence Quan-
tification Analysis, which is a dynamic technique that examines nonlinear patterns in categorical 
or continuous data. Results of this study found that language style patterns were different across 
monologues and dialogues; additionally, exchanges with conflict and friendly discussions also 
differ in patterns of function word usage. Overall, these studies demonstrated that NLP tech-
niques can be combined with other modelling approaches to provide more nuanced information 
about complex discourse contexts, such as group-level social interactions.

4.3 | A cautionary note

Despite the many avenues for future work with regard to NLP, we would be remiss if we didn't 
describe the limitations, caveats and potential for misuse with these methodologies. It can be 
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tempting to take these techniques and apply them unilaterally to all language data; however, it is 
important to be intentional about how and why NLP techniques are used and when and where 
they are implemented. We broadly categorised these limitations into two domains: theoretical 
and applied.

When using NLP, it can be tempting to examine all possible indices you are provided with—
which can be many—rather than identifying a priori indices that would address specific theoreti-
cal questions. If not addressed, this can lead to inflating the risk of Type I error. Thus, researchers 
should be cautious when implementing NLP, especially with small datasets. Researchers should 
be sure to maintain best practices for statistical analyses. In practice, this may mean that when 
designing studies researchers should identify indices as part of the methodological design pro-
cess, rather than only at the analyses phase. If researchers don't have a priori hypotheses, they 
should ensure exploratory post-hoc findings can be generalised to a reserved subset of the data or 
be replicated on a completely new dataset.

Additionally, just because NLP can provide an objective measure does not mean it is free from 
bias. This realisation is critical to consider in applied settings. As with many big data problems, 
such as training facial recognition technology, developing predictive models based on language 
data can be problematic when the training set is not representative (e.g., Amorim et al., 2018; 
Mehrabi et al., 2021). For instance, when NLP is used in the context of automated essay scoring 
it can lead to bias if not trained on a dataset that is representative of the entire community being 
assessed. The training set defines the goal standard, as a result any differences in features, such 
as dialect, that are not included in the training phase could be penalised for inherent language 
differences rather than being fairly evaluated on other elements of their writing. Therefore, when 
using NLP for applied purposes, it is important that researchers consider the language being eval-
uated and ensure their models generalise appropriately for their intended context.

5 | CONCLUSION

In this chapter, we provided a brief overview of how NLP techniques can be used to move the dis-
course field forward. There are numerous examples of the use of NLP to study language beyond 
those cited in this paper (see Chung & Pennebaker, 2019; McNamara et al., 2018 for reviews). 
Further, and perhaps more importantly, there remain a broad range of unanswered questions 
that can be addressed with these novel techniques. It is our aim that this introduction will pro-
vide readers with ideas for using NLP that they can develop to align with their own research 
ideas, leveraging NLP to provide insights into discourse that would otherwise be nearly impos-
sible to achieve through traditional controlled studies. In particular, we view NLP to be a strong 
complement to the many methodologies that have already been developed in this area.
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