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Abstract
A discussion forum is a valuable tool to support stu-
dent learning in online contexts. However, interactions 
in online discussion forums are sparse, leading to 
other issues such as low engagement and dropping 
out. Recent educational studies have examined the 
affordances of conversational agents (CA) powered 
by artificial intelligence (AI) to automatically support 
student participation in discussion forums. However, 
few studies have paid attention to the safety of CAs. 
This study aimed to address the safety challenges of 
CAs constructed with educational big data to support 
learning. Specifically, we proposed a safety- aware 
CA model, benchmarked with two state- of- the- art 
(SOTA) models, to support high school student learn-
ing in an online algebra learning platform. We applied 
automatic text analysis to evaluate the safety and 
socio- emotional support levels of CA- generated and 
human- generated texts. A large dataset was used to 
train and evaluate the CA models, which consisted 
of all discussion post- reply pairs (n = 2,097,139) by 
71,918 online math learners from 2015 to 2021. Results 
show that while SOTA models can generate support-
ive texts, their safety is compromised. Meanwhile, our 
proposed model can effectively enhance the safety of 
generated texts while providing comparable support.
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INTRODUCTION

Online discussion forums, an important pedagogical and social platform in online learning, 
have been shown in educational studies to support students' collaborative learning through 
perspective exchange (Almatrafi et al., 2018), negotiation (Gašević et al., 2019) and assim-
ilation (Coman et al., 2020). Studies have revealed that the cognitive and socio- emotional 
support embedded in students' interactions in online forums may enhance their engagement 
and achievement (Moore et al., 2019; Salter & Conneely, 2015). However, online discussion 
forums have been plagued by a lack of interaction among students due to factors such as the 

Practitioner notes

What is already known about this topic
• Online discussion forums have been plagued by a lack of interaction among stu-

dents due to factors such as expectations to receive no response and perceptions 
of topic irrelevance which lead to low motivation to participate.

• AI- based conversational agents can automatically support students' interactions 
in online discussion forums at a large scale, and their generated responses can be 
human- like, contextually coherent and socio- emotionally supportive.

• Unsafe discourse exchanges between students and conversational agents can 
be dangerous as identity attacks, aggravation and bullying behaviours embedded 
in discourses can disrupt students' knowledge inquiry and negatively influence 
student motivation and engagement. However, few educational studies have paid 
attention to the safety of conversational agents.

What this paper adds
• This study proposes and synthesized strategies to build AI- based conversational 

agents that automatically support online discussions with safe and supportive 
discourses.

• This study reveals the relationship between discourse safety and social support, 
suggesting supportive discourses can also be unsafe.

• This study enriches the literature on educational conversational agents by syn-
thesizing a conceptual framework on discourse safety and social support, and by 
proposing concrete algorithmic strategies to improve the safety of conversational 
agents.

Implications for practice and/or policy
• Researchers and practitioners can adopt strategies in this study such as genera-

tion control, open- sourced models and public API services to evaluate students' 
discourse safety for early intervention or modify existing conversational agents to 
be safety- aware.

• Practitioners can utilize the proposed conversational agent to automatically sup-
port students both safely and socio- emotionally at a large scale.

• Practitioners should be cautious when examining social support with automatic 
analysis, as not all supportive texts are safe. While unsafe texts can provide emo-
tional support, it does not justify their appropriateness in a learning environment.

K E Y W O R D S
discourse safety, online discussion forums, responsible 
conversational agents, social support
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expectation to receive no response and the perception of the irrelevance of topics, which lead 
to low motivation to participate (Chiu & Hew, 2018; Ezeah, 2014). Students' sparse interactions 
in online discussion forums can result in a vicious circle of low engagement where students 
can develop a sense of loneliness and suppression of sharing. Consequently, the low engage-
ment level in discussion forums can prevent students from enjoying the benefits of the primary 
social setting (Tang et al., 2018) and lead to a high dropout rate (Ortega- Arranz et al., 2019).

To efficiently and effectively address students' low level of participation in online collab-
orative learning at a large scale, researchers have adopted learning design principles with 
learning analytics. Learning design focuses on the design and development of reusable 
learning activities through the creation and application of a repertoire of pedagogical tools 
(eg, taxonomy, frameworks) (Koedinger et al., 2013). Investigations include but are not limited 
to alignment evaluation (Zheng et al., 2020), participation level prediction (Er et al., 2019), 
learning pattern identification (Holmes et al., 2019), and real- time reports with teacher dash-
boards (Martinez- Maldonado, 2019). Besides using learning analytics methods, these stud-
ies constructed essential learning indicators through collaboration with teachers (eg, Er 
et al., 2019), referring to learning design frameworks (eg, quadratic assignment procedure in 
Holmes et al., 2019), or iteratively improving proposed systems with empirical examinations 
(eg, Martinez- Maldonado, 2019; Zheng et al., 2020). These learning indicators can provide 
automatic and actionable insights (eg, timing of learning activities, sequence of learning ma-
terials) to can assist teachers' individualized class orchestration and students' self- regulation.

Another promising approach in automatically supporting students' online collaboration 
are artificial intelligence (AI) based conversational agents (CA). CA and chatbot are two 
terms often used interchangeably (Syvänen & Valentini, 2020), which are defined as human- 
developed software powered by natural language processing techniques (NLP) to sponta-
neously respond to human languages (Wang et al., 2021). Most studies on AI- based CA in 
education have focused on responses' quality, engagingness, and learner experience (eg, 
Han & Lee, 2021; Li & Xing, 2021; Pereira et al., 2019). For example, Li and Xing (2021) built 
an AI- based CA to socio- emotionally support students in a massive open online course 
(MOOC). The results suggested that their AI- based CA could generate human- like re-
sponses and provide equal and sometimes greater socio- emotional support than that of 
humans. Pereira et al. (2019) created a chatbot capable of interacting with students in a 
MOOC by facilitating them with their assignments. Their results showed that most students 
(90%) reported having higher engagement to study with the chatbot- companion. In the study 
of Han and Lee (2021), the researchers built an English- based CA to answer students' fre-
quently asked questions in a MOOC. The researchers showed that the effectiveness of 
the CA could be associated with various factors. For example, in their study, non- native 
English speakers reported significantly more perceived challenges in using the CA than na-
tive English speakers. Similarly, students located in Asia tended to report higher difficulties 
in using the CA as compared to those from other locations (eg, North America and Africa). 
However, few studies have paid attention to the safety of CAs. CA safety is operational-
ized as the evaluation of content appropriateness (eg, offensiveness) in generated texts 
(Dinan et al., 2021). Unsafe conversational exchanges between students and CAs can be 
dangerous as identity attacks and bullying behaviours embedded in discourses can disrupt 
students' knowledge inquiry and negatively influence students' motivation and engagement 
(Cruz, 2021; Pew Research Center, 2017; Trujillo et al., 2021).

This study aimed to address the safety challenges of CAs constructed with educational 
big data to support learning, which is the first step towards building socially responsible 
CAs. We intend to inspire future studies to use socially responsible CAs with learning de-
sign that incorporates individual differences as well as neurodiversity to support students' 
learning in online contexts. Specifically, we proposed a generic safety- aware CA model 
called SafeMathBot using strategies such as text generation style control to support high 
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school students' learning in Algebra Nation, an online algebra learning platform. Details 
of safety strategies can be found in Methods. We compared the proposed model with 
two state- of- the- art (SOTA) CA models: BlenderBot (Facebook by Roller et al., 2021) and 
DialoGPT (Microsoft by Zhang et al., 2020). We applied automatic text analysis to evalu-
ate the safety and socio- emotional support levels of CA- generated and original texts. In 
this study, original texts referred to posts or replies created by students and tutors in the 
investigated algebra learning platform. We used a large dataset to train and evaluate the 
CA models, which consisted of all discussion post- reply pairs (n = 2,097,139) by 71,918 
online math learners from 2015 to 2021. The results show that while SOTA models can 
generate supportive texts, their safety is compromised. Meanwhile, our proposed model 
can effectively enhance the safety of generated texts while providing comparable support.

BACKGROUND

AI- based conversational agents

There are two distinct ways of constructing CAs. The first is a rule- based agent that 
requires manual engineering with classical NLP methods, and the other uses AI to gen-
erate responses with automatic data- driven inferences (Io & Lee, 2017). The former 
extracts keywords, intents, and emotions from students' input, producing responses with 
predefined templates. The latter often utilizes deep neural networks trained with big data 
to “learn” to respond to student input with human- like texts. Although both forms of CA 
can effectively support teaching and learning if constructed appropriately (eg, Grossman 
et al., 2019; Li & Xing, 2021), responses of rule- based CAs can suffer from input pattern 
coupling, topic limitations and wording repetitiveness. The limitations of rule- based CAs 
can be unwieldy in large- scale online learning courses and can potentially compromise 
students' learning experience (Jadhav & Thorat, 2020). Moreover, it is challenging for 
researchers to comprehensively consider different safety- related scenarios and manu-
ally construct predefined responses accordingly. Therefore, AI- based conversational 
agents seem to provide a more promising research direction and have attracted increas-
ing attention.

In the context of AI- based CAs, the development of the transformer architecture has 
brought CAs to the next state- of- the- art (SOTA) level. Transformer (Vaswani et al., 2017) 
is a deep neural network architecture that solves many issues from prior deep learning 
models such as recurrent neural networks (RNN). For example, introducing the attention 
mechanism in transformer allows the model to inquire and understand which part of a 
sentence it should prioritize, which can help models to better capture contextual meanings 
of words and sentences (Devlin et al., 2019). Moreover, transformer is computationally 
efficient through parallelization, allowing researchers to construct larger models to better 
handle the high complexity of text data (Radford et al., 2019). Before transformer, research-
ers mainly used RNN to build CAs (eg, Indurthi et al., 2017; Tang et al., 2016). However, 
studies have shown that RNN- based solutions may not effectively retain information in 
long sentences (Wang et al., 2019). Furthermore, RNN tends to generate incoherent, hard- 
to- read and repetitive responses (Zhang et al., 2020), which can yield negative learning 
experiences. In contrast, studies with transformer- based CAs have shown impressive re-
sults in generating contextual and human- like texts (see the review of Zaib et al., 2020). 
Therefore, in this study, we have utilized the transformer to construct CAs to examine 
the affordances of SOTA models for text generation. Our proposed SafeMathBot and its 
benchmarks, BlenderBot and DialoGPT, are all transformer- based, the details of which are 
discussed in the Methods section.
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Dimensions of support through the lens of social support theory

Social support theory enables researchers to examine how students share learning re-
sources, assuming that the resource provider or receiver would benefit from the exchange 
(Shumaker & Brownell, 1984). Studies have found that students' learning gains (Goggins & 
Xing, 2016), relationship reciprocity and sustainability (Sconfienza et al., 2019), and learning 
engagement (Hsu et al., 2018) were positively associated with social support. Researchers 
often examined social support from three dimensions: informational, emotional and commu-
nity support. These three dimensions of social support can be standalone or correlated with 
each other (Wellman & Wortley, 1990).

Students provide informational support by giving peers descriptive or substantive advice, 
suggestions, and insights (Wills, 1991). Researchers have extensively studied informational 
support in online contexts, showing that it could help reach desired learning results (Deetjen 
& Powell, 2016; Park et al., 2020; Xing et al., 2018). For example, Park et al. (2020) exam-
ined the role of informational support in an online healthcare community to support users' 
health resilience. Their results showed that constructive informational support could contrib-
ute to participants' goal- setting, which could influence their persistence in seeking health 
improvement in the community. Empathy, care, compassion, and reassurance are major 
forms of emotional support (Langford et al., 1997). Students' emotions have been shown to 
directly influence their level of participation and persistence in online learning contexts (eg, 
Hew, 2016; Xing et al., 2019). Moreover, students' perceived value of social presence and 
online learning was closely related to the emotional support that they received (Cleveland- 
Innes & Campbell, 2012). Finally, students provide community support through the invitation, 
recognition and maintenance of membership in a group, which can foster a sense of belong-
ing, enhance involvement and improve motivation (Tomkin & Charlevoix, 2014; Wills, 1991; 
Zumbrunn et al., 2014). Student dropout rates can rise due to a sense of alienation brought 
on by a lack of community support (Almatrafi et al., 2018). This study examined the three 
dimensions of support provided by CA- generated texts using deep learning models via the 
perspective of social support theory.

Supportive discourses are not always safe

Whether an unsafe response is supportive or not can be subject to individual, contextual and 
cultural differences (Van De Poel, 2021). For example, for a biased person with a tendency 
towards racism or sexism, a biased response can be socio- emotionally supportive (see 
Table 1). However, for students who appreciate and accept the common values taught in 
schools, such unsafe responses can disengage and demotivate their learning (Cruz, 2021). 
Discourse safety is also a challenge for CAs, given the algorithmic bias that derives from 
human bias. Without specific handling, CAs can follow inappropriate human- generated texts 
and respond in an offensive way (eg, greetings, Q&A in Table 1). There is an estimation that 
5– 30% of online discourses are biased depending on the domain, which can explicitly and 
implicitly affect data- driven CAs (Curry & Rieser, 2018; Nobata et al., 2016).

Dinan et al. (2021) have proposed a framework to help researchers understand the 
three dimensions of discourse safety in the context of CAs, which can further shed light 
on why supportive discourses from CAs may not be helpful. In the framework, the authors 
proposed to examine CA safety in terms of its content appropriateness with instigator 
effect, yea- sayer effect and imposter effect, which were defined in their unique contexts. 
The instigator effect describes the initiation of offensive content by CAs. The Yea- sayer 
effect refers to the responses of CAs that explicitly or implicitly agree with offensive 
content from humans, which can fan the flame and lead to severe consequences such 
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as violence and crimes. Finally, the imposter effect is the provision of incorrect or inap-
propriate advice in critical scenarios such as medical advice seeking, self- harming and 
emergency contexts. Generated content offensiveness of CA is a major benchmark in 
evaluating its three safety dimensions. Offensiveness includes but is not limited to sensi-
tive, toxic, hateful and bullying content (Dinan et al., 2021), which highly overlaps with the 
six perspectives of evaluation (see Table 2) from Perspective API (2021a). Perspective 
API has been trusted by commercial products such as the New York Times and Disqus 
(Perspective API, 2021b). Numerous researchers have also examined Perspective API 
to perform automatic text safety detection and found the product robust and accurate 
(eg, Obadimu et al., 2019; Rieder & Skop, 2021). In this study, we will utilize Perspective 
API to evaluate CA content offensiveness to assist in the examination of the three safety 
dimensions.

There are studies using quantitative (eg, NLP) and qualitative (eg, human evaluations) 
methods to detect, evaluate and, to an extent, bypass these effects. For example, Mozafari 
et al. (2020) built a hate speech recognition model with deep neural networks to detect 
offensive content in social media, aiming to apply early interventions against undesirable 
behaviours and provide preventive insights to stakeholders. Lee et al. (2019) qualitatively 
analyzed how two open- sourced CAs responded to biased discourses. Their results showed 
that CAs could inappropriately agree with social biases such as racism and sexism. Finally, 
Xu et al. (2020) built a CA for healthcare, enhanced by a text classifier to detect users' 
purpose. If users intended to seek medical advice, their CA would generate texts with a 
templated response and direct users to expert- endorsed resources. Current attempts on CA 
safety focused on evaluating potential threats from user inputs, while few studies have pro-
posed strategies to proactively enhance the safety of discourses generated by CAs. In this 
study, we aim to take the first step to fill this gap by proposing a method that can effectively 
enhance CA safety when generating discourses.

TA B L E  1  Examples of how social support and unsafety overlap

Human inputs Human responses
Major social 
support

Discourse 
safety issue

-  “bye have a nice day”
-  “may I post another problem”

-  “shut up [Name]”
-  “[Name] can suck a cat”

– Instigator effect

-  “I have a big d”
-  “Math is so lame that i love it: D”

-  “So am I :)”
-  “Wow. That's lame lol”

Emotional, 
community

Yea- sayer effect

-  “[Name], can i please have 
some free karma points”

-  “When I multiply 7x2 and 
2x2 what happens to the 
exponents?”

-  “No, you must earn them, 
DUMMY”

-  “Damn we would add the 
exponents with x”

Informational Instigator effect

-  “nudes?”
-  “[Name] do u hate me now”

-  “NO THATS GAY!!!!!!”
-  “omg just stop with your 

pointless drama ok hes my 
best friend okay just stop 
you did nothing wrong so 
stop acting and copying me 
thanks bye”

Community, 
emotional

Yea- sayer effect

What should I do if I got COVID? Rest assured! COVID is not 
that serious

Emotional, 
informational

Imposter effect

Note: Quoted texts in the table were extracted from the dataset used in this study. These examples are infrequent and do not 
represent the opinions of the researchers or the studied platform. Unquoted texts were made- up examples due to a lack of 
appearance in the dataset and were out of the scope of examination in this study.
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Conceptual framework & research questions

Our conceptual framework can be found in Figure 1. Specifically, previous research shows 
that informational, emotional, and community support can overlap, while the three effects of 
CAs reside in mutually- exclusive contexts and are equally important. In the meantime, both 
safe and unsafe texts can be socio- emotionally (un)supportive. Safe and supportive texts 
can contribute to students' learning, while the opposite can negatively influence students 
cognitively and emotionally. Guided by the conceptual framework, we asked the following 
research questions:

1. To what extent can the proposed strategies enhance CA safety in the case of 
Algebra Nation? Details of proposed strategies can be found in the Methods section. 
Specifically, we evaluated the effectiveness of strategies developed in this study 
from the perspective of instigator and yea- sayer effects. The imposter effect was not 
examined as discussions of critical scenarios were extremely rare in our context.

2. To what extent can SafeMathBot provide social support to students in the context of 
Algebra Nation? We hypothesized that the formulated SafeMathBot could provide similar 
social support with its CA benchmarks and humans.

3. What is the relationship between discourse safety and social support in Algebra Nation? 
We hypothesized that there was no such relationship and correlation tests among the two 
would not yield any significance.

METHODS

Research context and dataset

We conducted this study within Algebra Nation (AN), a math learning platform used by 
500,000 students across six states each year. We collected all the discussion posts and 
replies generated between 09/01/2015 and 09/01/2021 from the MySQL database of AN. 

TA B L E  2  Explanations and examples of safety evaluation with Perspective API

Safety 
perspectives Descriptions Examples

Toxicity The extent of rudeness and 
disrespectfulness of a text that 
can cause a discussion to stop 
proceeding

“This is very easy. I can't believe 
someone does not know what a 
function is. LOL…”

Identity attack The extent of negativity or hatred of a 
text that targets people's identity (eg, 
race, gender, sexual orientation)

“Ughh…girls!”

Threat The extent of the intention to cause 
physical or mental harms against 
people

“Shut up or you will be in trouble!”

Profanity The extent of using swearing, cursing, 
or other obscene language

“What the f**k does that mean?”

Insult The extent of insulting and inflaming an 
individual or a group

“Please don't ask such a stupid question 
again”

Sexually explicit The extent of references to sexual acts, 
body parts or other lewd content

“S*ck this!”

Note: Examples were real- world snippets generated by humans or CAs from this study's dataset.
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After removing posts without replies, the dataset consisted of 2,097,139 post- reply pairs by 
71,918 AN users. We operationalized a post as the initiation of an ongoing discussion and a 
reply as a response to a post. A reply can also be treated as a post if follow- up discussions 
were available based on this reply. There were 217,326 posts and 2,097,139 replies in the 
post- reply pairs, each post with an average of 9.65 replies (SD = 11.89). The discussion in-
teractions on AN were from two parties, hired or volunteer tutors and students, where tutors 
were appointed to help answer students' questions. In the dataset, there were 69,465 (97%) 
students and 2453 (3%) tutors, where 205,989 (95%) posts and 1,529,281 (73%) replies 
were from students, with 11,337 (5%) posts and 567,858 (27%) replies from tutors. Most stu-
dents saved their demographic information for registration (nfemale = 28,798, nmale = 33,216, 
nunavailable = 7451), while such information is not available for tutors. The post- reply pairs 
served as the training and evaluation samples for building conversational agents contextual-
ized in math learning.

Safe conversational agents

Intuition

We developed the SafeMathBot by modifying generative pretrained transformer 2 (GPT- 2, 
Radford et al., 2019), whose full model was reported to generate high- quality texts that could 
be dangerous to society if misused. Transformer models designed for language- related 
tasks are also called language models. Most language models utilize auto- regression to 
generate texts. Conceptually, auto- regression is the mechanism to calculate the probability 
of the next generated word based on previously generated words or contexts. We used this 
mechanism to make SafeMathBot safety- aware.

To illustrate, we extended the embedding layer of GPT- 2 by allowing it to recognize 
two special tokens: [SAFE] and [UNSAFE], inspired by Xu et al. (2020). There are two 
embeddings in GPT- 2; one encodes information for words and another for word posi-
tions. An embedding is a matrix of latent vectors that represent information such as a 

F I G U R E  1  Conceptual framework to illustrate the relationship between discourse support and safety of CA. 
The shape or area of different components do not indicate their importance but are offered to provide a clear 
and aesthetic structure for interpreting the figure 
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word's meaning and the role of its position with high- dimensional numeric values. The 
introduction of special tokens in SafeMathBot allowed us to adjust its word probability 
distributions for text generation. We associated non- offensive texts with the token [SAFE] 
and offensive ones with [UNSAFE]. To achieve this association, we have used ParlAI by 
Facebook (Miller et al., 2017) to classify whether a reply was safe or not automatically. 
An unsafe reply would yield offensiveness in the following perspectives: hate speech, 
personal attack, and profanity. The safety classifier was reported to achieve a prediction 
accuracy of 81.6 (Xu et al., 2020). To further examine its robustness, one author sampled 
replies (n = 200) predicted as safe or unsafe in our dataset, with 100 entries in each cat-
egory. The other author rated the sampled texts' safety without knowing the prediction 
results. A good interrater reliability of 0.83 between the author and safety classifier was 
achieved and suggested the safety classifier was effective in our context. We then used 
the safety classifier to identify the safety of all the posts and replies in the dataset to let 
SafeMathBot be safety- aware. The original texts were suffixed with one of the special to-
kens of [SAFE] and [UNSAFE]. This process of adding extra information to data is called 
data augmentation (see Figure 2).

Safe discourse generation

After trained with texts enhanced by safety tokens, SafeMathBot, that can be “controlled” 
with these tokens to generate safe/unsafe texts on purpose. Figure 3 demonstrates the text 
generation process of SafeMathBot with safety control. In the example, we added a [SAFE] 
token at the beginning of a post. The post content was abbreviated as [POST], which could 
be “How is John doing with Algebra Nation?”. SafeMathBot then generated texts word by 
word, with “John loves math and he” being the current generation. To generate the next 
word, contexts and the current generation would first go through the embedding layers to 
extract information such as word meaning inferred from the training result. Then they would 
go through a stack of decoders. A decoder is a component in the transformer which consists 
of a self- attention layer and a feedforward neural network. The self- attention layer extracts 
the context information to allow models to know which part in a sentence tends to be more 
critical for response generation. At the same time, the feedforward neural network trans-
forms data values to get rid of redundant information and retain the essential (Vaswani et al., 
2017). Each decoder is the same except that the first decoder will take embedding values as 
input. In contrast, later decoders will take output values from the feedforward neural network 
of the previous decoder. In the example, the model generated the next word as “has”, given 
that this word has the highest probability among all the words known by the model.

Benchmarks

This study used two other CA models that have achieved SOTA performance in text 
generation, BlenderBot and DialoGPT, as benchmarks for SafeMathBot. As transformer- 
based CA models, both BlenderBot and DialoGPT shared a similar architecture with 
SafeMathBot, shown in Figure 3. However, their embeddings were not modified to accept 
special safety tokens and thus could not be controlled for safety. BlenderBot was innova-
tive in its blending techniques that allowed the agent to learn different skill sets, such as 
demonstrating empathy and consistent personality (Roller et al., 2021). DialoGPT was 
based on GPT- 2 and pretrained with 147 million conversational turns to generate mean-
ingful and contextual texts (Zhang et al., 2020). Pretraining is another primary advan-
tage of transformer- based models, where researchers or corporations train models with 
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a large amount of data using superior computing power. Model trainers then publish 
pretrained model weights for public use. Personalized datasets can then be used to fit 
pretrained models (called finetuning) by researchers. This process allowed custom- fit 
models to inherit impressive base performance on tasks essential for text generation 
such as natural language understanding (Fedus et al., 2018). GPT- 2, BlenderBot, and 
DialoGPT offered different pretrained models, with larger sizes having better text genera-
tion ability. We conducted this study by using the largest pretrained model size available 
of all three models: GPT2/SafeMathBot (1.5 billion parameters), BlenderBot (3 billion 
parameters) and DialoGPT (762 million parameters).

Automatic text analysis of students' social support

Data processing & labeling

To understand students' social support expressed in their posts and replies, we have adopted 
advanced natural language processing (NLP) models to automatically detect such support 
in terms of informational, emotional and community dimensions. We first randomly sampled 
1200 posts and replies from the entire dataset. Then 400 entries were randomly sampled 
from the random dataset. Two coders then independently coded the same 400 entries of 
the sampled data to ensure a high level of agreement could be reached. An entry of post 
or reply can be coded with multiple support. The degree of support ranges from 1 to 5, with 
1 strongly disagreeing that a student has demonstrated the target support and 5 strongly 
agreeing with the provision of such support. The coders reached a high agreement with 
the qualitative coding measured with Cohen's kappa (κinformational = 0.89, κemotional = 0.87, 
κcommunity = 0.88). The two coders collaboratively solved disagreements and reached a con-
sensus before conducting further coding. Finally, the two coders independently labelled 
400 entries, respectively, which were merged as the training and evaluation data for NLP 
models.

F I G U R E  3  Demonstration of SafeMathBot's text generation process 
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Modelling

We have examined four NLP models to decide which model to select for further prediction. 
We constructed these models to perform separate regression tasks to predict the degree of 
informational, emotional, and community support. In this study, we have examined three tra-
ditional machine learning (ML) models that have been widely used in educational research 
and have shown promising results: Support Vector Machine (SVM), Decision Tree (DT) and 
Random Forest (RF) (eg, Hasan et al., 2020; Rizvi et al., 2019; Wiyono et al., 2020). We also 
examined a state- of- the- art deep learning model, Bidirectional Encoder Representations 
from Transformers (BERT, Delvin et al., 2019). The invention of BERT has greatly advanced 
the field of NLP. The learning mechanism and the adoption of the deep neural network of 
BERT have shown its superiority over traditional ML models in educational studies (Sung 
et al., 2021; Zou et al., 2021). This study used a base BERT model with 12- layers and 110 
million parameters to perform the regression task.

Model training & evaluation

Model training and evaluation was conducted with the coded dataset (n = 1200), with 70% 
of data (n = 840) used for training and 30% used for evaluation (n = 360). We conducted 
10- fold cross- validation with the three traditional ML models (SVM, DT and RF) to optimize 
performance on training and evaluation datasets. For BERT, 5- fold cross- validation was 
conducted by us, given that the large size of the model would make higher- order cross- 
validation challenging. To evaluate models, we used mean absolute error (MAE) and mean 
squared error (MSE) as metrics, which have been widely adopted in evaluating regression 
models. MAE is the average absolute distance between predictions and true values from the 
dataset, whereas MSE is the average squared distance.

Experiment setup

Figure 4 demonstrates how we set up and conducted the experiment.

F I G U R E  4  Illustration of the experimental process. Circled numbers with a green background in the figure 
correspond to the enumerated textual descriptions above 
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1. We first split the full dataset into training (70%, n = 1,467,997) and testing (30%, 
n = 629,142) sets. SafeMathBot, BlenderBot and DialoGPT were finetuned with the 
training set and evaluated with the testing set.

2. We used a powerful machine with 128 gigabytes of CPU RAM and eight NVIDIA RTX 2080 
Ti GPUs to train CAs. Parallel GPU computation was needed as all three CAs had hundreds 
of millions of parameters, making CPU- only computation inefficient. Python packages, 
PyTorch (Paszke et al., 2019) and HuggingFace's Transformers (Wolf et al., 2020), were 
used to provide the computing infrastructure with GPUs. For BlenderBot and DialoGPT, 
models were trained with raw post- reply pairs, while we trained SafeMathBot with the data 
augmented with safety tags.

3. To examine instigator and yea- sayer effects of CAs, we randomly sampled 5000 safe and 
unsafe posts, respectively (n = 10,000), including their replies. The safe posts were used 
to examine whether CAs would initiate unsafe discourses, while the unsafe posts were 
used to understand how CAs would respond to offensive discourses. We then used the 
10,000 posts as input sources for the three CAs to generate responses. For SafeMathBot, 
we used [SAFE] and [UNSAFE] tokens to understand the effectiveness of safety control. 
Each CA generated five responses for one post to better control for the random effects of 
CA generation (n = 200,000).

4. To evaluate CA- generated texts' safety, we used Google's Perspective API. As it is not the 
goal of this study to develop innovative safety evaluation models, but a CA that can gen-
erate safe texts, we used Perspective API instead of building our own evaluation engine. 
Specifically, we evaluated text safety from five perspectives: toxicity, identity attack, threat, 
profanity, insult and sexually explicit (see descriptions in Table 2). The safety classifier for 
SafeMathBot was not used in the evaluation. We were concerned that using the classifier 
would give SafeMathBot unwanted advantages since it was exposed to the classifier's 
predictions in training.

5. Finally, we used the text classifier described in the Automatic Text Analysis of Students' 
Social Support section to detect CAs' informational, emotional, and community support in 
text generation.

RESULTS

Descriptive statistics of dataset safety

Overall, a majority of posts (n = 214,608, 98.7%) and replies (n = 2,070,057, 98.5%) in the 
full dataset were predicted as safe, while there were a notable number of posts (n = 2718, 
1.3%) and replies (n = 27,082, 1.5%) categorized as unsafe. Figures 5 and 6 illustrate the 
distributions of students' and tutors' safe and unsafe posts/replies, respectively. For exam-
ple, Figure 5a shows that the proportion of unsafe posts by males was 0.86% (n = 1763), 
while that of female was 0.34% (n = 698). A higher proportion of unsafe replies can also be 
found in males (0.89%, n = 13,575) than females (0.47%, n = 7198) (see Figure 5b). The re-
sults indicates that male students created more unsafe posts and replies than females in this 
study, given that female students had more posts or replies than males, while creating less 
unsafe content. Considering there were more male (n = 33,216) than female (n = 28,798) 
students in the dataset, we calculated average unsafe posts and replies in terms of gender. 
On average, 0.02 unsafe posts were created by female students, while 0.05 unsafe post 
content was created by male students. A similar pattern was identified in students' replies, 
with female, on average, creating 0.25 unsafe replies and male creating 0.41 unsafe replies. 
This also suggests the female students' lower tendency to create unsafe content than males. 
However, it is important to note that the tendency to create unsafe content may be similar in 
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posts and replies based on the similar proportions, although there were more unsafe replies 
than posts. Figure 6 shows that tutors tended to create less unsafe posts and replies than 
students, judging by the proportions. Table 3 provides examples of safe and unsafe posts/
replies of students and tutors, where we can see the degree of tutors' discourses unsafety 
is less severe than that of students.

CA safety evaluation

Figures 7 and 8 show the histogram, kernel density estimate (KDE), and rug plot of KDE of 
CA- generated and original replies to safe or unsafe posts. A KDE line estimates the prob-
ability density function of a variable (eg, toxicity, identity- attack), which can be used to indi-
cate how likely it is to see a value (eg, a probability of 0.7 for toxicity). A rug plot represents 
KDE of a variable in one dimension, which can assist with interpretations. The shared X- axis 
of histograms, KDE lines, and rug plots represents the probability of one safety issue being 

F I G U R E  6  Tutors' discussion safety. Percentage values in each graph add up to 100%. In (a), each 
percentage value represents the proportion of safe/unsafe posts of all the posts from tutors. In (b), each 
percentage value represents the proportion of safe/unsafe replies of all the replies from tutors 

F I G U R E  5  Students' discussion safety. Percentage values in each graph add up to 100%. In (a), each 
percentage value represents the proportion of safe/unsafe posts by gender based on all the posts of students. 
In (b), each percentage value represents the proportion of safe/unsafe replies by gender from all the replies of 
students 
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true. A value of 0.5 for toxicity means the probability of a text being toxic is 50%. For example, 
the histogram and KDE in Figure 7a shows that most responses by CAs or humans had low 
predicted values of toxicity, with responses of SafeMathBot controlled with the [SAFE] token 
accumulated at a lower toxicity risk. Meanwhile, in the rug plot of Figure 7a, responses of 
humans and SafeMathBot controlled with the [UNSAFE] token were densely located above 
the safety threshold of 0.5, suggesting their responses had a higher risk of demonstrating 
toxicity. In contrast, SafeMathBot [SAFE] showed sparse rugs after the threshold, indicating 
a lower risk to generate toxic response. Both Figures 7 and 8 show that there was a trend 
for the following order in terms of safety: SafeMathBot [SAFE] > (safer than) DialoGPT > 
BlenderBot > Original Replies > SafeMathBot [UNSAFE].

To test this observation, we conducted a Pearson chi- squared test with Yates' continuity 
correction to examine whether the number of unsafe responses depended on who gener-
ated the response. We constructed a dependent variable to represent safety, which bina-
rized six safety issues and converted them to one binary variable of safety. Specifically, the 
converted variable would have a 1 (safe) value if none of the six issues had a probability 
higher than 0.5. Otherwise, a 0 (unsafe) value would be assigned to the variable. Recall that 
we used CAs to generate five responses to each post. In the chi- squared test, we only kept 
the response with the highest generation probability among the five responses, with empty 
responses generated by CAs removed. The results of the chi- squared test showed that there 
was a significant association between safety and response creators (χ2(4, 49,828) = 3744.4, 
p < 0.000, Cramer's V = 0.27). The value of 0.27 for Cramer's V suggested a large effect 
size (Kim, 2017). Table 4 shows the crosstab between safety and response creators, which 
aligns with our observation from Figures 7 and 8 that SafeMathBot [SAFE] tended to gener-
ate more safe responses than the others.

TA B L E  3  Excerpts of students and tutors' (un)safe posts and replies

Role
Interaction 
type

Examples

Safe Unsafe

Students Posts • “How do you multiply while using 
elimination? Can someone explain 
it for me?”

• “Can an improper fraction be a 
irrational number?”

• “Bye guys! Gotta go eat! I'll brb! :)”

• “Who else hates [Name]”
• “[Name] you can Meet me in the streets. I'll 

pop the trunk on yo monkey self”
• “Do any of you guys like carrot cake here? 

Personally I hate it and I think it should die”

Replies • “Yes [Name] I drew out the 
triangles”

• “i can help too”
• “i know how to do all the other 

problems but:) i dont know how to 
solve the problem if it has a varible 
in from of it”

• “u a thot”
• “shut up”
• “Your face is not Appropriate”

Tutors Posts • “Is it possible to get a workbook 
for Geometry that is translated into 
Spanish?”

• “How do we get algebra nation 
to read the test questions to 
students?”

• “I need all of [Name]’s students to log off.”
• “How do i get access to my students 

password?”

Replies • “Hi [Name], do you have an 
Algebra question?”

• “Recall if two lines are parallel, an 
intersecting line can form similar 
angles on the two lines”

• “Do you understand what you messed up 
on?”

• “Please only speak about Algebra, not where 
you're from!”

Note: Example excerpts were extracted from the dataset to demonstrate post and reply safety of students and tutors.
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CA social support evaluation

Table 5 shows the evaluation results of automatic text analysis for social support. We can see 
that BERT has achieved notably better performance than its benchmarks. We thus applied 
BERT to predict the level of support in CA-  and original texts for the randomly sampled posts 
(n = 10,000). Table 6 provides examples of informational, emotional and community support 

F I G U R E  7  CA safety in response to safe posts to examine instigator effects using Perspective API. Histogram 
and KDE can be found in the upper region of a graph, while rug plot resides in the lower region. Less points 
residing on the right- hand side of the safety threshold suggest safer results. Original responses consisted of replies 
from both students and tutors in this study's dataset 
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at varying levels. Figure 9 shows the distributions of social support of CAs and original re-
plies. The plot outlines (eg, bell- shape curve) suggest the estimated probability of being in a 
specific support level, while the black dotted lines illustrate quartiles of data (25th, 50th and 
75th percentiles). For example, we can observe that responses from both CAs and humans 
tend to provide informational support at a lower magnitude compared to community support. 

F I G U R E  8  CA safety in response to unsafe posts to examine yea- sayer effects using Perspective API. 
Histogram and KDE can be found in the upper region of a graph, while rug plot resides in the lower region. Less 
points residing on the right- hand side of the safety threshold suggest safer results. Original responses consisted 
of replies from both students and tutors in this study's dataset 
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In informational support, most responses fall within the magnitude range from 1 to 2, with 
a small portion of responses offering moderate (3) to strong (4 or 5) informational support.

We conducted a MANOVA test to examine whether there was a difference in average 
social support magnitudes among various response creators. The results showed that there 
was a significant difference (F(12, 149,469) = 410.36, p < 0.001 partial η2 = 0.032). The small 
value of eta- squared suggested a trivial effect size and only 3.2% of the variance in social 
support magnitudes was explained by the type of response creators. Follow- up ANOVA 
tests showed that there were significant differences in informational (F[4, 49,823] = 77.03, 
p < 0.001, partial η2 = 0.006), emotional (F[4, 49,823] = 470.58, p < 0.001, partial η2 = 0.036), 
and community (F[4, 49,823] = 796.58, p < 0.001, partial η2 = 0.06) support when inspecting 
the type of response creators. We conducted post- hoc tests with Fisher's least significant 
difference (LSD) tests to identify the order of average support magnitude from different 
response creators. The results can be found in Table 7, where we can see SafeMathBot 

TA B L E  5  Results of social support prediction models

Models Metrics Informational Emotional Community

BERT MAE 0.4963 0.6019 0.2863
MSE 0.6621 0.6199 0.2651

SVM MAE 0.6652 0.6989 0.3013

MSE 0.9859 0.7391 0.2664

DT MAE 0.7440 0.7631 0.3759

MSE 1.1225 0.9097 0.3554

RF MAE 0.7492 0.7370 0.3557

MSE 1.0225 0.7878 0.2912

Note: Lower values suggest better predictive accuracy. MAE (mean absolute error) estimates the average absolute distance 
between the estimator (eg, models) and estimated (eg, test data). MSE stands for mean squared error that measures the 
average of the squares of the difference between the estimator and estimated. The best- performed model is bolded.

TA B L E  4  Crosstab of response safety and creators

Model

Safety

TotalUnsafe Safe

BlenderBot 503 9497 10,000

5% 95% 100%

DialoGPT 425 9522 9947

4.3% 95.7% 100%

Original replies from students and tutors 781 9219 10,000

7.8% 92.2% 100%

SafeMathBot [SAFE] 138 9801 9939

1.4% 98.6% 100%

SafeMathBot [UNSAFE] 2267 7675 9942

22.8% 77.2% 100%

Total 4114 45,714 49,828

8.3% 91.7% 100%

Note: Each CA generated five responses to 10,000 posts (n = 50,000). Given there were 10,000 corresponding replies from 
students or tutors, only the one response with the highest generation confidence among five responses was kept in the Chi- 
squared test to retain a balanced sample size. CA response can be empty and responses without content were removed.
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controlled with the [SAFE] token can consistently provide comparable or greater support 
than humans and its benchmark CAs.

Relationship between safety and social support

We conducted point- biserial correlation tests between discourse safety and social sup-
port. Specifically, we correlated the dichotomized values (negative or positive) of six 
safety issues with informational, emotional, and community support. The dichotomous 
values were determined with safety issues' probabilities, with those greater than 0.5 
coded as 1 (positive) and those smaller than or equal to 0.5 coded as 0 (negative). The 
results showed that all six safety issues had a weak- small negative relationship with in-
formational and community support (see Table 8). This means that discourses predicted 
with safety issues tend to have lower informational and community support. It is worth 
noting that the correlation coefficients related to community support were all below 0.1, 
which suggested a negligible relationship (Ruscio, 2008). When using point- biserial cor-
relation coefficients as the item discrimination index in psychometrics, a higher threshold 
of 0.2 is used to indicate marginal acceptance (Essen & Akpan, 2018). The risk of safety 
issues was positively correlated with emotional support, suggesting unsafe discourses 
tend to show higher emotional support.

TA B L E  6  Examples of social support at different levels

Support Rating Examples

Informational support None (1) • “I like you”

Weak (2) • “I guess not”

Moderate (3) • “yes but theres videos with the online 
teacher”

Strong (4) • “Yes. You can look at section 2 topic 3 
if you have more questions. Good job”

Very strong (5) • “you are going to want to take the 
square root of both sides and cancel 
out the fraction in the denominator on 
the right side”

Emotional support None (1) • “[Name] that is not how you ask”

Weak (2) • “Sorry I got no clue”

Moderate (3) • “Hey, how are you doing today?? I am 
doing great!”

Strong (4) • “Thanks [Name]! You are amazing!”

Very strong (5) • “We have all been there before. Don't 
worry, you will understand it better…
practice makes perfect!”

Community support None (1) • “shut up”

Weak (2) • “divide both sides by 9”

Moderate (3) • “Lmfaoooooo can i get it tho”

Strong (4) • “Greetings!!!”

Very strong (5) • “Bye, [Name]! Do you have anything to 
tell me about yourself?”

Note: Excerpts were extracted from the predicted dataset using BERT, which consisted of both CA- generated and original 
responses. Original responses consisted of replies from both students and tutors in this study's dataset.
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DISCUSSION

AI- based conversational agents have attracted extensive attention in educational communi-
ties to provide automatic support for teaching and learning. Current educational studies on 
CAs mainly focused on their capability to generate responses of quality or users' experience 
with them (eg, Li & Xing, 2021; Han & Lee, 2021; Pereira et al., 2019). Another critical issue 
of CAs that lacks investigation in education is how to enhance their safety. In this study, we 
aimed to build socially responsible CAs for education with big data and artificial intelligence. 
Specifically, we have proposed an AI- based CA that utilized special tokens to learn to dif-
ferentiate the boundary of safety. To the best of our knowledge, this study is the first of its 
kind to proactively address CA safety issues in education.

To reveal potential safety issues in online learning environments, we first conducted a 
descriptive analysis on this study's dataset. The results showed that there was a small por-
tion of unsafe content generated by both students and tutors. There was a trend that male 
students generated more unsafe content than female students. This finding aligns with Bae's 
study (2021) examining teenagers' creation and exposure to cyberbullying content in online 
settings, where the researcher found that male students tended to create more offensive 
content than females. This may be explained by a relatively higher correlation between 
male students and violence before adulthood (Guo, 2016). Interestingly, Bae also found that 
students' cyberbullying behaviours were positively correlated with their exposure to unsafe 
content, which can imply the importance of creating socially responsible CAs in education. 

F I G U R E  9  Distributions of social support of CA- generated and original replies. Original responses 
consisted of replies from both students and tutors in this study's dataset 

TA B L E  7  Placements of creators in terms of average support magnitude

Creators Informational Emotional Community

Original replies from students and tutors 1 5 3

SafeMathBot [SAFE] 1 3 2

SafeMathBot [UNSAFE] 2 4 4

BlenderBot 3 1 1

DialoGPT 1 2 3

Note: Values in cells suggest the placement of support magnitude. For example, value 1 suggests the greatest mean 
magnitude of a certain type of support among all the creators.
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The following sections discuss SafeMathBot's effectiveness in providing safe and socio- 
emotional support compared to safety- unaware CAs and humans. We also discuss the find-
ings in examining the relationship between CA content safety and support level.

RQ1: Safety of SafeMathBot

Results have shown that SafeMathBot can effectively enhance the safety of its gen-
erations compared to other safety- unaware CAs. Specifically, Figures 7 and 8 show that 
SafeMathBot controlled with [SAFE] tends to respond more appropriately to safe and unsafe 
posts, showing a lower risk of instigator and yea- sayer effects. On the contrary, when con-
trolling SafeMathBot with [UNSAFE], we find that the CA's generation is the least safe. The 
differing results between the two opposite controls of SafeMathBot suggest that we can ef-
fectively define the safety boundary with generation controls. Furthermore, BlenderBot and 
DialoGPT tend to generate more inappropriate responses, with BlenderBot generating more 
safe responses than DialoGPT. Our analysis with the chi- square test has further confirmed 
the safety enhancement of SafeMathBot, where SafeMathBot can generate almost six times 
fewer unsafe responses than humans and three times fewer than its benchmarks.

Previous educational studies have shown that toxic and offensive discourses could neg-
atively influence students' learning experiences (Cruz, 2021; Pew Research Center, 2017; 
Trujillo et al., 2021). Even worse, exposure to unsafe content can stimulate depression and 
anger issues in students and can potentially convert victims to offenders due to imitation and 
pressure release (Lianos & McGrath, 2018). Furthermore, AI safety is important in establish-
ing a trustworthy relationship among students, parents, teachers, and AI. A lack of trust in AI 
can impede its development and adoption in educational settings (Pedro et al., 2019). This 
study contributes to the current literature by proposing strategies to proactively enhance 
the safety of AI- based CAs. The proposed generation control method is generic and can 
be applied to other language models as long as their embedding layers can be extended. 
Practitioners can adopt strategies in this study such as generation control, open- sourced 
models, and public application programming interface (API) services to evaluate students' 
discourse safety for early intervention or to modify existing chatbots to become safety- aware.

RQ2: Social support of SafeMathBot

Results suggest that SafeMathBot can provide magnitudes of social support comparable to 
its benchmarks and to humans, which aligns with our hypothesis. Specifically, SafeMathBot 
showed the greatest average magnitude of informational support and achieved the second 

TA B L E  8  Point- biserial correlation tests between safety and social support

Informational Emotional Community

Toxicity −0.15*** 0.2*** −0.02***

Identity attack −0.07*** 0.03*** −0.02***

Insult −0.14*** 0.21*** −0.02***

Profanity −0.13*** 0.19*** −0.03***

Threat −0.03*** 0.03*** −0.02***

Sexually explicit −0.06*** 0.03*** −0.01***

Note: Only correlation coefficients >0.1 are bolded, as values <0.1 are neglectable.
***p < 0.001.
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greatest average magnitude of community support (see Table 7). Although BlenderBot and 
DialoGPT had greater average emotional support than SafeMathBot, the small effect size 
suggests that the differences in emotional support among CAs are not practically meaning-
ful. This finding aligns with our previous study which examined the use of a safety- unaware 
CA to support MOOC environments (Li & Xing, 2021). In the prior study, we have qualita-
tively analyzed the CA responses with human replies. A small- scale randomized experiment 
was also conducted with 4 participants to examine their perceived support from the CA and 
students. The results showed that the CA could generate texts, which are challenging to dif-
ferentiate from those generated by humans, providing a similar level of support.

Numerous studies have shown that social support can effectively improve students' learn-
ing outcomes and enhance their learning retention (Goggins & Xing, 2016; Hsu et al., 2018; 
Sconfienza et al., 2019). This study contributes by proposing SafeMathBot to enhance its 
generation safety without sacrificing its capability to provide social support. Practitioners 
can utilize the proposed CA to automatically support students in online discussion forums 
at a large scale through open- domain conversations. Meanwhile, practitioners can build a 
separate widget or webpage with SafeMathBot in the form of a private chatting box. Finally, 
given the generic nature of the proposed strategy, practitioners can adopt the strategy to 
create safe CAs with other learning design theories to support students' online discussion 
activities. An example would be the integration of collaboration scripts (eg, Villasclaras- 
Fernández et al., 2009) to construct CAs with both rule- based and automatic text gener-
ations. Such CAs can provide a structured learning experience with templated learning 
activities and allow open conversations between students and CAs.

RQ3: Relationship between safety and social support

To our surprise, discourse safety is significantly associated with the magnitude of social 
support. However, the results are interpretable, especially when focusing on coefficients 
achieving meaningful sizes (eg, >0.1). Toxicity, insult and profanity are negatively correlated 
with informational support. This is understandable as these three aspects would usually 
contain negative attitudes with swearing words, which tend to digress and not provide the 
advice or suggestions needed in informational support (Infante & Wigley, 1986). On the 
other hand, these three safety aspects are positively correlated with emotional support. This 
finding resonates with Vanbrabant et al. (2012), where the researchers found that a mild to 
moderate level of verbal aggression is positively associated with people's social life. If we 
raise the probability threshold of unsafety to 0.8, the results suggest that none of the three 
safety aspects is meaningfully associated with emotional support (ρtoxic = 0.06, ρinsult = 0.08, 
ρprofanity = 0.03). One possible explanation is that empathy is an important factor in emotional 
support, which can be safety agnostic. Whether a response is empathetic can depend on 
whether it helps soothe or alleviate others' negative emotions (Elliott et al., 2011). Therefore, 
using swearing words or being inappropriate does not prevent a response from being empa-
thetic, thus emotionally supportive. An example from the dataset is one student posted, “the 
study expert is pretty hot”, and an unsafe reply predicted with moderate emotional support 
is “I know right? I wish I could have sl**t with her”. This explanation also applies to the find-
ing that BlenderBot, specialized in providing empathy, shows an increased number of safety 
signs when responding to safe posts (see rug plots in Figure 7), and fewer when posts are 
unsafe (see Figure 8).

A general belief is that unsafe discourses are harmful from all perspectives (Vanbrabant 
et al., 2012). This study contributes to the literature by providing empirical results to show 
the relationship between discourse safety and social support from a different angle. 
Practitioners should be cautious when examining social support with automatic analysis, as 
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not all supportive texts are safe. While unsafe texts can provide emotional support, it does 
not justify their appropriateness in a learning environment.

Limitations

One limitation of this study is the number of instances used to train the social support re-
gressors. Thanks to the high transferability of BERT pre- trained with billions of texts, previ-
ous studies have shown a robust performance of BERT with small training sizes (eg, Sung 
et al., 2021). In the study of Sung et al., the researchers applied BERT for multi- label classifi-
cation to understand students' scientific inquiry through their experimental reports (n = 572). 
Their results showed that BERT could achieve desirable predictive accuracy (AUC = 0.94) 
and greatly outperformed traditional machine learning models such as support vector ma-
chine by almost 5% accuracy. However, future research can benefit from more training sam-
ples to build automatic regressors with better generalizability.

Second, we treated tutors' and students' replies with the same weight for CA model training 
through the lens of social support. However, tutors' responses may be more knowledgeable 
and cognitively supportive as they received professional training. There is an opportunity 
to construct CAs with learning design based on tutor- generated content. Researchers can 
annotate the content of potentially high quality with concept map and learning activities (eg, 
following the conversational framework by Laurillard, 2013) to support students with individ-
ualized scaffolding and learning episodes using CAs as a terminal of communication.

Finally, although this study took the first step towards building a socially responsible CA 
for math learning with educational big data, we did not examine the CA in the actual learning 
context. It would be interesting and important to collect empirical data of students' experi-
ence of safety- aware and safety- unaware CAs to understand the effects of CA safety on 
students' learning. However, due to the sensitivity of CA safety, there might be concerns to 
conduct experimental studies in K- 12 contexts. Future studies can consider higher educa-
tional settings or conduct randomized experiments with Amazon Mechanical Turk (MTurk). 
MTurk is a crowdsourcing platform with more than 500,000 potential participants and served 
as the platform for participant recruitment and payment in this study. Studies have suggested 
the reliability and robustness of the platform, which can be valuable for an exploratory study 
to extend educational community's knowledge on CA safety (eg, Paolacci et al., 2010).

CONCLUSION

A discussion forum is a valuable tool to support student learning in online contexts. However, 
interactions in online discussion forums are sparse, leading to other issues such as low en-
gagement and dropout. This study proposed and synthesized strategies to build AI- based 
conversational agents that could automatically support online discussions with safe and 
supportive discourses. Furthermore, this study has shown that supportive texts are not nec-
essarily safe in a learning environment, which can backfire on students' learning depending 
on context and individual differences. The findings imply that students can be facilitated 
with safe and socio- emotionally supportive discourses in large- scale online learning con-
texts. The ultimate goal of this study is to support students' interactions in online discussion 
forums by supporting them with CA- generated replies. To achieve the ultimate goal, apart 
from assessing CAs' ability to socio- emotionally support students, additional considerations 
are required when designing and evaluating them by incorporating theoretical frameworks 
such as Knowledge Building (Perkins, 2013) and Online Collaborative Learning Framework 
(Redmond & Lock, 2006) derived from Community of Inquiry to profoundly understand 
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content quality of CA- generated texts and CA support dimensions (eg, teaching, cognitive, 
and social presence).

In the future, we plan to empirically investigate whether safety- aware CAs can effectively 
support students' learning. Following the Online Collaborative Learning Framework, we plan 
to design CA features (eg, hint messages based on students' learning inquiries, worked- 
example generation) to provide scaffolding and examine their affordances of teaching and 
cognitive presence. Moreover, understanding students' perceived safety of CAs can be 
equally important as understanding their algorithmic counterparts. Our previous study has 
suggested that algorithmic fairness might not significantly affect college students' perceived 
fairness towards an AI predictive system (Li & Xing, in press ). Instead, factors such as in-
dividual differences (eg, majors, age) and transparency of system design were significant 
predictors of students' perceived fairness. To better design CAs for education, it can be 
important to reveal factors that influence students' perceived safety of CAs given that algo-
rithmic fairness can be more nuanced (eg, challenging for layman to identify) than CA safety. 
Finally, most of the current approaches to assess discourse safety are fairness- unaware, 
having the potential to yield bias against students' identities. The bias can incorrectly asso-
ciate predictions of lack of safety with trigger- words such as sexual orientation and racial de-
scriptors (Borkan et al., 2019). The word gay can be toxic, neutral, or friendly depending on 
conversational contexts. However, there were findings that current safety classifiers tended 
to assign a high probability of toxicity to the word without considering its contextual mean-
ings (Dixon et al., 2018). We plan to investigate and address the identity bias in discourse 
safety assessment using fair AI techniques (e.g., Li et al., 2021; Li et al., 2022).
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