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Abstract. This paper explores a general approach to paraphrase gener-
ation using a pre-trained seq2seq model fine-tuned using a back-translated
anatomy and physiology textbook. Human ratings indicate that the para-
phrase model generally preserved meaning and grammaticality/fluency:
70% of meaning ratings were above 75, and 40% of paraphrases were
considered more grammatical/fluent than the originals. An error analy-
sis suggests potential avenues for future work.
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1 Introduction

Paraphrasing is a core task in natural language processing (NLP) and has mul-
tiple educational applications, like essay grading [5], short answer assessment
[11], text simplification [4] and plagiarism detection [1]. Recent developments
in automated paraphrase have largely tracked advances in machine translation
using neural networks, i.e., neural machine translation (NMT), primarily using
the LSTM [8, 13, 17] and Transformer [10, 12, 14, 20] architectures. One approach
to generating paraphrases is back-translation, by which a sentence is translated
from a source language to a pivot language and back to the source language.

Paraphrasing academic text has its own challenges because it differs from
normal text both in vocabulary and syntax, particularly in scientific domains
[6, 16] and it is usually copyright-restricted and therefore difficult to obtain in
quantities necessary for machine learning models. The present study addresses
these problems through NMT back-translation and fine-tuning a recent Trans-
former variant called T5 [18]. Our primary research questions are therefore (1)
how well the paraphrases preserve the meaning of the source text and (2) how
grammatical and fluent are the paraphrases with respect to the source text.

2 Model & Human Evaluation

We conducted a small pilot study to determine the best pivot languages for para-
phrasing anatomy and physiology. Randomly selected sentences (N=24) from
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a textbook [19] were back-translated with different pivot languages using the
Google Translate API. The paraphrases were evaluated by an expert judge on
(1) the degree of change as none, word, or phrase (a measure of diversity) and (2)
whether the paraphrase was disfluent or incorrect (a measure of acceptability).
Results are presented in Table 1. Values are sentence counts except for weighted
change, which weights word change counts by 1 and phrase change counts by 2.

An ideal pivot language would result in low unacceptability and high diver-
sity. Our analysis suggests Czech introduces more changes at the word choice
level, and Russian introduces marginally more changes at the phrasal level. On
the intuition these properties may be additive, we conducted an additional eval-
uation using Czech and Russian as pivot languages together (English-Czech-
Russian-English). As indicated by the results in the table, the combination ap-
pears to increase the weighted change above Czech and Russian individually
without noticeably increasing error. Furthermore, the weighted change is com-
parable to most of the non-European pivot languages, which created substan-
tially more unacceptable paraphrases. Based on these results, we back-translated
the complete textbook (12,062 sentences) both with Czech as a pivot and with
Czech-Russian as a double pivot, producing 24,124 source-paraphrase pairs.

Training and testing sets were prepared by aligning the two back-translations
with the corresponding source and randomly selecting 90% of the 3-tuples for
training and the remainder for test. These datasets were then augmented by
permuting the 3-tuples to create combinations of all pairs in all orders. Pairs
differing by less than 3 characters and sentences with less than 11 characters
were excluded as noisy data. Augmentation resulted in 34,094 pairs in the train-
ing and 3,836 pairs in the test sets. The T5-base pre-trained model from the
HuggingFace library [21] and fine-tuned using Pytorch with the training set for
8 epochs, though test set loss did not improve past epoch 4. The training process
completed in approximately 3.5 hours using an NVIDIA 1080Ti GPU.

A human evaluation was conducted to determine the quality of the model-
generated paraphrases, specifically (1) how well the paraphrases preserve the
meaning of the source text and (2) how grammatical and fluent the paraphrases
are with respect to the source text. Raters (N = 29) were recruited through the
Amazon Mechanical Turk (AMT) marketplace between January and February of
2021, using the CloudResearch platform [15]. In this study, raters were required
to be native English speakers and be employed as a nurse or physician. Raters
were further required to have completed at least 100 previous AMT tasks with
at least a 95% approval rating. Raters were paid �7.

A separate textbook on anatomy and physiology [2] from OpenStax was
used as a source for sentences to paraphrase. The book was downloaded and
preprocessed by splitting main body text into sentences, removing sentences that
refer to figure and tables, removing parenthetical elements, performing Unicode
to ASCII translation, and performing spelling correction. The final sentences
contained ranges, slashes, formulas, and chemical symbols. Paraphrases of these
sentences were then generated using the model.

Six surveys were created on Qualtrics, an online survey tool, using randomly
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selected source-paraphrase pairs, each containing 100 pairs, as is common for
this type of evaluation [7, 9, 3]. Each pair was formatted on a single survey page
where the source text was formatted above the paraphrase, followed by two
questions with slider-format response on a 0-100 scale. The first was a meaning-
assessment question, “The paraphrase conveys the same meaning of the original,”
and was anchored by “not at all” on the left and “perfectly” on the right. The
second was a fluency-assessment question, “Which is more grammatical and
fluent?”, with “original” on the left and “paraphrase” on the right. The sliders
had no numeric indicators and were initialized at the midpoint. Following the
direct assessment methodology [9, 7], 12 of each 100 were control pairs were
created by copying an existing item (a survey page) and then degrading the
paraphrase on that page by deleting a random span of words, where spanlength =
0.21696 ∗wordcount +0.78698, rounded down, which linearizes existing rules [9].
Twelve pairs are sufficient to detect a large (.8 SD) effect using a Wilcoxon
signed-ranks test for matched pairs at α = .05 and .80 power with a one-tailed
test. If we do not detect a large effect between ratings of distinct items and their
degraded versions, we infer the rater is not reliable. The degraded items were
randomly positioned based on the position of their matched item, modulo 44.

3 Results & Discussion

Subsets of raters passed control checks for meaning (n = 35) and fluency (n =
23), with p < .05 on the signed-ranks test, except for a fluency check on the
2nd survey, p = 0.06, which was allowed because its control items were more
difficult to distinguish. Cronbach’s alpha for passing raters was high (α > .85),
except survey 6, α = .66, until two raters were dropped to obtain high agree-
ment, α = .77. The mean meaning rating was high (M = 78.78, SD = 16.89,
CI95 = [77.33, 80.22]), and the mean grammaticality/fluency rating was less than
the midpoint of 50 (M = 43.97, SD = 20.75, CI95 = [42.19, 45.74]). The distri-
bution of each rating may be examined in Figure 1. The distribution for meaning
illustrates that most paraphrases are rated as highly meaning preserving. The
meaning distribution peaks at the most frequent rating of 89, and approximately
70% of all meaning ratings are above 75. The distribution for fluency reflects its
anchoring at 50, at which point both the original (0) and paraphrase (100) are
considered equally fluent. The grammaticality/fluency distribution is symmetric
and peaks at a rating of 38, and approximately 40% of all grammaticality/fluency
ratings are above 50, indicating that the paraphrase was considered more gram-
matical/fluent than the original sentence approximately 40% of the time.

Paraphrases associated with the lowest 5% of ratings for meaning and gram-
maticality/fluency were examined to determine common error types, four of
which accounted for 76% of errors. Most common was the substitution of a
near neighbor for the target, e.g. “membrane” for “diaphragm,” and it more
negatively impacted grammaticality/fluency than meaning. Second was the use
of the wrong word sense for the target, e.g. “adults’ volumes” for “volumes in
adults,” and more evenly affected both metrics. The third arose when the text
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Language Change Err

No Wd Ph Wt

Czech 3 15 6 27 4
Russian 7 9 8 25 2
Cz-Ru 3 11 10 31 4
Chinese 2 11 11 33 9
Persian 2 14 8 30 9
Arabic 2 13 9 31 11
Hindi 5 11 8 27 9
Turkish 0 8 16 40 8
Welsh 5 10 9 28 10

Table 1. Paraphrase change
(None, Word, Phrase, Weighted)
and error across pivot languages.
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Fig. 1. Density plot for paraphrase ratings
with indicated medians.

contained an acronym, chemical formula, time range, or malformed Unicode, e.g
“Rh-abundant” for “Rh+,” and adversely impacted meaning more than gram-
maticality/fluency. Forth was the replacement of a word with its antonym, e.g.
“more mature” for “immature,” and primarily impacted meaning. The other
error types were approximately evenly represented and included pronoun inser-
tion/deletion, replacement with a foreign word/phrase, insertion of a random
word, and correct paraphrases that were misclassified. While some of these er-
rors might be resolved with better or larger language models, we speculate that
acronyms and chemical formulas may require a specialized approach.

4 Conclusion

Results from this study indicate that relatively high-quality paraphrases may
be generated using a Transformer-based model fine-tuned with back-translated
academic text. By leveraging a pre-trained Transformer like T5, researchers can
construct a paraphrase model for a new domain in about a day, given available
text in electronic format. An important limitation of these results is that only
one domain was investigated, anatomy and physiology, raising the question of
whether these results will generalize to other domains. Furthermore, while our
results seem promising, we did not have a dataset to allow direct comparison to
human performance, as is often the case in machine translation. Two important
targets for future research are to replicate these findings in other domains and
to conduct an evaluation directly comparing model-generated paraphrases with
paraphrases generated by humans on the same source sentences.
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