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Abstract. Researchers are trying to develop assessments for inquiry practices
to elicit students’ deep science learning, but few studies have examined the
relationship between students’ doing, i.e. performance assessment, and writing,
i.e. open responses, during inquiry. Inquiry practices include generating
hypotheses, collecting data, interpreting data, warranting claims, and commu-
nicating findings [1]. The first four practices involve “doing” science, whereas
the last involves writing scientific explanations, i.e. arguing using evidence. In
this study, we explored whether what students wrote in their constructed
responses reflected what they did during science inquiry in the Inq-ITS system.
Results showed that more than half of the students’ writing did not match what
they did in the environment. Findings revealed multiple types of students in the
messy middle, which has implications for both teacher instruction and intelligent
tutoring systems, such as Inq-ITS, in terms of providing real-time feedback for
students to address the full complement of inquiry practices [1].

Keywords: Inquiry skills � Explanation skills � Log files � Constructed
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1 Introduction

Next Generation Science Standards [1] and a framework for K-12 science education [2]
expect students to demonstrate grade-appropriate proficiency in inquiry practices and
understanding of core scientific ideas. These inquiry practices can be classified into two
major categories: “doing” and “writing” scientific explanations (also called arguments
or argumentation). The former consists of procedural knowledge including how to
generate a research question, formulate a hypothesis, collect data from an experiment,
analyze and interpret data, and select data to warrant claims. The latter involves con-
structing responses in order to communicate findings and argue a claim using evidence.
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To achieve the expectations of NGSS, researchers have developed intelligent tutoring
systems (ITSs) [3] or 3-D videogames [4] to teach and assess science inquiry skills in
computer-assisted learning and assessment environments.

These environments stealthily record a myriad of students’ actions and behaviors that
are saved in the form of log files. Typically, the log files record the forced answers that
students select from multiple-choice questions, dropdown menus, clickable buttons, or
drag-and-drops. Digital environments also record students’ constructed responses, such as
scientific explanations written in open response format. For all actions that students make,
the log files record the corresponding response time. These log files provide researchers
with substantial information on the processes that occur during inquiry as well as during
the composition of explanations. Some researchers have examined experimentation data
from log files to identify whether students designed controlled experimental trials (e.g., [5,
6]), specifically by changing one target variable at a time [7, 8]. A few researchers have
analyzed experimentation data to evaluate performance on constructed causal explana-
tions in the format of multiple-choice questions (e.g., [9]). Other researchers have
examined constructed explanations using a content-reasoning matrix assessment frame-
work to explicitly demonstrate the range of students’ explanation skills from intermediary
or middle knowledge to more sophisticated understanding [10].

Previous studies have primarily concentrated on either inquiry skills (such as
experimenting) or written explanation skills. Few studies, to date, have developed an
assessment of the full complement of inquiry practices to score student performance
that includes both inquiry skills and explanation skills. It is uncertain whether students
who are good at designing and conducting experiments can also produce strong sci-
entific explanations, as their writing skills may not be sufficiently developed to do so.
Likewise, some students are able to parrot what they have heard or read and can
produce satisfactory explanations, but their understanding, as reflected and demon-
strated by their experimentation, is lacking. In either case, an assessment could be
negatively or positively biased depending on which data are used.

The present study aims to examine whether students’ inquiry skills for designing and
conducting an experiment reflect their performance on writing scientific explanations
within the Inq-ITS system (Inquiry Intelligent Tutoring System; inq-its.org). We use the
term “inquiry skills” to refer to the behaviors involved in “doing” science that are
captured in the log data. These behaviors consist of generating a hypothesis, collecting
data, interpreting data, and warranting claims with data. We use the term “explanation
skills” to refer to the scientific explanations constructed in an open response format. This
study will significantly enhance science inquiry assessment for the following three rea-
sons. First, it will provide a panoptic view of students’ skills for science inquiry practices
by integrating both doing science and writing a scientific explanation into the assessment.
This method will allow for a clear investigation of the messy middle [10], as commonly
acknowledged by assessment researchers, because using both types of data provides a
complementary data set. This will also provide teachers, researchers, students, parents,
and stakeholders with a more accurate form of assessment for the full complement of
science inquiry practices. Second, Educational Data Mining (EDM), used as an automatic
measure of inquiry skills [3], is able to capture student behaviors that are representative
of authentic skills for science inquiry. Third, explanation skills are examined at the
sublevel of knowledge components (KCs) instead of macro-level KCs to reduce
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ambiguity for human grading (see Method section for details). Scoring sub-KCs of claim,
evidence, and reasoning helps raters avoid subjective bias and judgment when grading,
and hence yields higher agreement. For example, we used a general rubric [10] and our
rubric with sublevel KCs to score students’ reasoning, and interrater reliability as mea-
sured by Pearson correlation increased from .55 to .88.

This paper has four sections. First, we briefly review current approaches to the
assessment of science inquiry, specifically based on doing science and writing expla-
nations. Second, we describe how to assess inquiry skills and explanation skills in the
Method section. Third, we display results and discuss the findings in terms of the
relationship between inquiry and explanation skills. Fourth, implications for teachers
and researchers are discussed.

1.1 Doing Science

Accurate and appropriate assessments can be used to guide teachers in making
instructional decisions. The types of assessments adopted in classrooms range from the
traditional elicitation-response-evaluation pattern, such as open-ended investigation
(e.g., [11]), to newly-emerged assessments (e.g., [12]). Even though the latter form
involves thinking and developing knowledge in disciplinary practices, this type of
summative assessment could not capture the intermediary processes involved in sci-
ence inquiry. Formative assessments that occur during the inquiry process allow for
adapting and individualizing instruction to improve students’ learning.

Many researchers have developed computer-assisted learning and assessment
environments to evaluate science inquiry. The computer-assisted assessment saves
students’ actions and response times in log files. The log files provide not only stu-
dents’ inquiry products, but also their inquiry processes [13]. For example, Gobert et al.
[3] developed automated measures for assessing science inquiry skills for designing
and conducting experiments using EDM on students’ log files. This approach com-
bined text replay tagging and educational data mining to develop a detector to assess
science inquiry skills based on what students did during inquiry. Even though log files
are collected in a nonintrusive way [14] and provide an informative progression of
inquiry practices [3], to date, most researchers do not include performance assessment
based on log data. This is probably due to the volume and complexity of log data and
the challenge in analyzing it [15]. Instead, most researchers continue to focus on
assessments based on a final product.

1.2 Writing Explanations

Scientific explanations in inquiry practices are purported to assess students’ core
conceptual understandings and reasoning about key scientific ideas used in inquiry [1,
2]. Scientific explanations require students to construct responses that can elicit critical
thinking and involve making connections between scientific concepts and evidence [10,
16]. This in turn requires assessment of complex, higher-order cognitive processes [17,
18]. Toulmin’s [19] model of argumentation is widely used as a framework for
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scientific explanations. The modified version consists of three components: claim (a
statement that establishes a conclusion for the investigated question), evidence (data or
observations that support or refute the claim), and reasoning (the scientific principle
that connects data to the claim and makes visible the reason why the evidence supports
or refutes the claim) [10, 16]. Prior research has shown that it is difficult for students to
communicate their knowledge about science (i.e. articulating and justifying their claims
with sufficient and appropriate evidence [20, 21]), distinguish evidence from theory
[16], link their claim and evidence to scientific ideas [16], or use evidence to support
their claim [22].

Researchers have assessed inquiry by examining content knowledge with proce-
dural understanding [11, 23], content knowledge with reasoning skills [10], or pre-
dicting causal explanations generated by multiple-choice questions based on
experimentation behaviors [9]. No studies have investigated procedural performance
via doing science and performance on causal explanation via writing in science inquiry.

This study investigated three research questions: (1) to what extent do students’
inquiry skills reflect their explanation skills? (2) what distribution is displayed in terms
of high versus low inquiry skills and high versus low explanation skills? and (3) to
what extent does performance on inquiry and explanation differ among the four groups
(High-High, High-Low, Low-High, Low-Low with inquiry before explanation)? We
hypothesize that inquiry performance can explain part of explanation performance
because both of these skills may require certain domain-specific conceptual knowledge.
However, as experimentation involves procedural understanding [24], doing experi-
mentation may have its own unique features that do not reflect explanation skills.
Similarly, as explanations involve connecting theory with data using reasoning, writing
explanations may have unique characteristics involved in coherently synthesizing
information. The second question may illustrate that there are some students who have
developed good inquiry skills, but are not good at articulating their understanding as
represented by their explanation. Many highly spatial science/math students could fall
into this category. Under current assessment tests, such as state multiple-choice tests,
these students are at risk for being assessed as not knowing science when they are
actually highly skilled at conducting key inquiry practices. Conversely, those who are
unskilled at inquiry but skilled at writing explanations are likely students who are
parroting what they have “learned” in science class. Under current assessment tests,
these students are at risk for being assessed as knowing science when their under-
standing is very superficial.

2 Method

2.1 Participants and Materials

293 middle school students from 18 classes in six public middle schools completed one
Inq-ITS density virtual lab (inqits.com). Inq-ITS is a web-based intelligent tutoring and
assessment system for Physical, Life, and Earth science that automatically assesses
scientific inquiry practices at the middle school level in real time within interactive
microworld simulations [3]. Within each microworld, inquiry practices proposed in the
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NGSS for middle school are assessed including: hypothesizing, collecting data, ana-
lyzing data, interpreting data, warranting claims, and communicating findings. The
Density Virtual Lab contained three activities aimed to foster understanding about the
density of different liquid substances (water, oil, and alcohol), different amounts of
liquid (quarter, half, and full), and different shapes of the container (narrow, square, and
wide). This study analyzed the data in the last activity, the shape of the container.

Students completed four stages of inquiry over the course of the Density Virtual
Lab, as illustrated in Fig. 1 and also in demos on the Inq-ITS website (inqits.com).
During the Hypothesis stage, students used a widget (dropdown menu) to formulate a
hypothesis that measured an activity goal. In the Collect Data phase, students used a
widget (clickable buttons) to manipulate the independent variables in a simulation
while a data table automatically recorded their findings. During the Analyze Data stage,
students used a widget (dropdown menu) to state their claim, identified whether or not
their claim supported their hypothesis, and selected evidence that supported their claim
(clickable). Communicate Findings was the final inquiry stage where students
responded to three open response questions in order to explain their claim, evidence,
and reasoning for how their evidence supported their claim (writing). The first three
stages are involved in doing science and we refer to the skills involved in doing science
as inquiry skill. The last stage involves writing a scientific explanation and we refer to
the skills involved in writing as explanation skill.

2.2 Measures

Inquiry skills were measured by four components using educational data mining
techniques in Inq-ITS (see [3] for details). Each component contained sublevel KCs:
(1) hypothesis (a. the identification of the independent variable (IV) and b. the iden-
tification of the dependent variable (DV)), (2) data collection (a. designing controlled
experiment, b. testing hypothesis, and c. changing pairwise IV and controlled variable),
(3) data interpretation (a. interpreting IV, b. interpreting DV, c. interpreting IV-DV
relationship, and d. supporting hypothesis), and (4) warranting claims (a. warranting
IV-DV relationship, b. number of single trial, c. supporting hypothesis, and d. all
controlled trials). Each sublevel KC was automatically graded with binary scores, 0 for
failing or 1 for succeeding at a skill. The inquiry score adopted the total of all the
sublevel KC scores, with 0 as the minimum score and 13 as the maximum score.

Fig. 1. Stages of the density virtual lab in Inq-ITS.
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The scientific explanation consisted of three components: claim, evidence, and rea-
soning. Each component was graded according to a scoring rubric that was modified
based on the previous rubrics used by researchers (e.g., [10]) (see Table 1). The previous
rubrics for claim and reasoning classified responses into incorrect or correct, but failed to
specify the extent to which the claim was correct or incorrect. Similarly, the previous
rubrics for evidence categorized three types of evidence: complete, incomplete, and
incorrect. To determine which category evidence belonged to depended on raters’ sub-
jective ratings. This ambiguity reduces the agreement among human raters. Since pre-
vious coding schemes were too general to apply to Inq-ITS claim, evidence, and
reasoning, we created a more specific coding scheme, as displayed in Table 1.

In Inq-ITS, the widget claim is constructed with four knowledge components (KCs),
IV, IVR (IV relationship, namely, any two of three types of shape; e.g., from narrow to
wide), DV, and DVR (DV relationship, namely, state of density; e.g., stays the same).
Therefore, the written claim was graded with the same four KCs. Written evidence was
graded in terms of sufficiency and appropriateness [21]. Sufficiency was a measure of
whether students provided sufficient evidence, namely, whether students specified
changing the shape of container from one shape to another. Mentioning only one specific
shape was considered insufficient evidence and not mentioning any specific shape was
considered incorrect. During data collection, a data table displayed the values for mass,

Table 1. Rubrics for scoring claim, evidence, and reasoning.

Type KC 2 points 1 point 0.5 points 0 points

Claim
(0–4)

IV X Shape X Incorrect
IV

IVR X 2 shapes 1 shape Incorrect
IVR

DV X Density X Incorrect
DV

DVR X Stays the same X Incorrect
DVR

Evidence
(0–4)

Sufficient 2 shapes 1 shape X No shape
Appropriate Mass + Volume X Data of mass &

volume
Data of
mass or
volume

Incorrect
data

Density X Data of density X No density
Reasoning
(0–6)

Theory Mass/volume = density
or property of substance

Mass + density or
volume + density or
partial property

Mass or
volume

Incorrect
theory

Connection X Data supports/refutes
claim

Partial
connection

Incorrect
connection

Data IV/IVR X Shape or 2 shapes 1 shape Incorrect
IV/IVR

DV X Density X Incorrect
DV

DVR X Stays the same X Incorrect
DVR

Note. 2 shapes = two of three types of shape (narrow, square, wide). 1 shape = any one of three types of shape. Shape means
mentioning the word “shape.”
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volume, and density for each trial a student ran. Appropriateness was a measure of
whether students provided appropriate data, specifically the data for mass, volume, and
density. Reasoning was composed of three sublevel KCs: theory, connection of data to
theory, and data. Theory referred to whether students stated the nature of density, namely,
density is only affected by the property of substance or the ratio of mass to volume. Data
referred to whether students generalized the data, such as “The shape of the container
does not affect the density of the liquid.” Data-Theory connection referred to whether
students specified that their data supports or refutes their claim.

Two expert raters discussed the rubrics and then graded for each KC or sublevel
KC. The maximum score for claim and evidence was 4 points, respectively. The
maximum score for reasoning was 6 points. Thus, the total possible score for expla-
nation was 14 points. Inter-rater reliability was assessed by the intraclass correlation
coefficient with a two-way random model and absolute agreement type [25]. The
interrater-reliabilities by Cronbach’s a were .993, .994, .938 and the intraclass corre-
lations were .986, .988, .882 for claim, evidence, and reasoning, respectively. Then two
raters discussed the disagreements and generated agreement scores. The agreement
scores were used to compute the total scores of explanation skills.

2.3 Statistical Analysis

The analyses adopted the standardized total scores of inquiry skills and explanation
skills. The relationship between inquiry skills and explanation skills was examined
using linear regression. We performed K-means cluster analyses (K = 2) on the scores
for inquiry skills and explanation skills, respectively, and classified students into low
versus high for both inquiry and explanation. We performed the Chi-square analysis on
inquiry group and explanation group to examine the distribution of students among
these four quadrants. Finally, a multivariate general linear model (GLM) was per-
formed to examine the extent to which the performance on inquiry skills and expla-
nation skills differed among these four groups. The two dependent variables were
inquiry skills and explanation skills. The independent variable was the four groups:
High-High, High-Low, Low-High, and Low-Low with inquiry before explanation.

3 Results and Discussion

3.1 Results of Linear Regression

Results of linear regression showed that the total scores of inquiry skills significantly
predicted the total scores of explanation skills, B = .53, t(291) = 10.63, p < .001.
Results suggest that inquiry skills could explain 28% of the variance in explanation
skills, R2 = .28, F(1, 291) = 112.99, p < .001. However, the majority of variance
(about 72%) in explanation skills could not be explained by inquiry skills. These
findings imply that these two types of skills possess unique characteristics that rep-
resent unique constructs. The shared variance may represent the shared content
knowledge (the relationship between the shape of the container and the density) that
students apply when they do science and write an explanation. During experimentation,
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however, knowledge about doing experiments is needed, such as how to formulate a
hypothesis, how to test the hypothesis by designing a controlled experiment, how to
collect appropriate and sufficient data, how to generate a claim based on the collected
data, and how to warrant a claim. The process of doing experiments involved proce-
dural knowledge, which is unlikely to be captured in a written explanation.

On the other hand, constructing an explanation requires knowledge about logic and
writing coherently. For example, students must understand what components should be
included in a good claim. Most students did not specify how they controlled the target
IV (e.g., The shape did not change density.); thus, generated an incomplete claim.
Students needed to report the specific data in the evidence, but they only repeated their
conclusion in this section. In reasoning, students needed to specify theory and connect
data to theory to further support the claim. In fact, most students were confused by
claim, evidence, and reasoning and repeated the same contents in each section.
Therefore, writing an explanation requires writing skills, especially in terms of how to
generate a coherent and complete claim, sufficient and appropriate evidence, and a
theory that links to data to support and validate a claim.

3.2 Results of Chi-Squire

Results of Chi-square showed that inquiry skills and explanation skills were not
independent (see Table 2), v2(1, N = 293) = 6.18, p = .013. Specifically, 46.5% of
students with high inquiry skills and 27.1% of students with low inquiry skills wrote a
high quality scientific explanation. Moreover, 53.5% of students with high inquiry
skills and 72.9% of students with low inquiry skills wrote a low quality scientific
explanation. In addition, results showed a subset of the explanation group whose
column proportions did not differ significantly from each other at the .05 level.
Specifically, 89.8% of students with high explanation skills had high inquiry skills,
whereas 10.2% had low inquiry skills. Conversely, 78.9% of students with low
explanation skills had high inquiry skills, whereas 21.1% had low inquiry skills. These
findings imply that 49.1% of the total students showed “middle” knowledge. Among
them, 44.7% had high inquiry skills, but low explanation skills and 4.4% had low
inquiry skills, but high explanation skills. 50.9% of the total students showed consistent
knowledge: 38.9% achieved both high inquiry and explanation skills and only 11.9%
had both poor inquiry and explanation skills.

Table 2. Inquiry group and explanation group (N = 293)

Explanation Skill Total v2 (df = 1)
High Low

Inquiry skill High 114 (47.5) 131 (53.5) 245 (100) 6.18*

Low 13 (27.1) 35 (72.9) 48 (100)
Total 127 (43.3) 166 (56.7) 293

Note. * p < .05. Numbers in parentheses are the percentage in each
category.
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Approximately half of the total students exhibited “middle” knowledge. These
students showed intermediary knowledge in terms of inquiry and explanation skills.
From the perspective of assessment, if they are assessed based on only one of these
skills, they will be mistakenly evaluated. This is true for students who are good at doing
science, but not skilled at writing explanations; as well as for students who are good at
writing, but not skillful at doing science. If the former group of students is encouraged
and trained in writing (or the latter in doing science), then students may have greater
opportunity to excel as scientists in the future. However, if they are inaccurately
reported as students who are poor at science based on their writing or doing science
skills, we may not recognize the potential of a number of promising scientists. Hence, it
is very important to assess science inquiry comprehensively with both doing science
and writing about science.

3.3 Results of GLM

Table 3 displays the descriptive statistics of inquiry skills and explanation skills among
four groups: High-High, High-Low, Low-High, and Low-Low with inquiry before
explanation. Results of multivariate general linear model revealed a statistically sig-
nificant difference in inquiry skills based on group, F(6, 578) = 230.35, p < .001;
ƞ2 = .705. Tests of between-subjects effects indicated that group had a statistically
significant effect on both inquiry scores (F(3, 289) = 311.06; p < .001; η2 = .764) and
explanation scores (F(3, 289) = 226.64; p < .001; η2 = .702). The table below shows
that mean scores for inquiry skills were significantly different between any two groups
(p < .001). Mean explanation scores were also statistically different between any two
groups (p < .001), except between High-High and Low-High (p = 1.000). The pat-
tern of performance of inquiry skills is displayed: High-High > High-Low >
Low-High > Low-Low. The pattern of performance of explanation is listed:
High-High = Low-High > High-Low > Low-Low.

These findings further indicate that inquiry and explanation skills are differently
represented in each group. Specifically, students with high explanation skills could
consistently write good explanations irrespective of their inquiry skills. Conversely,
students with high inquiry skills could do science better when explanation skills were

Table 3. Descriptive statistics

Group N Inquiry
skills

Explanation
skills

Mean SD Mean SD

High-High 114 0.63 0.53 0.95 0.56
High-Low 131 0.13 0.40 −0.62 0.52
Low-High 13 −1.24 0.36 0.86 0.37
Low-Low 35 −2.10 0.67 −1.09 0.66
Total 293 0.00 1.00 0.00 1.00

Note. Group displays inquiry skills first,
followed by explanation skills.
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high than when explanation skills were low. This pattern exists among students whose
inquiry skills were low: when their explanation skills were high, they could do better
science than when their explanation skills were low (even though their absolute scores
remained lower relative to students with high inquiry skills). For students whose
explanation skills were low: when inquiry skills were high, they wrote better expla-
nations than when inquiry skills were low. To sum up, if students are good at con-
ducting experiments, these skills are likely to help them yield better performance on
writing. Conversely, if students are good at writing scientific explanations, these skills
are less likely to help them do better science as writing is the final step and would not
impact their inquiry.

4 General Discussion and Implications

In this study, we explored whether what students wrote in their constructed responses
reflected what they did during science inquiry in the Inq-ITS system. Results indicated
that students’ skills at doing science only explained 28% variance in writing an
explanation. The 72% of unexplained variance is probably explained by the unique
skills involved in writing. Similarly, inquiry skills involved a series of procedural
knowledge while doing science. Chi-square analysis demonstrated that nearly half of
the students’ writing did not match with their “doing”. Findings revealed two types of
the messy middle, which further illustrated that approximately half of the total students
were good at doing science, but not good at writing explanations (44.7%). However,
there were few students who were good at writing explanations, but not good at doing
science (4.4%). Students who were good at both accounted for 38.9%, whereas those
who performed poorly on both skills accounted for 11.9%. Multivariate analysis further
indicated that each group performed differently on inquiry skills and explanation skills,
except for High-High and Low-High groups on explanation skills. Our study dusts off
the messy middle knowledge between inquiry skills and explanation skills, unfolds the
complex middle knowledge between doing and writing in science inquiry practices,
and provides implications for teachers and researchers when they design instruction
and assessment for science inquiry.

Our study provides empirical evidence that science inquiry assessment by either
doing science or writing scientific explanations does not capture the students’ overall
inquiry skills. This study explicitly demonstrated that these two skills only shared a
small portion of variance because they each involve unique constructs. Only about 40%
students developed equivalent, high inquiry skills and explanation skills. Another 10%
had equivalent but poor skills. Another half did not develop equivalent skills. Among
them, about 45% students failed to write good explanations in their open responses,
even though they had designed and conducted a good experiment to test their
hypotheses. One possible explanation is that students did not know what information
they should put in the claim, evidence, and reasoning in their open responses. Another
explanation is that students had not reified what they knew into their mental model of
the phenomena under investigation. In this situation, teachers or computer tutors in an
ITS could provide scaffolding for students for claim, evidence, and reasoning:
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(1) Claim. Prompt students that the written claim should be consistent with the
experimentation process conducted. Specifically, the written claim should contain the
same four components as displayed in the widget claim; (2) Evidence. Prompt students
to observe how the data table presents data and that the written evidence also needs to
display data with the values of mass, volume, and the corresponding density; and
(3) Reasoning. Scaffold student to understand that reasoning should include a theory
that supports the claim, data that supports the claim, and then how data connects to the
theory. This scaffolding may lead students to construct deep mental models which
reflect both their doing of science and their writing explanations about the phenomena
under investigation.

There were a few students who were poor at inquiry skills, but skillful at writing
explanations. It is possible that these students were parroting what they had “learned”
in science class, but they were not clear about how to “do” science. For these students,
it is necessary to scaffold them on procedural knowledge that is required for designing
and conducting experiments, such as how to collect controlled trials for a specific
research question and how to select appropriate and sufficient data to support a claim.

Students who were poor in both inquiry skills and explanation skills might not have
mastered content knowledge or procedural knowledge for conducting a controlled
experiment. This means that teachers or a computer tutor should not scaffold students
based solely on either doing or writing, but from the inquiry phase where students
showed difficulties. Thus, when students successfully complete experiments, they can
continue on to their writing. It is better to remind students how information is displayed
during experimentation and tell them they could use the same format when writing their
explanations. Similarly, when it is time for them to write, they could be reminded of
how claim and evidence is presented during experimentation. This scaffolding would
enhance students’ skills to build connections between doing and writing, and conse-
quently write a good explanation.

This study reveals students’ “messy middle knowledge” in science inquiry, which
explicitly informs teachers and researchers of the students’ complex learning patterns
and helps them develop adaptive and individualized instruction, curriculum, or scaf-
folding. This study also suggests that science inquiry should be interactively assessed
by evaluating both inquiry and explanation skills so as to avoid biased judgment. Even
though the current study successfully uncovered unequal performance between inquiry
and explanation skills, one limitation would be that we focused on the macro-level of
inquiry and explanation skills by aggregating the scores of the subskills. In future work,
we will further investigate whether the same phenomenon consistently exists by:
(1) analyzing the subskills that co-occur in both inquiry and explanation processes,
such as claim and evidence, and (2) adding more activities in the analyses. Under-
standing what, how, and why middle knowledge occurs facilitates adaptive feedback
and scaffolding in an ITS.
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