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Abstract  

This study examined a naturalistic, districtwide implementation of an automated writing 

evaluation (AWE) software program called MI Write in elementary schools. We specifically 

examined the degree to which aspects of MI Write were implemented, teacher and student attitudes 

towards MI Write, and whether MI Write usage along with other predictors like demographics and 

writing self-efficacy explained variability in students’ performance on a proximal and distal 

measure of writing performance. The participants included 1935 students in Grades 3–5 and 135 

writing teachers from 14 elementary schools in a mid-Atlantic school district. Findings indicated 

that though MI Write was somewhat under-utilized, teachers and students held positive attitudes 

towards the AWE system. Usage of MI Write had a mixed and limited predictive effect on 

outcomes: The number of essays written had a small predictive effect on state test performance for 

Grades 3 and 5; gain on revision had a moderate predictive effect on posttest writing quality and a 

small predictive effect for Grade 5 state test performance. Students’ average AWE scores showed 

consistently moderate to large predictive effects for all outcomes. Interpreted in light of the 

underlying architecture of MI Write, findings have implications for other school districts 

considering implementing AWE as well as the design of AWE systems intended to support the 

teaching and learning of writing.  

Keywords: automated feedback, automated writing evaluation, automated essay scoring, 

writing assessment, educational technology 
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Automated Feedback and Automated Scoring in the Elementary Grades: Usage, Attitudes, 

and Associations with Writing Outcomes in a Districtwide Implementation of MI Write 

Despite the importance of writing as a critical 21st century skill (National Commission on Writing 

[NCW] 2003, 2004, 2005), roughly two-thirds of students in the United States in grades four, eight, 

and twelve fail to achieve grade-level writing proficiency (National Center for Education Statistics 

2011; Persky et al. 2002; Salahu-Din et al. 2008). Consequently, students with weak writing skills 

are at increased risk of referral to special education and school dropout, and of failure to secure 

stable and gainful employment (Graham and Perin 2007). In turn, the societal costs of remediating 

weak writing skills are high. Postsecondary institutions, and their students, must assume the costs 

associated with providing non-credit remedial writing courses. Likewise, private corporations and 

state governments assume the costs associated with poor writing, costs estimated as billions of 

dollars annually (Bernoff 2017; NCW 2004, 2005).   

 Changing writing outcomes in the United States requires changing writing instruction. 

Indeed, national surveys indicate that students routinely lack opportunities to practice and receive 

feedback on their writing (Applebee and Langer 2009; Gilbert and Graham 2010; Kiuhara et al. 

2009). This is problematic because writing is a complex skill that develops gradually through 

interactions with members of writing communities (e.g., teachers, peers, or mentors) (Graham 

2019), and feedback is a principal form of social interaction that influences writing development 

(Biber et al. 2011; Kellogg and Whiteford, 2009; Graham et al. 2012; Graham and Perin, 2007). 

Feedback is information that indicates (a) an individual’s performance relative to a learning goal 

and (b) ways of improving performance to better reach that goal (Black and Wiliam 2009; Hattie 

and Timperley 2007). Feedback comes from an agent, such as a teacher, mentor, peer, or 

technology.  
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 Unfortunately, teachers face a number of barriers with respect to increasing the amount of 

writing practice and feedback students experience. A primary barrier is the time-costs of evaluating 

and providing feedback on student writing (Warschauer and Grimes 2008). These time-costs make 

it nearly impossible to provide timely feedback, a characteristic of effective feedback (Dujinhower 

et al. 2010; Pajares 2003; Shute 2008).  

Moreover, providing useful instructional feedback is difficult. Writing incorporates 

multiple low-level skills, such as spelling, punctuation, capitalization, grammar, and sentence 

structure; as well as high-level skills, such as word choice, organization, idea development, and 

style. Low-level skills support translation and transcription (Hayes 2012), the act of turning 

thoughts into semantically and syntactically accurate text. High-level skills support the 

development of ideas in writing. Prioritizing feedback among low and high-level skills can be 

difficult for teachers (Parr and Timperley 2010). Teachers often prioritize feedback on low-level 

skills, which in turn does little to help students improve their overall writing quality (Clare et al. 

2000; Matsumara et al. 2002). Unless the barriers associated with the time-costs and challenges of 

evaluating writing are addressed, students are unlikely to experience sufficient amounts of practice 

and feedback needed to improve as writers. 

One means of addressing these barriers is the use of automated writing evaluation (AWE). 

Though the field is absent an agreed-upon, highly specific definition of AWE and of the nature of 

automated feedback, we adopt the definition offered by Warschauer and Grimes (2008) in their 

seminal paper on AWE—a definition later used by Stevenson and Phakiti (2014) in their review 

of the effectiveness of AWE for improving writing quality—AWE are computer systems that use 

“artificial intelligence (AI) to score and respond to student essays” (p. 22). Thus, an AWE system 
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is one that provides students both with immediate essay ratings and immediate automated feedback 

to help students improve their writing when revising. 

The nature of automated feedback differs between AWE systems, but most often, 

automated feedback comes in the form of performance and task feedback, rather than process 

feedback or self-regulatory feedback (see Hattie and Timperley 2007), though there has been 

recent work to expand AWE feedback to include process feedback (Deane et al. accepted; 

Vandermeulen et al. 2020). Specifically, AWE feedback most often takes the form of error 

correction (e.g., grammar and spelling correction) and suggestions for improving writing quality 

when revising (i.e., “feed forward”). Some AWE systems’ feedback focuses on specific aspects of 

writing quality, called traits (e.g., the MyAccess and MI Write AWE systems), while other systems’ 

feedback focus on key elements within an essay such as a thesis or topic sentence (e.g., Revision 

Assistant), content accuracy (e.g., Summary Street), or provide a holistic score and separate 

diagnostic feedback related to English conventions, style, and organization and development (e.g., 

Criterion).  

In addition to automated feedback, AWE systems often include other affordances such as 

an electronic portfolio to assist students in monitoring personal writing growth, learning 

management functions to assist teachers in monitoring students’ progress (e.g., reporting features), 

commenting functions to facilitate teachers providing feedback to students (e.g., in-line and 

messaging features), peer review functionality (either anonymous or identifiable peer review), and 

embedded interactive skill-building lessons. These affordances are intended to facilitate 

pedagogically-useful interactions between the AWE system, students, teachers, and peers.  

Though AWE’s affordances are seen by many as having the potential to transform 

instruction by vastly accelerating the practice-feedback loop (e.g., Kellogg et al. 2010), AWE is 
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subject to a number of critiques that chiefly concern the consequences of AWE usage. For instance, 

there have been concerns that AWE will replace the teacher as the primary agent of feedback 

(Ericcson and Haswell 2006; Herrington and Moran 2001) and undermine the inherently social 

nature of writing (National Council of Teachers of English [NCTE] 2013). In addition, concerns 

over the susceptibility of automated scoring systems to gaming behavior (Bejar et al. 2014; Higgins 

and Heilman 2014) fuel critiques that AWE narrows and misrepresents the writing construct 

(Perelman 2014). As a result of such concerns, some groups have rejected the use of AWE 

(Conference on College Composition and Communication 2014; NCTE 2013). 

Despite such criticisms AWE’s prevalence in K–12 education in the United States has 

continued to increase. However, there has been very little research focusing on naturalistic 

implementations of AWE in school settings, and even less research focused on AWE 

implementation in the elementary grades. As such, important questions remain regarding: the 

degree to which AWE is utilized when implemented in the elementary grades, elementary 

teachers’ and students’ attitudes towards AWE, and whether AWE usage is associated with 

elementary grade students’ improved performance on proximal and distal outcomes. 

Implementation of AWE  

Research pertaining to classroom implementation of AWE is a small but growing area of 

inquiry (Stevenson 2016; Wilson and Czik 2016). Absent of research on AWE implementation in 

the elementary grades, findings from studies focusing on older students indicate that teachers tend 

to underutilize and under-implement AWE. Indeed, studies have shown that students often use 

AWE to submit texts only once, rather than using AWE to support revision (Attali 2004; Shermis 

et al. 2004; Warschauer and Grimes 2008). In addition, AWE usage tends to be intermittent during 

the school year, and some features are used inconsistently or not at all (Roscoe and McNamara, 
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2013). Other studies report low AWE implementation rates; for example, students completing an 

average of 2.3 essays within a school year (Warschauer and Grimes 2008), or 3–4 essays that were 

revised an average of 3–4 times each (Foltz et al. 2013; Grimes and Warschauer 2010). Factors 

cited as barriers to AWE implementation are the availability of sufficient computing resources, the 

pressure teachers face to keep pace with a curriculum that de-emphasizes writing (Warschauer and 

Grimes 2008; Wilson and Roscoe 2019), the inflexibility of certain AWE programs for 

accommodating customized or curriculum-specific prompts (Warschauer and Grimes 2008), and 

lack of coordinated district-level implementation plans (see Mayfield and Butler 2018).  

Attitudes Toward AWE 

Teachers generally hold positive attitudes toward AWE while also noting its limitations 

(Klobucar et al. 2013; Palermo and Thomson 2018; Roscoe and McNamara 2013; Stevenson 2016; 

Warschauer and Grimes 2008). In a study of three school districts’ implementation of an AWE 

system called MyAccess in the middle grades, Grimes and Warschauer (2010) found teachers held 

very positive attitudes regarding the system’s ability to save teachers time, to help students be 

more motivated to write, and to make writing easier. Teachers also (a) agreed that using AWE 

simplified classroom management since students were more autonomous, and (b) perceived AWE 

to be effective for a diverse group of students including general education students, English 

language learners (ELLs), students with disabilities, gifted students, and at-risk students. At the 

same time, teachers were less confident in the accuracy of the automated scoring and the ability of 

AWE to make teaching more enjoyable or to shift teachers’ focus to higher-level concerns of 

writing. Comparable conclusions were reached in studies of middle school teachers’ use of an 

AWE system called PEG Writing (now called MI Write). Teachers were asked to utilize AWE for 

half their course sections and GoogleDocs for the other half. When comparing the systems, 
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teachers rated the AWE system as easier to use and more efficient, and as promoting greater 

student independence, greater student motivation, greater writing quality, and allowing teachers to 

devote more of their own feedback to higher-level writing skills (Wilson and Czik 2016; Wilson 

and Roscoe 2019).   

English-speaking students have tended to be less skeptical and critical than teachers, and 

have expressed positive views towards AWE (Palermo and Thomson 2018), even regarding its 

scoring and feedback capabilities (Klobucar et al. 2013)—it is important to note, however, that 

college-aged English learners, particularly in English as a Second Language and English as a 

Foreign Language contexts have been critical of AWE’s error correction and feedback capabilities 

(e.g., Bai and Hu 2016; Chen and Cheng 2008). Middle-school students using MyAccess reported 

it to be easy and enjoyable to use, and they perceived its suggestions and scores favorably. They 

also reported that using MyAccess helped boost their confidence as writers. High school students 

using an AWE system called Writing Pal reported favorable opinions with respect to its ease of 

use, relevance, understandability, and feedback accuracy (Roscoe et al. 2018). To our knowledge, 

there have been no prior studies of elementary teachers’ and students’ attitudes towards AWE. 

Outcomes of AWE Usage  

Studies sampling students in Grades 3–12 have documented positive effects of AWE usage 

on improvements in overall writing quality when revising with the aid of automated feedback 

(Wilson 2017; Wilson and Andrada 2016; Wilson et al. 2014; Foltz et al. 2011; Stevenson and 

Phakiti 2014). AWE systems also support improvements in nuanced writing and writing-related 

skills such as increasing the number of explicit citations (Britt et al. 2004), improving the quality 

of text evidence used in essays (Zhang et al. 2019), increasing the degree to which peer feedback 

identifies the location of the problem in a text (i.e., peer feedback localization; Nguyen et al. 2017), 
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and motivating productive revisions of science explanations (Tansomboon et al. 2017). Though 

less common, studies have also documented positive transfer effects, that is, improvements in the 

quality of students’ writing without the aid of automated feedback (Caccamise et al. 2007; Franzke 

et al. 2005; Palermo and Thomson 2018). AWE may support writing outcomes by helping students 

internalize feedback through repeated practice and exposure (see Zellermayer et al. 1991) and to 

help students calibrate their performance against standards of writing quality, thereby facilitating 

motivation and goal setting processes aimed at improvement (Moore and MacArthur 2016).  

Findings are equivocal regarding the relationship between AWE usage and distal outcomes 

such as performance on state test of writing and English language arts (ELA). Shermis et al. (2004) 

found no effect on state test writing performance for tenth-graders assigned within classrooms to 

either an AWE condition or a business-as-usual condition. Alternatively, Wilson and Roscoe 

(2019) found that sixth-grade students assigned by classroom to use AWE outperformed peers in 

classrooms assigned to use GoogleDocs on a state test of ELA; this effect was partially mediated 

by improvements in writing self-efficacy for students in the AWE condition. One potential 

explanation for these contrasting findings is the method of AWE implementation. The use of 

within-class assignment in the Shermis et al. (2004) study likely prevented the kind of broader 

instructional integration of AWE necessary to influence performance on distal outcomes, such as 

assigning more writing, increasing the amount of student revision, and changing teacher feedback 

(Wilson and Czik 2016; Wilson and Roscoe 2019). To our knowledge, no prior research has 

examined associations between AWE usage and distal outcomes for elementary students. 

MI Write 

The present study investigates effects on teaching and learning associated with a 

districtwide implementation of the AWE system MI Write (www.miwrite.net), which is developed 

http://www.miwrite.net/
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and marketed by Measurement Incorporated. MI Write is a web-based AWE system intended to 

facilitate the teaching and learning of writing by providing students with automated scores and 

feedback. Prior to Fall 2019, MI Write was known as PEG Writing; however, for simplicity, the 

system will be referred throughout the paper by its current designation, MI Write.  

Architecture. Like other AWE systems, MI Write’s architecture is designed to mimic the 

ratings and feedback a teacher would provide to a student’s essay. This requires analyzing a 

representative sample of training essays and constructing models that map text features to scores 

while minimizing error with human scores assigned to the training essays. Separate models are 

constructed for each of six traits of writing quality (see Features below). Generalization 

performance is assessed using a test set of responses held-out from training (see Williamson et al. 

2012 for evaluation criteria). MI Write’s architecture has been informed by insights from the fields 

of computational linguistics, machine learning, and natural language processing (NLP). MI Write 

is powered by a scoring engine known as Project Essay Grade (PEG), which performs feature 

extraction of over 800 linguistic variables theoretically and empirically related to writing quality.  

In order to provide ratings and feedback for both pre-packaged and custom prompts, 

scoring models are created for six traits of writing in three different genres (i.e., narrative, 

argumentative, and informative/explanatory) and five different grade bands (i.e., 3–4, 5–6, 7–8, 

9–10, 11–12) combination, rather than for specific prompts. Thus, the training sample for each 

model includes responses to a wide range of prompts within a given genre and grade band. A 

monotonicity constraint across grade bands is built into the models to reflect a general increase in 

writing quality from one grade to the next. These constraints ensure that if identical essays are 

submitted associated with two different grade bands, the score for a given genre/trait combination 

at the higher grade band can be no higher than the corresponding lower grade band score. This 
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gives rise to a step-wise training approach for each genre/trait model across grade bands: first train 

the central grade band model using only non-negativity constraints to enforce the positive/negative 

hidden node group dichotomy, then proceed out from the central grade band, augmenting the non-

negativity constraints with bound constraints relative to the network weights of the adjacent grade 

band model just trained. This method enables PEG to yield scores that are highly consistent with 

those a human rater would assign: quadratic weighted kappa values across trait × genre × grade-

band models average in the low .800’s (C. Palermo, personal communication, April 24, 2017). 

However, scoring accuracy is not the sole goal of MI Write. Interpretability is an equally 

important goal, and a goal that is reflected in MI Write’s architecture. In order to emphasize the 

goal of supporting improvements in students’ writing quality across drafts, scoring models are 

designed to be tied directly to engine feedback while maintaining sufficient flexibility to 

approximate the human scoring process. As such, PEG relies on a modest set of instructionally-

relevant (i.e., explicit and easily interpretable) features for which meaningful feedback statements 

can be provided as inputs to a specially constructed and constrained neural network.  

The well-known universal approximation theorem ensures that a neural network with 

sufficient hidden nodes (i.e., artificial neurons) can approximate a complex scoring function with 

arbitrary accuracy (Hornick 1991). Compared to a network consisting of only input and output 

nodes, networks with hidden nodes (which group and transform input features prior to mapping to 

output scores) support input-output relationships of greater complexity. To maintain 

interpretability and intimate connection to the generated feedback, within PEG each node in the 

single hidden layer is specifically designed so that each instructionally-relevant feature enters 

exactly one hidden node. In this way, each hidden node defines a group of features specifically 

chosen to be homogenous with respect to how it should affect the trait score (positively or 
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negatively). Writing experts draw on their understanding of the constructs of each of the six traits 

of writing quality in selecting the hidden node groups separately for each trait, such that the 

grouped features measure a common component of writing quality that can be described in the 

feedback. One such group may measure vocabulary sophistication using count of sophisticated 

words, count of technical words, and count of hypernyms; another group may measure 

organization using count of transition words, count of logical adverbs, and cohesion and coherence 

measures. Each group can thus be interpreted as measuring a different aspect of writing. 

This architecture allows the model weights to be constrained in such a way that if a student 

revises an essay to increase the presence of a positive feature, or decrease the presence of a negative 

feature, his/her score will increase. By considering the gradient of the scoring network evaluated 

at the student’s response, PEG prioritizes those feedback features most likely to produce the 

greatest gains in writing quality if altered. The sigmoidal activation function applied to each hidden 

node output naturally encourages students to attend to feedback across all quality aspects because 

the relative contribution each aspect makes to the overall trait score saturates. This means that once 

a student attends to feedback that increases the contribution of a given aspect to the point of 

saturation (i.e., negligible gradient), subsequent feedback will relate to other aspects exclusively. 

In this way, MI Write’s architecture attempts to reflect pedagogical best practice by encouraging 

students to revise in ways that improve the quality of the whole text (see Fitzgerald 1987; 

MacArthur 2016) and steer students away from the typical and ineffective strategy of revising a 

single aspect of the text, typically word or phrase level changes, while ignoring sentence or text 

level changes (e.g., Chappelle et al. 2015; Kellogg et al. 2010).  

Features. Within MI Write, PEG provides students with quantitative feedback in the form 

of a trait score (range = 1–5) for each of six traits of writing quality and a holistic score formed as 
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the sum of the trait scores (range = 6–30). The six traits are development of ideas, organization, 

style, sentence fluency, word choice, and conventions; traits are based off of the widely used Six 

Trait Scoring model (Northwest Regional Educational Laboratory 2004). The purpose of the 

quantitative feedback is to help students calibrate their performance relative to grade band and 

genre-specific rubrics of writing quality.  

Students also receive qualitative feedback on these six traits. For instance, an example of 

feedback for the organization trait is, “Be sure to bring your essay to a close with a good 

conclusion,” an example of feedback for the development of ideas trait is, “Although your story is 

well developed, think about whether you can add even more details to improve your story,” an 

example of feedback for the style trait is “Try making your writing more lively by using more 

colorful language, dialogue, and questions,” and an example of feedback for the sentence fluency 

trait is, “Many of your sentences are very simple and begin in the same way. Add introductions or 

descriptive phrases to add more information and create more interesting sentences.” Students 

receive one to five feedback statements for each trait. Lastly, students receive feedback in the form 

of spelling and grammar suggestions, which are presented to the student by highlighting segments 

of the text with potential errors. 

A unique feature of MI Write is its ability to provide quantitative and qualitative feedback 

on either pre-packaged or customized writing prompts. These prompts can include various types 

of stimulus materials such as texts, websites, videos, or images. Teachers can also require students 

to utilize MI Write’s prewriting function by assigning electronic graphic organizers. 

 In addition to these functions, MI Write has a user interface that serves as an interactive 

learning environment, supporting a number of pedagogically-relevant interactions between the 

system, student, peer, and teacher. System-student interactions consist of students receiving 
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automated scoring and automated feedback, as described above. MI Write also provides students 

with customized suggestions directing students to complete certain of MI Write’s multimedia, 

interactive skill-building lessons. Finally, students can reference individual electronic portfolios 

to review their writing and their growth across the school year.  

 Student-peer interactions consist of peer review, which can be conducted in an identifiable 

or anonymous manner—MI Write facilitates both single- or double-blind review. Teacher-student 

interactions consist of students receiving feedback from their teachers via typed comments 

embedded within the text of their essay and summary comments delivered at the bottom of 

students’ score reports. Finally, teacher-system interactions consist of teachers using MI Write’s 

reporting and learning management functions to monitor student progress and identify classwide 

or individual learning needs.  

 Features are intended to support improvements in students’ writing behaviors, writing 

knowledge, and motivation and attitudes towards writing. Individually as well as collectively, 

these features are theorized to afford improved writing performance and proficiency via:  

• Prompts/practice interface: increased opportunities for writing practice 

• Electronic graphic organizers: increased planning behaviors 

• Automated trait-specific feedback that saturates: increased substantive/comprehensive 

revisions 

• Automated grammar and spelling correction: increased editing behavior 

• Automated scoring: increased calibration accuracy, motivation, and self-efficacy  

• Score reporting across time: increased motivation and self-regulation by aiding self-

monitoring of progress 
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• Anonymous or identifiable peer review: increased peer review opportunities, which in turn, 

should prompt greater substantive/comprehensive revisions 

• Interactive skill-building lessons: increased writing knowledge 

Present Study 

Though prior research has shown generally positive attitudes towards AWE as well as 

positive effects of AWE on students’ writing performance, there is a dearth of research on large-

scale, district or statewide implementations of AWE (c.f., Grimes and Warschauer 2010; 

Warschauer and Grimes 2008). Furthermore, prior AWE research has virtually ignored 

implementation at the elementary level. In absence of such research, school districts considering 

adoption of AWE may be misled by effects of researcher-led or laboratory studies of educational 

technology that may not transfer to naturalistic implementations where participants may not 

implement, or implement as intended, the educational technology (Newman et al. 2018).  

Therefore, the present study was conducted as part of a research-practice partnership (RPP) 

between a university and a school district to better inform stakeholders of the effects of AWE in a 

large-scale, naturalistic implementation in elementary schools. A secondary aim of the study was 

to gather validity evidence to evaluate the theoretical and pedagogical design decisions enacted 

within the architecture of MI Write. Given this architecture, we hypothesized that students who 

used more effective strategies and revised across word, sentence, and discourse levels of the text 

(i.e., across traits) would show gains on measures of writing achievement. Examining correlations 

between revision outcomes in MI Write and external outcomes would evaluate this premise. 

Accordingly, the purpose of the present study, which analyzed outcomes after the first year of the 

partnership, was to answer the following research questions:  

RQ1: How and to what extent was AWE implemented in district elementary classrooms? 
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RQ2: What were Grade 3–5 teachers’ and students’ attitudes towards AWE? 

RQ3: Was AWE usage positively associated with proximal and distal measures of writing 

performance, namely improvements in writing quality and gains in state test writing performance? 

Methods 

Context and Participants 

 In SY 2017–18, a school district in the mid-Atlantic region of the United States 

implemented MI Write in Grades 3–5 in all 14 of its elementary schools. Based on positive reports 

from smaller, researcher-led pilots of MI Write in district elementary schools in SY 2014–15 and 

SY 2015–16, the district elected to implement MI Write districtwide in Grades 3–5 in SY 2017–

18. The district implemented MI Write to align to its 1:1 laptop adoption in those grades. In 

addition, like other school districts that found decreasing writing instruction and writing outcomes 

associated with No Child Left Behind’s emphasis on reading and mathematics over writing, the 

district elected to implement MI Write to support efforts at increasing writing practice, particularly 

writing which requires the extended writing process, and at increasing the amount of instructional 

feedback students receive.  

A total of 3000 students and 175 teachers in Grades 3–5 from all 14 elementary schools 

participated in the districtwide implementation of MI Write during SY 2017–18. The present study 

reports results based on the sample of students and their teachers who had complete data on (a) 

both outcomes of interest, (b) both pretest measures, and (c) the AWE usage variables. Our analytic 

strategy and choice of analysis software (see Data Analysis section) resulted in listwise deletion 

of cases with missing data from any one of those sources. Thus, the sample with complete data 

consisted of 1935 students and 135 teachers in Grades 3–5 from all 14 elementary schools. 

Demographics of this sample are presented in Table 1. Sample demographics were generally 
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consistent with district demographics across those grade levels. To ensure that our decision to 

sample students with complete data would not influence results, we also conducted analyses with 

the sample that included missing data, and results were consistent. Therefore, for ease and 

simplicity we report results solely for the sample with complete data.  

Outcome Variables 

Teachers’ Attitudes Toward MI Write. In Spring 2018, an electronic survey was sent by 

the school district to teachers in Grades 3–5 who used MI Write that year. The survey included 

questions regarding the ways that teachers were trained to use MI Write, how they implemented 

the system in their classroom, and their attitudes towards the system. Teachers were asked to rate 

their agreement using a Likert scale for 20 items about MI Write’s ease of use and acceptability (7 

statements; e.g., “MI Write is easy to use”), effects on student learning (7 statements; e.g., “MI 

Write helps students improve their writing”), and effects on instruction (6 statements; e.g., “I 

assign more writing when using MI Write”). Overall reliability (α) for these 20 items was 0.96.  

Students’ Attitudes Toward MI Write. In Spring 2018, students completed a survey that 

probed their attitudes towards MI Write via nine items regarding its ease of use (e.g., “I understand 

how to use MI Write”), desirability (e.g., “I want to use MI Write again next year”), and perceived 

effectiveness for promoting motivation (e.g., “MI Write helps me feel more motivated to write”) 

and for improving writing performance (e.g., “MI Write helps me become a better writer”). Overall 

reliability (α) for these nine items was 0.92. 

Writing Quality. Three informative writing prompts per grade (9 total) were created by 

the research team and embedded within MI Write to assess students’ writing quality. Prompts 

directed students to read two short texts (each approximately 190 words) of equivalent Lexile level 

and to use information from the texts when composing their response. Prompts topics were selected 
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in partnership with the district and in consideration of students’ grade-level ELA curricula; Lexile 

levels for the stimulus material increased across grades. For instance, a Grade 3 prompt asked 

students to compare and contrast information from two texts (both 600–700L) about living in rural 

and suburban areas; a Grade 4 prompt asked students to compare and contrast information from 

two texts (both 700–800L) about the characteristics of Native American tribes in the Northeast 

and Southwest United States; and a Grade 5 prompt asked students to compare and contrast 

information from two texts (both 800–900L) about tropical and temperate rainforests. Prompts 

were counterbalanced across schools and pretest/posttest administrations to control for prompt 

effects.  

Teachers were instructed to allot several days for students to complete their writing for 

each prompt, ensuring sufficient time for students to move through each of three writing process 

steps: planning, drafting, and revising and editing. Teachers used a set of standardized directions 

to administer the writing prompts and to inform students exactly what to do in each of the three 

steps. Specifically, the directions instructed students to read the articles, make a plan, compose a 

draft, and then revise their essay within MI Write based on the automated feedback they received. 

In accordance with a process-based approach, students’ responses to writing prompts were not 

timed. 

The writing quality of students’ final drafts was measured by the PEG holistic score. PEG 

scores are highly reliable (see Shermis 2014; Shermis et al. 2002): quadratic weighted kappa of 

machine-human agreement averages in the low .800s (M = .835, SD = 0.026). We elected to use 

the PEG holistic score rather than the trait scores for two reasons. First, the holistic score is more 

aligned with other broad, general outcome measures of writing. Second, the trait scores were 

highly correlated (range r = .75–.94), which likely replicated correlations among the human-scored 
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training data (see Gansle et al. 2006). Further, when subject to a factor analysis, the trait scores 

loaded on a single factor that explained 82% of trait-score variance, suggesting that the traits 

provide similar information.  

State Test Writing Performance. Along with 12 other states and additional U.S. 

territories, Delaware administers the Common-Core aligned Smarter Balanced Assessment 

Consortium (Smarter Balanced) summative ELA test in Grades 3–8. The writing portion of the 

ELA test requires students in Grades 3–5 to complete six selected-response items and compose 

one essay as part of a performance task. Smarter Balanced estimates the performance task requires 

two hours to complete, though the test is untimed. Selected-response items are scored 

automatically and the performance task is scored by hand for three traits of writing quality: 

organization/purpose, evidence/elaboration, and conventions. Students’ scores on the writing 

portion of the ELA test are reported to the district in the form of vertically-scaled scores that range 

from 2000–3000. The 2017–18 ELA test was subject to rigorous validation (Smarter Balanced 

2018) and its marginal reliability, defined as one minus the ratio of mean error variance to observed 

score variance, was .93 for Grades 3, 4, and 5.  

Predictor Variables  

MI Write Usage Data. We examined several key MI Write usage variables using log data, 

including the number of essays students completed across the year, the average number of drafts 

completed per essay, students’ average gain score, and the total number of MI Write lesson minutes 

students completed. Though MI Write enables peer review, this feature was not used in the district; 

therefore, we did not include peer review usage as a predictor—a likely explanation for the non-

use of MI Write’s peer review function was lack of training (see Study Procedures section, below). 
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Number of essays. Repeated, sustained writing practice is essential for developing writing 

ability (Kellogg and Whiteford 2009). As an index of students’ writing practice, we calculated the 

number of unique essays (i.e., essays on different topics) students completed within MI Write 

across the school year. In addition, we also calculated a classroom-level version of this measure, 

defined as the total number of writing tasks assigned by a teacher by which more than half of the 

students in the class responded. At the classroom level, we refer to the number of essays variable 

as “Class Number of Assignments.” Accounting for number of essays across both the student and 

teacher levels allowed us to account for the total number of essays students completed as 

assignments as well as additional essays a student may have completed of his/her own motivation.  

Average drafts/essay. In addition to writing practice, writing ability develops when 

students repeatedly revise their writing with the support of feedback (Graham et al. 2015). To 

index the degree to which students revised their writing after receiving MI Write’s automated 

feedback, we calculated the average number of drafts a student completed per essay for the school 

year. We calculated this variable by dividing the total number of essay drafts a student wrote for 

the entire year by the total number of unique essays a student completed. We also calculated this 

measure at the teacher-level to account for differences in the ways that teachers utilized MI Write 

in their classroom (e.g., for primarily single draft writing or for repeated revision).  

Average gain score. To differentiate between exposure to automated feedback—indexed 

via average drafts/essay—and benefits derived from that exposure, we calculated students’ average 

“gain” score within MI Write. We first calculated the average first draft score for all essays 

submitted across the year and then calculated the average final draft score for those essays, the 

score received after a student had finished revising in response to MI Write’s feedback. The 

difference between those scores was the average “gain” score, the amount of score points a student, 
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on average, improved his/her writing when revising. We did not calculate a comparable classroom-

level variable as we considered this construct to be more appropriately measured at the student 

level. To ensure that students’ average gain score measured the intended construct and was not 

simply a proxy for students’ general writing ability, we calculated the correlation between the gain 

score and students’ average-first draft writing score. There was no correlation (r = .002, p = .940), 

affirming the validity of the average gain score measure.  

Total MI Write lesson minutes. MI Write contains a suite of interactive, multimedia skill-

building lessons, recommended to students based on their writing quality. We reasoned that usage 

of these lessons was an important aspect of system implementation, and may explain variance in 

outcomes of interest. We hypothesized that students who completed more lessons might increase 

their writing skills and have greater motivation to improve their writing relative to students who 

completed fewer lessons. To account for this, we calculated the total number of minutes students 

spent utilizing MI Write’s lessons. Since at the time of the study MI Write did not allow teachers 

to assign lessons to students, we did not calculate a comparable classroom-level variable.  

Covariates 

Prior writing performance. For both writing outcomes—the posttest PEG holistic score 

and the state writing test score—we accounted for prior writing performance. For the models 

predicting the posttest PEG holistic score, we accounted for prior performance by including the 

pretest PEG holistic score in the models, as well as students’ average first-draft score in MI Write 

(described below). For the models predicting performance on the state writing test, we accounted 

for students’ scores on the prior year’s state writing test (for Grades 4 and 5 only) and students’ 

average first-draft score in MI Write (Grades 3–5). We could not account for prior state test writing 

performance for Grade 3 students because state testing does not begin until third grade.  
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Average first-draft score. As a measure of students’ independent writing performance, 

we calculated students’ average PEG holistic score across all first-drafts they wrote for the school 

year. MI Write does not provide feedback until students submit their writing for evaluation; hence, 

first-draft performance is a reasonable indicator of independent writing performance. We utilized 

this variable to account for students’ writing performance within our predictive models (i.e., when 

predicting posttest writing quality and state writing test performance) and to ascertain whether the 

PEG scoring system indexed writing performance in a way that aligned (i.e., was correlated) with 

an external measure of writing performance (i.e., the state writing test). We also included in our 

predictive models a measure accounting for the average first-draft score at the classroom level.  

Writing Self-Efficacy. Given that writing self-efficacy, defined as a student’s confidence 

in his/her writing ability (Bruning and Kauffman 2016), is associated with writing behavior such 

as writing more in and out of school (Troia et al. 2013) and writing achievement (Graham et al. 

2007), our research team developed a writing self-efficacy survey. The survey was administered 

by the district as a GoogleForm. The 21 item survey, based on those developed by Bruning et al. 

(2013) and Graham et al. (2012), used Likert-like ratings to assess students’ writing attitudes (5 

items; e.g., “I like to learn how to write”), self-efficacy for writing conventions (4 items; e.g., “I 

can write complete sentences”), self-efficacy for idea generation (4 items; e.g., “I can think of 

many ideas for my writing”), self-efficacy for composing in different genres (4 items; e.g., “I can 

state an opinion and give reasons and evidence in my writing”), and self-efficacy for engaging in 

different writing processes (4 items; e.g., “I can revise my writing and make it better”). Reliability 

for the 21-item survey was high: α = 0.91. We thus created an overall writing self-efficacy score 

by averaging students’ scores across the 21 items (range = 1–5), with higher scores indicating 

greater average writing self-efficacy.  
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Demographics. In addition to accounting for grade level, given well-established 

demographic trends in writing performance (Troia et al. 2018), we included the following 

demographics in our analyses as dummy-coded variables: Gender, Race (dummy coded for 

African American, Asian, and Hispanic with Caucasian as the reference category), special 

education status, and ELL status. Data regarding individual students’ socio-economic status were 

not available for reporting. Instead, we measured socio-economic status at the school-level as the 

percent of students within a school receiving free or reduced lunch. 

Study Design and Data Source 

Since the entire district implemented MI Write in SY 2017–18 as part of the RPP, the 

current study employed a single-group, pretest-posttest design. In early Fall 2017, teachers 

received an initial training to use MI Write. Training was delivered by the first author in the form 

of a two-hour workshop that addressed how to login to MI Write; view and adjust course 

information; assign pre-packaged writing prompts; create, assign, and share custom (i.e., teacher-

created) writing prompts; review and provide feedback on student writing; and review the 

reporting functions available within MI Write. Due to time constraints, the initial training did not 

address all features of MI Write (e.g., teachers were not introduced to the peer review 

functionality). However, the training also discussed some pedagogical best-practices for using 

AWE, namely to utilize AWE as a tool to support teacher-led writing instruction, not replace it; to 

provide teacher feedback to supplement the automated feedback; to create and share customized, 

curriculum-specific writing prompts to better integrate AWE within the curriculum; and to 

encourage students to write and revise often. The first author provided additional training on 

request throughout the school year to grade-level teams and also responded to questions of both 



AUTOMATED FEEDBACK IN THE ELEMENTARY GRADES                                             24  
 

 

technical and pedagogical nature via email. Through these additional trainings and interactions, 

some teachers learned how to use additional features of MI Write (e.g., peer review). 

In late Fall 2017, teachers administered pretest writing prompts within MI Write. Then, 

during the year, teachers used MI Write to support writing instruction as they saw fit. The district 

did not require teachers to assign a certain number of writing prompts within MI Write or require 

that all student writing should be done using MI Write. Instead, the district provided MI Write as 

a tool to support writing instruction and encouraged, but did not require, teachers to avail 

themselves of the affordances offered by this tool.  

In Spring 2018, teachers administered a posttest writing prompt within MI Write as well 

as an electronic survey that asked students about their attitudes towards MI Write, their attitudes 

towards writing more broadly, and their writing self-efficacy. Also in Spring 2018, teachers 

responded to a survey asking them to report how they utilized, and their attitudes towards, MI 

Write. The pretest and posttest writing prompts were required by the district, but because they 

were administered as part of a research project, there was no consequence to teachers or students 

for not completing these assignments. In Spring 2018, students completed the Smarter Balanced 

ELA test, used by the state for accountability purposes. In Summer 2018, we created an 

anonymized dataset by merging district-provided demographic and state test data from Spring 

2017 (prior year) and Spring 2018 with MI Write usage data, teachers’ and students’ survey 

responses, and students’ pretest and posttest writing prompt data.  

Data Analysis  

To answer RQs 1 and 2, we utilized descriptive statistics to summarize the degree to which 

aspects of MI Write were implemented and teachers’ and students’ attitudes towards the AWE 

system. For RQ3, to investigate whether use of MI Write was associated with superior writing 



AUTOMATED FEEDBACK IN THE ELEMENTARY GRADES                                             25  
 

 

quality and state-test writing performance, we utilized hierarchical linear modeling (HLM) to 

account for the nesting of students within classrooms within schools (Raudenbush and Bryk 2002). 

For each dependent variable (i.e., the posttest PEG holistic score and the Smarter Balanced writing 

scale score), we initially specified three-level, fully unconditional models to calculate the intra-

class correlation (ICC) and determine whether there was sufficient variance to proceed with a 

three-level model. Only when the ICC is greater than 10% of the total variance in the outcome 

would the analyst need to consider multilevel methods (Lee 2000). Thus, we modified our models 

based on the initial ICC.  

For the HLM models predicting the posttest PEG holistic score, the results from the initial 

three-level models showed that school-level variance was less than 10%. Thus, we designed two-

level models—students nested within teachers—to predict the posttest PEG holistic score. 

However, we included school dummy variables as fixed effects (Allison 2009) to control for any 

school-level influence. We first specified the unconditional random-intercept model with only 

school dummy variables as fixed effects at level two. Then we added the group-mean centered 

student-level predictors and covariates at level one. The final conditional model included grand-

mean centered teacher-level predictors at level two.  

For the HLM models predicting students’ Spring 2018 Smarter Balanced writing scale 

scores, initial three-level exploratory analyses indicated that teacher-level variance was less than 

10% of the total variance. Hence, we specified two-level models that considered students nested 

within schools. For these models, instead of examining associations between teachers’ usage of 

MI Write and state test writing performance, we aggregated the teacher-level predictors by school 

and added them at level two in our models. Since we did not have the data for third-graders’ 2017 

state test scores we conducted separate analyses by grade. For each grade, we first specified 
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unconditional random-intercept models. Then, group-mean centered student-level predictors and 

covariates were added at level one. The final conditional model included the grand-mean centered 

aggregated teacher-level predictors and two additional school-level predictors with known 

associations with state test performance (Troia et al. 2018): the percentage of students within the 

school receiving free or reduced-priced lunch (%FRL) and the percentage of students in the school 

who made adequate growth in ELA performance the prior year. 

HLM analyses were conducted using HLM 7 software. For all analyses, we calculated the 

percent of variance explained in the outcome by comparing the variance components of the final 

conditional model to those of the unconditional model. As a measure of effect size, we calculated 

standardized coefficients by multiplying the unstandardized coefficient by its standard deviation 

and then dividing by the standard deviation of the dependent variable (Lorah 2018; Snijders and 

Bosker 2012). According to Cohen’s (1988) interpretation of standardized coefficients, we identify 

.05 as a small effect, .10 as a medium effect, and .25 as a large effect.  

Results 

RQ1: AWE Implementation and Utilization 

Teacher Usage: Survey Data. Teachers (n = 69) primarily relied on AWE during their 

writing instructional period, which averaged 35 minutes daily (SD = 9.93 min; range = 10–45 min; 

Mdn = 30 min). The majority of teachers agreed or strongly agreed (83%) that they felt adequately 

trained to use MI Write to teach writing. When asked how they used MI Write in their classroom 

that year, teachers most frequently required students to complete all or most of the curriculum-

required writing assignments plus additional writing activities (50% of respondents). The next 

most common usages were (a) using MI Write only for the writing assignments required in the 

district curriculum (30%), and (b) completing only the district-mandated pretest and posttest 
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writing prompts (10%), or (c) using MI Write as a “center” activity, where students could use MI 

Write as a form of voluntary, supplemental independent practice (10%).  

Teachers reported that the most common features of MI Write they used were, in order of 

frequency: assigning one of MI Write’s pre-packaged prompts to students, assigning a teacher-

created prompt that did not have stimulus material, reviewing and printing students’ score reports, 

providing written comments to students through MI Write, sharing a prompt within MI Write with 

grade-level colleagues, assigning a teacher-created prompt that did have stimulus material, using 

MI Write’s messaging functions to respond to a student question or comment, and to use MI 

Write’s peer review features. This list indicates that the most basic features of MI Write (e.g., 

assigning a pre-packaged writing prompt and reviewing score reports) were used most frequently, 

whereas the features that required the greatest facility with the system (e.g., assigning a teacher-

created prompt that had attached stimulus material or using MI Write’s peer review functions) 

were used least frequently.  

Teacher Usage: Log Data. Descriptive statistics of classroom MI Write usage variables 

are presented in Table 2. On average, teachers assigned 4.44 writing assignments across the school 

year and had their students revise each assignment 3.70 times. There were no statistically 

significant grade-level differences in the average number of assignments [F(2, 130) = 0.95, p = .388]. 

There was a marginally statistically significant overall effect of grade-level on the number of 

revisions completed at the classroom level [F(2, 130) = 3.01, p = .053], with fifth graders revising to 

a slightly greater degree than third graders (p = .062). The average first-draft PEG holistic score at 

the classroom level was 16.84. There were statistically significant differences across grades for 

classroom performance [F(2, 130) = 4.76, p = .010]: third grade classrooms performed lower than 
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those of fourth grade (p = .056) and fifth grade (p = .016), but there were no differences between 

the average performance of fourth and fifth grade classrooms (p = 1.000).   

Student Usage: Log Data. Figure 1 shows the number of drafts submitted to MI Write 

across the school year. Across the district’s 14 elementary schools, students submitted a total of 

78,582 drafts. Consistent with prior research (Roscoe and McNamara 2013), AWE usage was 

inconsistent. A large spike in usage in the fall was followed by a decline towards the end of the 

calendar year, fluctuating usage in the first few months of 2018, and a large spike in usage in May 

that likely coincided with preparation activities for the state test and district posttesting.  

Table 2 reports descriptive statistics of key MI Write usage variables at the student level 

for the full sample and disaggregated by grade. On average, students completed 6.84 assignments 

within MI Write across the school year and revised those essays an average of 4.56 times. There 

were statistically significant grade-level differences for both number of essays completed [F(2, 1932) 

= 54.66, p < .001] and average drafts/essay [F(2, 1932) = 30.78, p < .001]. Fourth graders completed 

a greater number of essays than fifth graders who completed a greater number of essays than third 

graders, and fifth graders revised those essays more than both third and fourth graders who revised 

to an equal degree (all contrasts p < .001).  

Students’ average first draft score was 15.28 (SD = 3.82) and students’ average gain score 

was 1.85 holistic score points, indicating that the overall sample made approximately half a 

standard deviation gain in writing quality between first and final drafts, on average. There were 

statistically significant grade-level differences for students’ average first-draft score [F(2, 1932) = 

27.57, p < .001] and average gain score [F(2, 1932) = 31.63, p < .001]. For both variables, fifth graders 

scored higher than fourth graders who scored higher than third graders (all contrasts p < .001). 
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Students used MI Write’s interactive skill-building lessons infrequently. The median was 

0 minutes of lesson usage for the sample. Thus, we created dummy variables to represent ranges 

of lesson usage: 0 min (59% of sample), 1–12 min (16.5% of sample; 12 min = 75th percentile), 

and ≥ 13 min (24.2% of sample). A slightly higher percentage of fifth-graders completed 1–12 min 

of lessons than fourth graders (19% versus 13%; p = .011), while a slightly higher percentage of 

fourth graders completed ≥ 13 min of lessons (28% versus 21%; p = .026). There were no other 

statistically significant grade-level differences for lesson usage.  

RQ2: Teacher and Student Attitudes Toward AWE  

Table 3 shows descriptive statistics of the survey items evaluating teachers’ attitudes 

toward AWE. The median and modal responses for all but two items—both of which related to 

the accuracy and validity of MI Write’s automated scoring—were 4 on a 5-point Likert-like scale 

(1 = Definitely not; 2 = Probably not; 3 = I don’t know; 4 = Probably yes; 5 = Definitely yes). 

There were no statistically significant differences in teachers’ attitudes across grade levels for any 

of the items; thus, for parsimony, Table 3 reports descriptive statistics only for the overall sample.  

Table 4 presents descriptive statistics of the survey items evaluating students’ attitudes 

toward AWE. Overall, students’ attitudes toward AWE were positive, with the mean of all the 

items ranging from 3.32 to 4.38 (SD = 1.11), the median ranging from 4–5, and the mode being 5 

for all items. Interestingly, while teachers perceived MI Write to increase student writing, students 

themselves reported the lowest agreement with the item “MI Write helps me feel more motivated 

to write” (M = 3.32), suggesting perhaps that while students exhibited more energy to improve 

their writing—as noted by strong agreement with the item about fixing writing—students’ broader 

motivation and attitude towards writing was not influenced by the adoption of AWE. Using a 

Bonferroni-corrected alpha of p = .006, a series of one-way ANOVAs was conducted to examine 
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grade-level differences for students’ responses to each of the nine items. There were statistically 

significant grade-level differences for Item 3 (“I believe the scores that MI Write gives”) and Item 

9 (“I want to use MI Write next year”): F(2, 1909) = 10.58 and 5.13 with p < .001 and p = .006, 

respectively. In each case, third graders displayed greater mean agreement than their peers.  

RQ3: Associations Between AWE Usage and Outcomes 

Writing Quality. Results of HLM analyses predicting gains in writing quality as measured 

by the posttest PEG holistic score are shown in Table 5. After accounting for students’ 

demographics, writing self-efficacy, the pretest PEG holistic score (β = 0.28, a large effect size), 

and student’s average first-draft score (β = 0.26, a large effect) and the classroom average first-

draft score (β = 0.22, a medium effect size), one AWE usage variable was associated with gains in 

posttest writing quality: students’ average gain score (β = 0.12, a medium effect size). Students’ 

total number of essays submitted, average drafts per essay, and lesson usage had no significant 

associations with gains in writing quality, nor did the classroom number of writing assignments or 

the classroom average drafts/essay. However, average drafts per essay was moderately correlated 

with students’ average gain score in all grades: r = .661 in Grade 3, r = .781 in Grade 4, and r = 

.678 in Grade 5. Thus, findings suggest that after accounting for the number of revision attempts 

students made, students who were more successful at revising their essays, as indicated by greater 

average gain scores, produced higher quality posttest essays. Overall, student-level variables 

explained 32.33% of the variance in the posttest PEG holistic score and teacher-level predictors 

explained 8.20% of the variance.  

State Test Performance. Results of the HLM models predicting 2018 Grade 3 

performance on the writing portion of the Smarter Balanced state test are presented in Table 6. 

After accounting for students’ demographics, writing self-efficacy, and student’s average first-
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draft score (β = 0.25, a large effect), only one AWE usage variable was associated with state test 

writing performance in Grade 3: total number of essays submitted in MI Write (β = 0.08, a small 

effect). None of the teacher-level MI Write usage predictors (aggregated to the school level) were 

significant predictors. The only school-level predictor that was statistically significant was the 

percentage of FRL (β = −0.57, a large negative effect). Overall, student-level and school-level 

predictors explained 25.40% and 83.90%, respectively, of the variance in third-graders’ state test 

writing performance.  

Results of the HLM models predicting 2018 Grade 4 performance on the writing portion 

of the state test are presented in Table 7. After accounting for students’ demographics, writing self-

efficacy, prior state test writing performance, and students’ average first-draft score (β = 0.11, a 

medium effect), none of the student-level or teacher-level AWE-usage variables (aggregated to the 

school level) were significant predictors. The only school-level predictor that was statistically 

significant was the percentage of FRL (β = −0.39, a large negative effect). Overall, student-level 

and school-level predictors explained 46.19% and 67.56%, respectively, of the variance in fourth-

graders’ state test writing performance. 

Results of the HLM models predicting 2018 Grade 5 performance on the writing portion 

of the state test are presented in Table 8. After accounting for students’ demographics, writing self-

efficacy, prior state test writing performance, and students’ average first-draft score (β = 0.19, a 

medium effect), the following AWE-usage variables were associated with gains in state test 

writing performance: total number of essays submitted in MI Write (β = 0.07, a small effect) and 

average gain score (β = 0.08, a small effect). None of the teacher-level MI Write usage predictors 

(aggregated to the school level) were significant predictors. As with the HLM model predicting 

posttest writing quality, even though the average number of drafts and average gain score were 
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moderately correlated, the average gain score was a stronger predictor of writing performance on 

external measures. There was a large negative effect size of school FRL percentage (β = −0.57). 

Overall, student-level and school-level predictors explained 53.81% and 90.01%, respectively, of 

the variance in state test writing performance. 

Table 9 presents a summary of findings for RQ3. 

Discussion 

This study extended prior research on AWE by examining a naturalistic, districtwide 

implementation of the AWE system MI Write in the elementary grades. Results indicated that 

AWE usage fluctuated throughout the school year and the lesson and peer review features were 

effectively unutilized. Teachers and students held positive attitudes towards AWE and there were 

varying patterns of association between AWE usage and gains in writing quality and state test 

performance. Of note—given the architecture of MI Write—was the finding that the average gain 

score, and not the average number of drafts per essay, was predictive of external outcomes. The 

average first-draft PEG score consistently showed moderate to large predictive relationships with 

all outcomes. Findings serve as a benchmark for other districts considering adopting AWE systems 

to support the teaching and learning of writing in the elementary grades. In addition, findings offer 

a partial validation of the theoretical, pedagogical design decisions undergirding the architecture 

of MI Write’s scoring and feedback systems.  

Implementation: Considerations and Challenges 

Findings related to implementation confirm prior research that teachers may not utilize 

AWE continuously across the school year nor utilize all AWE features (Roscoe and McNamara 

2013), which is consistent with naturalistic implementations of educational technology more 

broadly (Newman et al. 2018). Findings also extend prior research by illustrating that the main 
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functionality of AWE, that of drafting and revising essays, was utilized to a moderate degree. On 

average, teachers assigned their classes approximately four essays within MI Write and had their 

students revise four times, a level of usage exceeding that reported in some prior research (e.g., 

Attali 2004; Shermis et al. 2004; Warschauer and Grimes 2008) and consistent with that reported 

in others (e.g., Foltz et al. 2013; Grimes and Warschauer 2010). The average usage for students 

exceeded that of the classroom assignments; on average, students completed approximately 7 

essays and 5 revisions per essay, which is the highest implementation within AWE research 

reported to date. Differences in classroom and student use averages are perhaps explained by two 

related factors. First, we defined a classroom assignment as one for which at least 50% of students 

submitted a response. Teachers could also provide writing assignments for enrichment purposes 

to individual or groups of students. Second, several teachers implemented AWE as a center activity 

to increase independent practice. Teachers used AWE flexibly within and across classrooms.    

Furthermore, students not only revised their essays several times, they increased their 

writing performance approximately a half standard deviation between first and final drafts, on 

average. This finding is consistent with prior research illustrating that AWE motivates greater 

amounts of revision (Wilson and Czik 2016; Grimes and Warschauer 2010) and that students can 

productively utilize automated feedback to revise (Wilson and Andrada 2016; Wilson et al. 2014; 

Foltz et al. 2011). This finding is encouraging because elementary students typically revise very 

little, especially in ways that increase quality (Fitzgerald 1987; MacArthur 2016). When integrated 

with teacher-led writing instruction, AWE can be expected to increase the amount of revising, and 

effective revising, that elementary students conduct. 

While there was a moderate degree of utilization of AWE, findings beg the question as to 

why utilization was not more consistent across the school year, particularly since the intention of 



AUTOMATED FEEDBACK IN THE ELEMENTARY GRADES                                             34  
 

 

AWE is to increase the amount of regular writing practice students experience. On average, 

teachers assigned an essay within the AWE system every other month—Why not more?  

Unlike prior large-scale implementations of AWE (Warschauer and Grimes 2008), the 

present implementation did not suffer from lack of technology resources (each student had a 

laptop), lack of district-level support for the integration of AWE within instruction (the present 

study was conducted within an RPP), sufficient professional development (teachers felt suitably 

trained), or lack of an AWE system that functions with customized prompts (MI Write allows 

teachers to create prompts). Still, the pattern of AWE utilization reflects that of massed practice, 

where students engage in less frequent but highly intensive periods of writing activity, rather than 

distributed practice, where students practice writing frequently and consistently. It is the latter 

form of practice that is essential for supporting retention and generalization of acquired skills to 

novel contexts (Archer and Hughes 2011), such as performance on distal measures like a state test.  

Thus, in absence of commonly-cited barriers to increasing AWE utilization, it is possible 

that teachers lacked sufficient technological-pedagogical content knowledge (TPACK; Mishra and 

Koehler 2006) to understand how to enact instructional best-practice that emphasizes frequent 

practice (Graham et al. 2012) with the affordances of AWE. Another possibility is that teachers 

possessed sufficient TPACK but curricular pressures inhibited increasing students’ writing 

practice. Prior research has shown that even when teachers report positive attitudes towards AWE 

the pressure to keep pace with a curriculum that includes limited opportunities for extended writing 

practice may trump the time-saving affordances of AWE (Wilson and Roscoe 2019). A teacher 

who is committed to increasing writing practice can do so using AWE—some teachers in the 

present study assigned 10 writing assignments—but to transform writing outcomes for students, 

more composing opportunities may need to be embedded at the curricular level. AWE can be 
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expected to maximize a teacher’s time, and professional development and training can augment 

teachers’ TPACK, but curricular barriers to increasing writing practice may need to be addressed 

as well.  

Our findings also suggest that districts may need to take a more hands-on, authoritative 

approach regarding expectations for AWE implementation. The school district encouraged but did 

not require teachers to utilize MI Write; there were no consequences, positive or negative, 

associated with use or non-use of MI Write. We feel that this approach is wise for districts in the 

stage of initial adoption—indeed, the current study reports results of the first year of district-wide 

adoption. However, increasing AWE implementation—and ultimately student writing practice and 

writing outcomes—may, in later years, require districts to exert greater authority with respect to 

the role that AWE is to play within the curriculum (see Mayfield and Butler 2018). 

Attitudes 

Findings related to attitudes towards AWE were consistent with prior research showing 

that teachers tend to hold positive attitudes while also recognizing AWE’s limitations (Klobucar 

et al. 2013; Palermo and Thomson 2018; Roscoe and McNamara 2013; Stevenson 2016; 

Warschauer and Grimes 2008) and that students tend to be positive and less critical than teachers 

(Klobucar et al. 2013; Grimes and Warschauer 2010; Palermo and Thomson 2018; Roscoe et al. 

2018). Moreover, younger students appear to be more trusting and more motivated than older 

students, an interpretation consistent with prior research showing that motivation declines as 

students progress in school (Nolen 2007). 

Teachers in the present study showed evidence of holding nuanced attitudes towards AWE, 

which suggests that their judgements were free of halo or novelty effects. Teachers reported the 

least agreement—though still generally positive—with statements regarding the validity of the 
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automated scoring and the appropriateness of MI Write’s automated feedback, but generally 

agreed that AWE is effective for a diverse range of learners including ELLs and students with 

disabilities, groups who historically struggle with writing (Graham et al. 2017; Salahu-Din et al. 

2008).  

Though our data do not reveal why teachers reported less agreement regarding the 

appropriateness of MI Write’s automated feedback, anecdotal evidence suggests this may stem 

from differences in the way in which AWE and teachers provide feedback. AWE provides 

feedback in a consistent fashion, regardless of student effort or student characteristics, or at what 

point a student is within the curriculum (i.e., a student may receive feedback on skills not yet 

introduced by the teacher). This is quite different from the manner in which most teachers provide 

feedback and this may have led teachers to be less positive about MI Write’s feedback (see Wilson 

et al. under review). Future research should more rigorously explore teachers’ perceptions of 

automated feedback to understand the drivers and to identify ways in which AWE developers 

might improve automated feedback to support more successful instructional integration. 

Interestingly, though teachers were the most skeptical about the congruence of MI Write’s 

automated scoring with scores on Common Core-aligned rubrics and state test scores, the 

quantitative analyses showed that the PEG holistic score was the strongest predictor of state test 

writing performance, even stronger than many demographic factors and only weaker than prior 

state test performance. Prior research on screening with AWE has also shown automated scores to 

be valid predictors of state test performance (Wilson 2018; Wilson et al. 2016). Additional research 

should explore teachers’ perceptions of automated scoring, how those perceptions are formed, and 

how they may later influence students’ own perceptions of AWE systems (see Roscoe et al. 2018). 

Associated Effects on Outcomes 
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The study extends prior research investigating AWE usage, particularly with the population 

of elementary students, and extends the limited research base related to gains in distal measures of 

writing performance, such as a state tests (see Shermis et al. 2004; Wilson and Roscoe 2019). 

Predominantly it was not AWE usage that was associated with writing outcomes; it was writing 

performance—as measured by MI Write’s PEG automated essay scoring system—that most 

consistently predicted outcomes. Students’ average first-draft PEG holistic score was a significant 

predictor of each outcome with effect sizes ranging from medium to large. AWE thus appears to 

index writing ability in ways that are meaningfully related to outcomes of interest and may hold 

promise for progress monitoring in natural settings, use as a benchmark writing assessment 

(Wilson et al. 2016), or periodic universal screening (Wilson 2018). This is an important finding 

as there is need for efficient, reliable, and comprehensive writing assessments to support teachers’ 

instructional decision making (Graham et al. 2015).  

The variable used as a proxy for writing practice (number of essays) predicted state test 

performance in Grades 3 and 5, with small effects in each model. The ability to improve one’s 

writing in response to feedback (average gain score) predicted posttest writing quality and Grade 

5 state test writing performance. However, the number of times students revised their essays 

(average drafts/essay) was not a statistically significant predictor of outcomes. This suggests that 

the number of revisions is not linearly correlated with improvements in writing quality. Indeed, 

prior research has shown that there is a saturation point for revision attempts in AWE at which 

point gains in writing quality are maximized (Wilson 2017; Wilson and Andrada 2016; Wilson et 

al. 2014). Instead, the average gain score, which measured how effectively students revised their 

writing, was a better predictor. While the average gain score is not a direct measure of AWE usage, 

it is an indirect measure of usage, reflecting the effort students invest to improve their performance 
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using automated feedback; indeed, the average gain score was moderately correlated with average 

drafts per essay in each grade. Nevertheless, even after accounting for covariates and classroom or 

school-level factors, the majority of student-level variance in outcomes was left unexplained by 

AWE usage and performance. Thus, it is important that future research continue to explore the 

direct and indirect effects of AWE usage on outcomes of interest.  

Implications of Study Findings for the Design and Development of AWE Systems 

 A secondary goal of the present study was to gather validity evidence to evaluate the design 

decisions undergirding the architecture of MI Write. A key design decision was to balance scoring 

accuracy with feedback interpretability. Accuracy and interpretability can be at odds in artificial 

intelligence applications. For example, current deep learning approaches such as deep neural 

networks tend to be more accurate at predicting human ratings than simpler machine learning 

techniques. However, the complexity of the data transformations involved with such “black box” 

approaches introduces a challenge in relating model weights back to text features. This has the 

potential to maximize reliability (i.e., consistency) at the cost of validity, in particular construct 

validity. In contrast, interpretability is aided by defining a smaller set of instructionally-relevant 

features with clear connections to formative feedback. The architecture of MI Write attempts to 

balance accuracy and interpretability to foster user trust and encourage productive revising 

behaviors. Productive revising is further aided by PEG’s feature-level saturation facet of the 

overall trait score; to realize recurrent improvements in performance across drafts, students must 

attend to errors and make improvements to their writing across levels of language and across traits.  

 Findings of analyses related to our third research question provide validity evidence in 

support of the theoretical and pedagogical decisions enacted in the architecture of MI Write. 

Specifically, though the average number of drafts per essay was positively and moderately 
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correlated with the average gain score, only the average gain score was predictive of outcomes. It 

was not the amount of revision, but how effectively a student revised that predicted performance 

on measures of writing proficiency. Thus, (a) because MI Write rewards revising strategies that 

are more comprehensive in nature (i.e., more effective revising strategies; MacArthur 2016), and 

(b) students with higher average gain scores performed better on measures of writing proficiency, 

irrespective of their average first-draft PEG score, this suggests that (c) MI Write is steering 

students to adopt skills and strategies that are beneficial on broader, distal measures of writing 

performance.  

Yet, this was true only for two of the four outcomes: posttest PEG holistic score and fifth-

grade Smarter Balanced writing performance. Neither average drafts per essay nor average gain 

score was predictive of state test performance in Grades 3 and 4. Additional supports may need to 

be embedded within MI Write, or provided by teachers, to scaffold effective revising and the 

acquisition of effective writing skills for third- and fourth-grade students. Scaffolding tools have 

shown promise for improving student writing (Rapp and Kauf 2018) and incorporating such tools 

within AWE systems may be a productive avenue of AWE development. 

 Study findings have several implications for the design of AWE systems. First, it is 

important that AWE systems enact a thoughtful balance of scoring accuracy and interpretability. 

Second, the design of scoring and feedback algorithms should be based around a pedagogically-

sound theory of writing instruction (see also Roscoe et al. 2013). Third, scaffolds may be needed 

to support the revising behavior of AWE users (see also Roscoe et al. 2016), particularly younger 

students. Fourth, and finally, AWE developers should continue to examine associations between 

AWE usage and external measures in the context of naturalistic implementation. Such research 
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may provide, as it did in the current study, valuable evidence of the validity of underlying design 

decisions as well as insight into areas of system improvement.   

Limitations and Future Directions 

 First, due to the nature of the RPP and the districtwide implementation of AWE, the study 

used a pretest-posttest design without a control group or random assignment. Evidence is thus 

correlational and cannot be interpreted as showing a causal relationship between AWE 

implementation and gains in writing outcomes. Further, in absence of a randomized control trial 

and A/B testing, we cannot say which specific features of MI Write were most effective, only that 

implementing the system as a whole was associated with the outcomes we observed. Our study 

also means that we cannot rule out the possibility that other instructional factors and not AWE 

usage per se contributed to the observed gains. However, even if the associated effects of AWE on 

outcomes reflect unmeasured instructional factors, it suggests that AWE was a part of an effective 

writing teacher’s instructional approach. Nevertheless, to support claims about the impact of AWE 

implementation on outcomes future research should adopt more rigorous designs.  

 Second, we relied on log data recorded within MI Write and self-report teacher surveys to 

characterize MI Write implementation. Resource limitations prohibited conducting classroom 

observations to an extent that would allow for drawing representative conclusions. A productive 

avenue of future research would be to validate a classroom observation protocol for AWE-

integrated writing instruction. Data from such a measure may help identify typologies of teachers’ 

AWE implementation and those typologies may further explain variance in outcomes of interest.  

 Relatedly, though teachers were provided with standardized directions for administering 

the pretest and posttest writing prompts, we did not conduct checks on fidelity of assessment 

administration, electing instead to emphasize ecological validity given the focus of the study on 
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naturalistic implementation of AWE. Nevertheless, we cannot rule out the possibility that students’ 

performance varied as a result of between-teacher differences in assessment administration. 

 Third, the 51% response rate to the spring teacher survey regarding AWE introduces the 

possibility that survey responders differed systematically from nonresponders. However, a series 

of ANOVA suggests that this may not be the case: There were no statistically significant 

differences in rates of classroom-level AWE usage between responders and nonresponders for 

number of assignments (F = 0.08, p = .772), class average drafts/essay (F = 0.04, p = .846), or 

class average first draft score (F = 0.45, p = .503). These non-significant differences mitigate the 

threat of response bias, but survey data should still be interpreted cautiously.  

 Fourth, we did not have access to teacher demographic data, and thus necessarily did not 

include relevant demographic variables as predictors in our models. However, we acknowledge 

that teacher characteristics, such as number of years teaching and degree of preparedness for 

teaching writing, may influence how teachers implement AWE. Future research should explore 

the interaction of teacher characteristics and AWE implementation. Such research may support 

efforts to improve targeted professional development and ongoing implementation support. 

 Fifth, we elected to examine the PEG holistic score as an outcome variable rather than the 

trait scores. Though our decision was grounded in practical (i.e., the holistic score is similar to 

other outcome measures) and psychometric reasons (i.e., high correlations among the trait and 

holistic scores), we acknowledge that our decision precluded us from determining whether 

improvements in overall writing quality were driven by gains in a subset of the traits versus all 

traits. Future research should explore the nature of gains in writing quality associated with use of 

AWE.   
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 Sixth, our reliance on log data captured within MI Write meant that we were unable to 

account for the amount of writing that occurred outside the AWE system. Future AWE research 

should supplement log data with data regarding the number of assignments in the curriculum and 

the number of assignments teachers completed within and outside the AWE system. This would 

not only help to characterize the extent of AWE usage but would help to identify whether AWE 

usage is promoting writing practice over and above what is required by the curriculum.  

 Finally, in absence of an agreed-upon, highly specific definition of AWE we adopted a 

seminal definition of AWE that identifies automated scoring and automated feedback as central 

components of AWE (see Stevenson and Phakiti, 2014; Warschauer and Grimes, 2008). We 

studied a single AWE system, MI Write, that meets this definition. Our results are broadly aligned 

with prior research on other AWE systems that also conform to this definition. Yet, there are 

unique architectural differences in AWE systems, and given that we investigated MI Write only, 

results may not generalize to other AWE systems. Furthermore, our results would not generalize 

to programs, such as Grammarly, that solely provide error correction on low-level writing skills 

(e.g., spelling and grammar), despite such programs being categorized in recent years as AWE 

(e.g., Parra and Calero, 2019). As the field of AWE grows, it will be critical for researchers to 

attend to definitional issues surrounding AWE, including such issues as whether or not automated 

scoring is essential feature of AWE and whether any type of feedback, addressing any component 

of writing skill, qualifies a system as AWE. Having a clearer definition of AWE will improve the 

accuracy of claims made about the effectiveness, or lack thereof, of AWE, and will support 

practitioners seeking to adopt AWE to help improve the teaching and learning of writing.  
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Table 1  

 

Demographics of Student Sample 

 

Variable Number Percentage 

Grade 

3 668 34.5 

4 747 38.6 

5 520 26.9 

Gender 

Male 955 49.4 

Female 980 50.6 

Race 

African American 300 15.5 

Asian 130 6.7 

Hispanic/Latino 606 31.3 

White 1490 77.0 

Others 4 0.2 

SPED 207 10.7 

ELL 437 22.6 

Note. N = 1935. Racial categories were not mutually exclusive; therefore, the percentages total to 

more than 100 percent.  
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Table 2 

Descriptive Statistics for MI Write Usage, Self-Efficacy, and Outcome Variables 

 Overall  Grade 3 Grade 4 Grade 5 

 M (SD) M (SD) M (SD) M (SD) 

Class Number of Assignments 4.44 (3.16) 3.96 (2.26) 4.82 (3.93) 4.56 (2.99) 

Class Average Drafts/Essay 3.70 (2.61) 3.27 (2.31) 3.48 (2.32) 4.62 (3.21) 

Class Average Score across Prompts 16.84 (4.50) 15.32 (4.04) 17.44 (4.75) 18.10 (4.27) 

Student Total Number of Essays  6.84 (5.39) 5.23 (3.28) 8.14 (6.80) 7.03 (4.73) 

Student Average Drafts/Essay 4.56 (3.36) 4.02 (3.18) 4.38 (3.03) 5.49 (3.80) 

Student Average First Draft Score 15.28 (3.82) 14.50 (3.47) 15.39 (3.93) 16.12 (3.90) 

Student Average Gain Score  1.85 (1.75) 1.47 (1.55) 1.90 (1.76) 2.27 (1.87) 

Student Lesson Minutes (1−12mins) 0.16 (0.37) 0.18 (0.38) 0.13 (0.34) 0.19 (0.40) 

Student Lesson Minutes (≥ 13mins) 0.24 (0.43) 0.23 (0.42) 0.28 (0.45) 0.21 (0.41) 

Average Self-Efficacy  4.02 (0.60) 3.98 (0.64) 4.02 (0.59) 4.08 (0.55) 

Pretest PEG Holistic Score 15.31 (5.11) 13.31 (4.57) 16.57 (5.28) 16.09 (4.74) 

Posttest PEG Holistic Score 18.24 (4.75) 17.14 (4.68) 18.89 (4.95) 18.71 (4.30) 

2017 Smarter Balanced Writing 

Scorea 

2456.51 

(92.31) 

- 2441.54 

(90.93) 

2479.52 

(88.80) 

2018 Smarter Balanced Writing 

Scorea 

2481.33 

(110.69) 

2436.91 

(98.38) 

2481.46 

(110.10) 

2538.21 

(100.05) 

Note. Nstudent: Overall = 1935; Grade 3 = 668; Grade 4 = 729; Grade = 520. Nteacher: Overall = 

135; Grade 3 = 49; Grade 4 = 51; Grade 5 = 35. aSmarter Balanced writing scale score (range = 

2000–3000).  
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Table 3  

Teachers’ Attitudes toward AWE  

Item  M (SD) Mdn Mode 

Ease of Use and Acceptability       

1. MI Write is easy for me to use.   3.75 (0.85)  4 4 

2. MI Write is easy for my students to use.  3.65 (1.00)   4  4 

3. MI Write scores correlate with Common Core 

rubrics.   

3.29 (0.94)   3 4 

4. MI Write scores are accurate predictors of Smarter 

Balanced.   

 3.04 (0.93)       3     3  

5. MI Write’s feedback is appropriate.  3.28 (1.07) 4  4 

6. MI Write helps me differentiate instruction.   3.33 (0.97)  4  4 

7. I would like to continue using MI Write.   4.00 (1.03)      4     4 

Effects on student learning     

8. MI Write helps students improve their writing.   3.62 (1.00)  4  4 

9. MI Write increases writing motivation.  3.81 (1.05) 4 4 

10. ELLs benefit from MI Write.  3.46 (0.96) 4 4 

11. Students with disabilities benefit from MI Write.  3.48 (0.98) 4 4 

12. Students write and revise more with MI Write.  3.93 (1.06) 4 4 

13. Students receive more feedback with MI Write.  3.88 (0.93) 4 4 

14. Students are able to apply the feedback they receive 

from MI Write.  

3.62 (1.07) 4 4 

Effects on Instruction     

15. MI Write helps me address my students’ needs.  3.70 (0.79) 4 4 

16. I assign more writing when I use MI Write.  3.33 (1.11) 4 4 

17. Using MI Write helps me teach more and grade less.  3.59 (1.06) 4 4 

18. Using MI Write saves me time.  3.72 (1.08) 4 4 

19. Using MI Write lets me focus on higher concerns of 

writing instead of mechanics.  

3.78 (0.92) 4 4 

20. I am effectively using MI Write to teach writing.  3.33 (1.04) 4 4 

Note. N = 69. Response range = 1−5. 1 = Definitely not; 2 = Probably not; 3 = I don’t know; 4 = 

Probably yes; 5 = Definitely yes.   
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Table 4 

Students’ Attitudes toward AWE  

Note. Response range = 1–5. 1 = Definitely not; 2 = Probably not; 3 = I don’t know; 4 = Probably yes; 5 = Definitely yes.   

  

Item  
Overall  Grade 3  Grade 4 Grade 5 

M (SD) Mdn Mode M (SD) M (SD) M (SD) 

1. MI Write helps me become a better writer.   3.72 (1.24) 4     5 3.83 (1.22) 3.67 (1.25) 3.64 (1.22) 

2. MI Write helps me learn to revise my 

writing.  
3.86 (1.23)       4      5 

3.85 (1.21) 3.86 (1.26) 3.88 (1.22) 

3. I believe the scores that MI Write gives 3.66 (1.34)       4     5 3.80 (1.29) 3.57 (1.40) 3.62 (1.28) 

4. I fix my writing more when I use MI Write.  3.81 (1.30)       4     5 3.75 (1.32) 3.84 (1.29) 3.85 (1.29) 

5. MI Write helps me feel more motivated to 

write.  
3.32 (1.39)       4     5 

3.40 (1.37) 3.31 (1.43) 3.21 (1.36) 

6. I understand the feedback from MI Write.  3.61 (1.29)       4      5 3.62 (1.27) 3.57 (1.35) 3.67 (1.24) 

7. MI Write helps me learn what parts of my 

writing I need to work on.  
3.92 (1.25)       4     5 

3.94 (1.27) 3.94 (1.24) 3.86 (1.24) 

8. I understand how to use MI Write.  4.38 (1.11)       5      5 4.30 (1.18) 4.42 (1.06) 4.44 (1.04) 

9. I want to use MI Write next year.  3.41 (1.51)       4     5 3.63 (1.45) 3.35 (1.55) 3.23 (1.50) 
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Table 5  

 

HLM Results Predicting Posttest PEG Holistic Score 

 
 Model 1 – Unconditional 

with School Dummy Codes 

Model 2 – Student Level 

Predictors  

Model 3 – Student Level and Teacher-Level 

Predictors  

Fixed Effects Coefficient B (S.E.) t  Coefficient B (S.E.) t  Coefficient B (S.E.) t Effect Size (β) 

Intercept 17.96*** (0.22) 81.75 17.95*** (0.22)  81.19 17.87*** (0.20) 87.26  

School 1  -0.95 (1.14) -0.84 -0.90 (1.14) -0.79 -0.23 (1.08) -0.21 -0.01 

School 2  2.01~ (1.02) 1.04  2.10* (1.05) 2.00 2.50* (0.98) 2.56 0.16* 

School 3  0.08 (1.04) 1.93 0.21 (1.04) 0.20 -0.24 (0.98) -0.24 -0.02 

School 4  -0.50 (1.08) -0.47 -0.39 (1.08) -0.36 -0.42 (1.01) -0.42 -0.02 

School 5  2.00~ (1.08) 1.85 2.08 (1.09) 1.91 1.61 (1.02) 1.57 0.09 

School 6  -1.34 (1.30) -1.04 -1.28 (1.29) -0.99 -1.12 (1.22) -0.92 -0.05 

School 7  -1.83 (1.37) -1.33 -1.72 (1.38) -1.25 -0.75 (1.29) -0.58 0.03 

School 8  0.22 (1.17) 0.19 0.32 (1.18) 0.27 0.05 (1.11) 0.05 0.00 

School 9  2.30* (1.15) 1.99 2.46* (1.16) 2.12 1.91 (1.10) 1.73 0.10 

School 10  -1.07 (1.18) -0.91 -1.00 (1.18) -0.84 -1.06 (1.10) -0.97 -0.05 

School 11  2.21 (1.14) 1.95 2.28* (1.14) 2.00 1.89 (1.11) 1.70 0.11 

School 12  -2.20 (1.12) -1.96 -2.12 (1.12) -1.89 -1.28 (1.06) -1.21 -0.08 

School 13 -3.28 (2.06) -1.59 -3.27 (1.96) -1.66 -2.50 (1.89) -1.32 -0.08 

 df = 117 df = 117 df = 114 

Level-1 Predictors  

Grade   0.45 (2.00) 0.23 0.45 (2.00) 0.23 0.07 

Gender   -0.90*** (0.16) -5.50 -0.90*** (0.16) -5.51 -0.09*** 

Hispanic   0.10 (0.25) 0.39 0.10 (0.25) 0.39 0.01 

African American   -0.38 (0.25) -1.52 -0.38 (0.25) -1.52 -0.03 

Asian   1.50*** (0.36) 4.19 1.50*** (0.36) 4.19 0.08*** 

Special Education    -0.99*** (0.27) -3.62 -0.99*** (0.27) -3.62 -0.06*** 

English Language Learner   -0.07 (0.27) -0.27 -0.07 (0.27) -0.27 -0.01 

Student Total Number of Essays    0.01 (0.02) 0.48 0.01 (0.02) 0.48 0.01 

Student Average Drafts/Essay   -0.02 (0.04) -0.59 -0.02 (0.04) -0.59 -0.01 

Student Average First Draft Score   0.32*** (0.03) 11.72 0.32*** (0.03) 11.73 0.26*** 

Student Average Gain Score   0.34*** (0.07) 4.82 0.34*** (0.07) 4.82 0.12*** 

Total Lesson Minutes (1–12)   -0.26 (0.25) -1.06 -0.26 (0.25) -1.06 -0.02 

Total Lesson Minutes (≥13)   0.01 (0.25) -1.06 0.01 (0.25) -1.06 0.00 

Pretest PEG Holistic Score   0.26*** (0.02) 11.46 0.26*** (0.02) 11.46 0.28*** 

Average Self-Efficacy Score   0.60*** (0.15) 4.07 0.60*** (0.15) 4.08 0.08*** 

   df = 1725 df = 1725 

Level-2 Predictors  

Teachers’ Number of Assignments     0.05 (0.08) 0.54 0.03 

Class Average Drafts/Essay     0.08 (0.10) 0.74 0.04 

Class Average Score across Prompts     
0.23*** (0.06) 3.72 0.22*** 

     df = 114 
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Variance Components  

r: Level-1 (students) 16.72 11.32 11.31 

u0: Level-2 (teachers) 4.70 5.23 4.32 

Deviance 10742.40 df = 2 10084.82 df = 2 10070.17 df = 2 

AIC 10746.40  10088.82  10074.17  

BIC  10757.47  10099.89  10085.24 

SBIC  10751.11  10093.53  10078.88 

Percent Variance Explained 
Level-1 (student)  32.33%  

Level-2 (teachers)  8.20%  

Note. *p < 0.05. **p < 0.01. ***p < 0.001. 
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Table 6  

 

HLM Results Predicting 2018 Grade 3 State Test Writing Performance  

 
 Model 1 – Unconditional with 

School Dummy Codes 

Model 2 – Student Level 

Predictors  

Model 3 – Student Level and Teacher-

Level Predictors  

Fixed Effects Coefficient B (S.E.) t  Coefficient B (S.E.) t  Coefficient B (S.E.) t Effect 

Size (β) 

Intercept 2427.68*** (13.04) 186.24 2421.42*** (13.24)  182.88 2416.39*** (7.13) 339.11  

 df = 13 df = 13 df = 8 

Level-1 Predictors  

Gender   -10.69 (6.06) -1.76 -10.71 (6.06) -1.77 -0.05 

Hispanic   2.92 (9.65) 0.30 2.94 (9.65) 0.31 0.01 

African American   -35.84*** (9.45) -3.79 -35.85*** (9.44) -3.80 -0.13*** 

Asian   52.60*** (11.94) 4.41 52.63*** (11.93) 4.41 0.15*** 

Special Education    -49.63*** (10.15) -4.89 -49.60*** (10.15) -4.89 -0.15*** 

English Language 

Learner 
  -54.20*** (9.89) -5.48 -54.22*** (9.88) -5.49 -0.24*** 

Student Total Number 

of Essays  
  2.29* (1.04) 2.20 2.29* (1.04) 2.20 0.08* 

Student Average 

Drafts/Essay 
  -1.58 (1.30) -1.21 -1.60 (1.30) -1.23 -0.05 

Student Average First 

Draft Score 
  7.20*** (0.94) 7.63 7.20*** (0.94) 7.63 0.25*** 

Student Average Gain 

Score 
  4.13 (2.65) 1.56 4.22 (2.64) 1.60 0.07 

Total Lesson Minutes 

(1–12) 
  -1.47 (8.56) -0.17 -1.48 (8.55) -0.17 -0.01 

Total Lesson Minutes 

(≥13) 
  -0.11 (7.85) -0.01 -0.11 (7.85) -0.01 0.00 

Average Self-Efficacy 

Score 
  18.54*** (5.11) 3.63 18.53*** (5.11) 3.63 0.12*** 

   df = 641 df = 641 

Level-2 Predictors  

Aggregated Teachers’ 

Number of Assignments 

    
7.04 (8.15) 0.86 0.12 

Aggregated Class 

Average Drafts/Essay 

    
0.32 (8.09) 0.04 0.00 

Aggregated Class 

Average Score across 

Prompts 

    

-10.31 (6.42) -1.61 -0.21 

School Free Reduced-

Price Lunch Percentage 

    
-2.26*** (0.42) -5.44 -0.57*** 

School Adequate ELA 

Growth Percentage 

    
-1.01 (1.21) -0.83 -0.08 

     df = 8 

Variance Components  

r: Level-1 (students) 7746.23 5782.29 5778.71 

u0: Level-2 (schools) 2030.45 1978.82 326.88 

Deviance 7901.15 df = 2 7634.60 df = 2 7592.06 df = 2 

AIC 7905.15   7638.60    7596.06  
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BIC  7914.16  7647.61  7605.07 

SBIC  7907.81  7641.26   7598.72 

Percent Variance Explained 

Level-1 

(student) 
 25.40%  

 

Level-2 

(schools) 
 83.90%  

 

Note. *p < 0.05. **p < 0.01. ***p < 0.001. 
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Table 7  

 

HLM Results Predicting 2018 Grade 4 State Test Writing Performance  

 
 Model 1 – Unconditional with 

School Dummy Codes 

Model 2 – Student Level 

Predictors  

Model 3 – Student Level and Teacher-

Level Predictors  

Fixed Effects Coefficient B (S.E.) t  Coefficient B (S.E.) t  Coefficient B (S.E.) t Effect 

Size (β) 

Intercept 2470.98*** (12.37) 199.78 2468.78*** (13.30)  185.60 2466.47*** (7.69) 320.57  

 df = 13 df = 13 df = 8 

Level-1 Predictors  

Gender   -8.51 (5.72) -1.49 -8.51 (5.72) -1.49 -0.04 

Hispanic   3.61 (8.74) 0.41 3.61 (8.73) 0.41 0.02 

African American   -10.39 (8.64) -1.20 -10.39 (8.63) -1.20 -0.03 

Asian   21.38 (13.72) 1.56 21.38 (13.71) 1.56 0.04 

Special Education    -32.16*** (9.18) -3.50 -32.16*** (9.17) -3.51 -0.10*** 

English Language 

Learner 
  -19.25* (9.46) -2.04 -19.25* (9.45) -2.04 -0.08* 

Student Total Number 

of Essays  
  0.23 (0.50) 0.46 0.23 (0.50) 0.46 0.01 

Student Average 

Drafts/Essay 
  -2.12 (1.37) -1.55 -2.12 (1.37) -1.55 -0.06 

Student Average First 

Draft Score 
  3.08*** (0.81) 3.80 3.08*** (0.81) 3.81 0.11*** 

Student Average Gain 

Score 
  1.93 (2.34) 0.83 1.93 (2.34) 0.83 0.03 

Total Lesson Minutes 

(1–12) 
  1.30 (8.76) 0.15 1.30 (8.76) 0.15 0.00 

Total Lesson Minutes 

(≥13) 
  2.20 (7.45) 0.30 2.20 (7.44) 0.30 0.01 

2017 Writing Score   0.58*** (0.03) 16.64 0.58*** (0.03) 16.66 0.55*** 

Average Self-Efficacy 

Score 
  12.33* (5.00) 2.47 12.33* (5.00) 2.47 0.07* 

   df = 719 df = 719 

Level-2 Predictors  

Aggregated Teachers’ 

Number of Assignments 

    
-6.30 (10.46) -0.60 -0.09 

Aggregated Class 

Average Drafts/Essay 

    
2.98 (10.84) 0.28 0.04 

Aggregated Class 

Average Score across 

Prompts 

    

-1.29 (8.36) -0.16 -0.02 

School Free Reduced-

Price Lunch Percentage 

    
-1.71* (0.53) -3.22 -0.39*** 

Academic Progress 

Growth in ELA 

Percentage 

    

1.99 (1.53) -1.30 0.14 

     df = 8 

Variance Components  

r: Level-1 (students) 10282.69 5544.78 5533.45 

u0: Level-2 (schools) 1982.65 2247.27 643.23 

Deviance 9044.90 df = 2 8523.15 df = 2 8481.13 df = 2 



AUTOMATED FEEDBACK IN THE ELEMENTARY GRADES                                             64  
 

 

AIC 9048.90      8527.15  8485.13    

BIC   9058.13   8536.38   8494.36 

SBIC   9051.78   8530.03    8488.01 

Percent Variance Explained 

Level-1 

(student) 
   46.19% 

 

Level-2 

(schools) 
   67.56% 

 

Note. *p < 0.05. **p < 0.01. ***p < 0.001. 
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Table 8 

 

HLM Results Predicting 2018 Grade 5 State Test Writing Performance  

 

 Model 1 – Unconditional with 

School Dummy Codes 

Model 2 – Student Level 

Predictors  

Model 3 – Student Level and Teacher-

Level Predictors  

Fixed Effects Coefficient B (S.E.) t  Coefficient B (S.E.) t  Coefficient B (S.E.) t Effect 

Size (β) 

Intercept 2532.13*** (13.87) 182.60 2532.23*** (14.48)  174.83 2530.18*** (5.34) 473.85  

 df = 12 df = 12 df = 7 

Level-1 Predictors  

Gender   -1.43 (5.81) -0.25 -1.43 (5.80) -0.25 -0.01 

Hispanic   0.59 (7.68) 0.08 0.59 (7.66) 0.08 0.00 

African American   -9.35 (9.10) -1.03 -9.35 (9.08) -1.03 -0.03 

Asian   36.82** (12.29) 3.00 36.82** (12.27) 3.00 0.10** 

Special Education    -28.80** (10.46) -2.75 -28.80** (10.44) -2.76 -0.08** 

English Language 

Learner 
  -25.82** (9.39) -2.75 -25.82** (9.38) -2.75 -0.09** 

Student Total Number 

of Essays  
  1.52* (0.65) 2.34 1.52* (0.65) 2.35 0.07* 

Student Average 

Drafts/Essay 
  -1.30 (0.98) -1.33 -1.30 (0.97) -1.34 -0.05 

Student Average First 

Draft Score 
  4.80*** (0.79) 6.04 4.80*** (0.79) 6.05 0.19*** 

Student Average Gain 

Score 
  4.07* (2.01) 2.02 4.07* (2.01) 2.03 0.08* 

Total Lesson Minutes 

(1–12) 
  4.70 (7.87) 0.60 4.70 (7.85) 0.60 0.02 

Total Lesson Minutes 

(≥13) 
  14.55 (7.46) 1.95 14.55 (7.45) 1.95 0.06 

2017 Writing Score   0.50*** (0.03) 15.50 0.50*** (0.03) 15.53 0.51*** 

Average Self-Efficacy 

Score 
  15.04** (5.52) 2.73 15.04** (5.51) 2.73 0.08** 

   df = 493 df = 493 

Level-2 Predictors  

Aggregated Teachers’ 

Number of 

Assignments 

    

16.71 (7.24) 2.31 0.12 

Aggregated Class 

Average Drafts/Essay 

    
-16.64 (7.06) -2.36 0.00 

Aggregated Class 

Average Score across 

Prompts 

    

-6.55 (5.36) -1.22 -0.21 

School Free Reduced-

Price Lunch 

Percentage 

    

-2. 46*** (0.37) -7.17 -0.57*** 

Academic Progress 

Growth in ELA 

Percentage 

    

-1.47 (1.03) -1.43 -0.08 

     df = 7 

Variance Components  

r: Level-1 (students) 8450.95 3915.90 3903.69 
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u0: Level-2 (schools) 2112.81 2518.77 211.15 

Deviance 6196.18 df = 2 5737.69 df = 2 5693.45 df = 2 

AIC 6200.18    5741.69    5697.45    

BIC   6208.69  5750.20  5705.96 

SBIC   6202.34   5743.85  5699.61 

Percent Variance Explained 

Level-1 

(student) 
 53.81%   

 

Level-2 

(schools) 
   90.01% 

 

Note. *p < 0.05. **p < 0.01. ***p < 0.001. 

 

  



AUTOMATED FEEDBACK IN THE ELEMENTARY GRADES                                             67  
 

 

Table 9 

Summary of Standardized Coefficients for AWE-usage Variables Predicting Proximal and Distal Outcomes 

 Posttest 

Writing 

Quality (PEG 

Holistic 

Score) 

2018 Grade 3 

Smarter 

Balanced 

Writing 

Scale Score 

2018 Grade 4 

Smarter 

Balanced 

Writing 

Scale Score  

2018 Grade 5 

Smarter 

Balanced 

Writing 

Scale Score 

Student-level Predictors 

Student Total Number of Essays 0.01 0.08* 0.01 0.07* 

Student Average Drafts/Essay −0.01 −0.05 −0.06 −0.05 

Student Average First-Draft Score 0.26*** 0.25*** 0.11*** 0.19*** 

Student Average Gain Score 0.12*** 0.07 0.03 0.08* 

Student Total Lesson Minutes (1–12) −0.02 −0.01 0.00 0.02 

Student Total Lesson Minutes (≥13) 0.00 0.00 0.01 0.06 

Variance Explained (%)  32.33% 25.40% 46.19% 53.81% 

Teacher-level Predictorsa 

Class Total Essays Assigned 0.03 0.12 −0.09 0.12 

Class Average drafts/essay 0.04 0.00 0.04 0.00 

Class Average Score across Prompts 0.22*** −0.21 −0.02 −0.21 

Variance Explained (%) 8.20% 83.90% 67.56% 90.01% 

 
Note. According to Cohen’s (1988) interpretation of standardized coefficients, we identify .05 as a small 

effect, .10 as a medium effect, and .25 as a large effect. Variance explained (%) refers to the full 

conditional model with additional predictors besides those listed in the table. aFor all analyses predicting 

Smarter Balanced Writing Scale Score the teacher-level predictors were aggregated at the school level.  
*p < .05. **p < .01. ***p < .001. 
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Figure 1. Total drafts submitted to MI Write per month by students in Grades 3–5 during SY 

2017–18. Total N = 78,582 drafts. 
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Appendix – Screenshots of MI Write 

 

Writing Analysis 
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Example graphic organizer 
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Split screen revision with spelling/grammar feedback 
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Split screen revision with writing analysis 
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Sample Lessons 
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Student portfolio 

 

 


