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Analysis to model a cohesion graph composed of semantic links between multiple reference texts 

and student productions. From this graph, a set of features was derived and used to build 

machine learning models to predict student comprehension scores. In this paper, we build on top 
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cleaning the self-explanations by eliminating frozen expression, as well as entries which seemed 
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Abstract. Theories of discourse comprehension assume that understanding is a
process of making connections between new information (e.g., in a text) and
prior knowledge, and that the quality of comprehension is a function of the
coherence of the mental representation. When readers are exposed to multiple
sources of information, they must make connections both within and between
the texts. One challenge is how to represent this coherence and in turn how to
predict readers’ levels of comprehension. In this study, we represent coherence
using Cohesion Network Analysis (CNA) in which we model a global cohesion
graph that semantically links reference texts to different student verbal pro-
ductions. Our aim is to create an automated model of comprehension prediction
based on features extracted from the CNA graph. We examine the cohesion
links between the four texts read by 146 students and their (a) self-explanations
generated on target sentences and (b) responses to open-ended questions. We
analyze the degree to which features derived from the cohesive links from the
extended CNA graph are predictive of students’ comprehension scores (on a [0
to 12] scale) using either (a) students’ self-explanations, (b) responses to com-
prehension questions, or (c) both. We compared the use of Linear Regression,
Extra Trees Regressor, Support Vector Regression, and Multi-Layer Perceptron.
Our best model used Linear Regression, obtaining a 1.29 mean absolute error
when predicting comprehension scores using both sources of verbal responses
(i.e., self-explanations and question answers).
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1 Introduction

Comprehension is challenging. The process involves understanding the words and
sentences within the text (or discourse), connecting the ideas within the text, and
linking the ideas to prior knowledge, in order to generate a coherent mental repre-
sentation of the content. Comprehension processes are further challenged when faced
with multiple sources of information. Multiple document comprehension adds on the
need to make connections both within and between texts to generate a coherent mental
representation of the disparate sources of information. We are faced with these chal-
lenges on a regular basis, when reading separate documents, papers, news, blogs,
emails, and so on.

One question is how to simulate the coherence of a reader’smental representation and
in turn, the extent to which that coherence predicts comprehension. In this study, we
examine that extent towhich the semantic connections (i.e., coherence) between a text and
a reader’s constructed responses while reading and after reading multiple documents
predict comprehension. Similar modeling and linguistic techniques have been applied in
the context of single text comprehension [1, 2]. Techniques evaluating reading com-
prehension for multiple document scenarios were previously researched by Hastings,
Hughes, Magliano, Goldman and Lawless [3]; however, there is a dearth of research
attempting tomodel how individuals integrate information across texts to form a coherent
representation of information from separate sources. Cohesion Network Analysis
(CNA) [2] is a technique that combines Social Network Analysis (SNA) [4] and Natural
Language Processing (NLP) [5] techniques to identify semantic similarities between
various sources of discourse and the levels of semantic cohesion within and between
networks. This paper applies CNA to multiple document discourse to predict compre-
hension as well as to better understand the underlying cognitive processes of integrating
information from multiple texts. Students’ self-explanations and their responses to open-
ended questions after reading multiple documents are analyzed in order to evaluate
semantic connections between the documents and the students’ productions.

1.1 Comprehension of Multiple Documents

Reading comprehension is a difficult and complex task that requires connecting ideas in
a text in order to produce a coherent mental representation of the information [6]. Such
a task not only requires understanding the semantic relations between words and
sentences, but also necessitates connecting ideas from various sentences throughout a
text in order to produce a coherent understanding [7]. Thus, successful comprehension
of single texts requires an ability to comprehend textbase content (explicit information
derived from a single sentence) as well as develop intra-textual inferences that connect
adjacent or distal textbase content from that same text.

This is a dynamic process between the reader and the text requiring the integration
of information from the immediate sentence with previous sections of the text as well
as the reader’s own prior knowledge [6]. This continuous construction of a mental
representation of textual materials can be enhanced by a reader’s ability to integrate
information across texts, thus developing a coherent knowledge base about a specific
topic [8]. This can in turn aid in developing mental representations of future texts on
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related topics. However, comprehension becomes increasingly challenging when
readers are expected to combine information from disparate sources.

Each text generally adheres to a consistent style, however, texts from different
sources are highly variable in these characteristics and are not typically presented as a
set [9]. These features can vary across genres and individual texts potentially creating
an additional obstacle for integration. Individual texts contain discourse markers of
cohesion that signal relations between ideas, whereas these features are not available
between texts thus complicating the integration task for readers [10, 11]. Without these
connectors to help guide inferencing, the integration of concepts relies on the reader’s
prior knowledge. This diversity and lack of clear connections may impose additional
challenges for comprehension and integration of multiple texts.

1.2 Assessing and Evaluating Comprehension

Writing tasks during online and offline comprehension have been employed as a means
of aiding students in making textual inferences. Both online and offline tasks enhance a
reader’s ability to process information and potentially integrate ideas across texts.

Offline comprehension tasks, such as essays, recall tasks, and comprehension ques-
tions, are often used to assess comprehension. However, they can also be used to support
comprehension through the reactivation of relevant concepts. In particular, the recall-cues
present in the questions combined with generating responses to convey understanding
prompts readers to reactivate concepts, in turn aiding comprehension [12].

Online tasks, such as self-explanations and think-alouds, prompt readers to actively
process text information. Self-explanation, the process of explaining information to
oneself while employing reading comprehension strategies, is a valuable reading
strategy that encourages deeper comprehension throughout the reading process, thus
facilitating the construction of a more coherent mental model [13, 14].

Self-explanations also provide insights into a reader’s cognitive processing of the
text. When students generate responses to sequential text sections as they do in self-
explanation tasks, their aggregated responses reveal semantic overlap across sections as
well as connectives and other signaling devices that indicate specific connections of
causal events. The cohesive devices expressed within reader’s self-explanations pro-
vide insight into their coherence building processes because they can inform on the
reader’s depth of comprehension. For example, surface level processing is associated
with the overlap of specific words across sentences or the amount of semantic infor-
mation that can be traced back to previous portions of the text. Deeper comprehension
processes also contain semantic overlap, but also have greater lexical diversity of the
content relating to the text, suggesting the use of external information such as prior
knowledge [1].

This study includes both students’ self-explanations during reading and their
responses to open-ended questions after reading multiple documents. Our objective
here is to examine the semantic connections between the documents and (a) students’
self-explanations, and (b) students’ responses to questions. These semantic connections
are assumed to represent the coherence of students’ mental representations of the
content. Students’ constructed responses provide a glimpse into their processing of text,
and thus a potential means of predicting students’ comprehension. Here, we represent
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comprehension via students’ score on the comprehension questions (i.e., expert rat-
ings), and we assess the coherence of students’ comprehension via semantic links
between the documents and students’ responses during and after reading. We do so by
combining computational linguistics and SNA using CNA.

1.3 Cohesion Network Analysis

Cohesion Network Analysis (CNA) [2] was first introduced to assess participation in
Computer Supported Collaborative Learning, but its underlying representation is
suitable for any type of discourse. CNA relies on cohesion that is estimated using
multiple semantic similarity metrics [15], combines advanced NLP techniques, and
integrates SNA measurements applied on the resulting cohesion graph [16, 17]. The
cohesion graph can be perceived as a proxy for the underlying semantic content of
discourse within a document. It is represented as a multi-layered graph that considers
both macro-level and micro-level constituents present at different levels (i.e., sentences,
paragraphs, or the entire text). A document is decomposed into its paragraphs and,
subsequently, into the underlying sentences and words. Cohesive links are defined
between different layers of the hierarchy in order to measure the strength of the
inclusion, represented as the relevance of a sentence with regards to the entire docu-
ment or the impact of a word within each sentence. Cohesive links are also introduced
between adjacent sentences and paragraphs in order to model the information flow
throughout the discourse; these links are also indicative of cohesion gaps that are often
caused by changes in topics. In addition, cohesive links are introduced between highly
related discourse constituents in order to better reflect both high local or global text
cohesion.

2 Method

We propose a method that extends CNA [2] for performing multi-document evalua-
tions in order to predict students’ comprehension of information presented in multiple
texts. CNA considers text content and discourse structure in terms of cohesive links
that are defined between multiple levels (i.e., sentences, paragraphs and the entire text).
CNA can be used to quantify both local and global cohesion while relying on multiple
semantic similarity models.

2.1 Dataset

Undergraduate students (n = 146) from a southwestern university in the United States
participated in the study. Students first completed a demographics survey followed by a
reading task composed of four texts about green living (i.e., lifestyle centered on
balancing the usage, as well as preserving Earth’s natural resources). As they read, each
student wrote 30 self-explanations on specific target sentences distributed throughout
the four texts. Target sentences were presented every two to four sentences and were
selected on the basis that self-explanations could support inference generation of the
content. After reading all of the texts, students answered 12 open-ended comprehension
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questions covering information from one or multiple texts followed by a reading skill
test and a prior knowledge test. The questions are categorized under three types
(textbase, intra-textual, and inter-textual) with four questions per category so as to
cover the different comprehension and inferencing tasks in which readers engage. Each
of the 12 questions were assigned a score of 0 to 1.0 and then summed to provide an
assessment of the overall performance on a [0 to 12] scale. The final dataset consists of
four independent texts (labeled A, B, C and D), 30 self-explanations, and 12 question
responses per student (labeled from 1 to 12).

2.2 Multi-document Cohesion Network Analysis

Figure 1 introduces an extension for CNA that considers multiple texts and student
responses. Our aim is to build an overarching undirected cohesion graph for each
student that semantically links the initial texts as a whole, or specific paragraphs or
sequences from them, to individual representations of students’ self-explanations or
their question responses. This CNA network graph addresses coherence by building a
global cohesion map in which we semantically link reference texts to different student
constructed responses. Thus, the extended CNA network graph contains as nodes
individual cohesion graphs generated for each target text level, as well as for each
student response. The cohesive links within the extended graph are established based
on the instructional setup and denote semantic relatedness between nodes of interest.
For example, textbase and intra-textual questions are related to a specific text, whereas
inter-textual questions are related to all four texts. Self-explanations are linked to
sequences from the corresponding text (e.g., all prior text, adjacent text). The semantic
distances were computed using the ReaderBench framework [18], which allowed us to
experiment with several semantic models (i.e., LSA, LDA, and word2vec) and
semantic distances in WordNet [19].

We extracted features describing the semantic relatedness between the reference
texts and students’ self-explanations or question responses to provide comparisons on
what information most accurately predicts students’ comprehension. Our feature
extraction approach has slight differences in the way we process the self-explanations
and the question answers based on the generated cohesive links, namely the granularity
of the reference texts, as well as the consideration of one versus all texts.

In addition, we group together the cohesive links between a question answer/self-
explanation and the corresponding paragraphs, and compute aggregate statistical
metrics such as mean, median, max, and standard deviation when analyzing the links in
the extended CNA graph. In the case of inter-textual questions, we also compute an
average of the semantic distances between the question answer and all of the existing

Table 1. Question identifiers (Questions 1 to 12) as a function of question type

Question type Number of questions Question identifiers

Text-base 4 Q4, Q7, Q8, Q10
Intra-textual 4 Q1, Q2, Q5, Q11
Inter-textual 43 Q3, Q6, Q9, Q12
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texts. For a given student, we obtained 42 sets of features (30 self-explanations and 12
question responses). These features were then grouped into question-related and self-
explanation-related features, together with their corresponding aggregated statistical
metrics.

2.3 Classification Methods

In order to predict the comprehension scores, we used regressor models which are
statistical models aimed at making predictions based on a set of features. The models
chosen for this experiment are the ones which are known to fare well on a dataset with
a small number of examples. We used standard implementations, present in the Python
library Scikit-learn [20], for the following models: Linear Regression, Extra Trees
Regressor, Support Vector Regression (SVR), and Multi-Layer Perceptron (MLP). The
four models were chosen in order to have a varied set of prediction tools, ranging from
the least-sophisticated (Linear Regression) to the most complex (Extra Trees Regressor,
or SVR). Existing neural network models are unsuited for a regression task with so few
data points; thus, from that family of models we opted to solely examine the accuracy
of an MLP model.

3 Results

The ReaderBench framework offers several semantic distances, which are related to
one another. For each of those, around 300 possible features could be extracted from
the CNA graph, meaning that the set of possible features could easily be of the order of
thousands. This is why a multiple-step approach was required in order to keep only the

Fig. 1. The CNA multi-document graph.
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most useful features. First, we determined the most suitable semantic distance for our
dataset. Afterwards, we filtered the features to retain only the most relevant ones. Third,
once we settled on a metric and a restricted group of features; we trained multiple
models to observe their predictive accuracy with regards to student comprehension
scores.

3.1 Selecting the Best Semantic Measures

In alignment with previous studies on CNA [21], we calculated cohesion using a
variety of NLP techniques: vector space models (Latent Semantic Analysis (LSA) [22]
and word2vec [23]), topic distributions (Latent Dirichlet Allocation (LDA) [24]), and
non-latent word-based semantic distances (i.e., Wu-Palmer ontology-based semantic
similarity) [25]. We created CNA graphs limited to using only the question
answers/self-explanations and the referred texts, and we computed the semantic dis-
tances with each of the metrics, for each user. We then computed mean scores for all
self-explanations and question responses. Table 1 presents the correlations between the
mean semantic similarity scores and students’ comprehension scores. Overall, the most
relevant semantic metric for predicting the reading comprehension was provided by
word2vec, followed by LSA. Interestingly, LDA performed worst with negative
relatedness scores, which means that the topic distributions were considerably different.
Moreover, students’ responses to the questions provided a better predictor for esti-
mating comprehension score than self-explanations. This was expected, given that the
comprehension score was directly based on the responses to the questions. Nonethe-
less, this indicates that the semantic connections estimated using CNA correlated
highly with scores.

3.2 Features Filtering

By employing all the strategies presented in Sect. 2.3, we computed a total of 362
features based on word2vec semantic distances, 272 covering self-explanations, and 90
covering question answers. To reduce multicollinearity, a baseline filtering step
removed indices with inter-correlations above .9, leaving 126 features (34 for question
answers and 92 for the self-explanations). A second filtering step consisted in elim-
inating all the features that had a correlation lower than 0.4 with the comprehension
score. The resulting set consisted of 20 features (13 for question answers and 7 for self-
explanations). After the second filtering step, the features relating to question answers

Table 2. Pearson correlations between comprehension scores and SE/QA average semantic
similarities.

Score and SE average Score and QA average

WU-Palmer .014 .529
LSA .034 .591
LDA –.033 .433
word2vec .019 .675
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were almost twice as many as those relating to self-explanation, despite being drawn
from a much smaller pool of features. One reason for this is the fact that the questions
cover an entire text or a group of texts, while the self-explanations are always centered
on a small set of paragraphs.

As displayed in Table 2, six of these features were aggregated features over all
exercises in a specific task (question answering or self-explanation), and 13 features
were related to the student’s performance on a particular task. The notation
SE_X_Py considers the cohesive link between the first y paragraphs from text X to the
self-explanation (denoted as SE), where as SE_X_Py_z reflects the cohesive link
between paragraphs y to z from text X and the SE. The most highly correlated feature
score is the mean of the averaged distances between each question and all texts. The
best particular task feature is the median over the distances between the answer to
question 10 which required intra-textual integration (“Explain how and why these
claims might be misleading”) and all the paragraphs from the referred text.

Table 3. Correlation between the best features and the comprehension scores.

Aggregated features r

Links between Qs and all texts (M) .672
Links between Qs and primary text targeted (SD) .557
Links between SEs and the median of their links to target paragraphs (M) .527
Links between Qs and the max of their links to target paragraphs (Med) .515
Links between SEs and target sentence (SD) .470
Links between SEs for current and prior targeted sentences (Med) .418
Particular task features r
Links between Q11 and target paragraphs (Med) .560
Links between Q6 and all texts (M) .531
Links between Q2 and target paragraphs (Maximum) .521
Links between Q4 and target paragraphs (Med) .504
Links between Q6 and target paragraphs (M) .462
Links between SE_A_P1_3 and target paragraphs (M) .451
Links between SE_B_P3_4 and target paragraphs (Med) .448
Links between Q3 and all texts (M) .432
Link between Q2 and target text .430
Link between Q7 and target text .425
Links between Q8 and target paragraphs (Maximum) .412
Links between Q10 and target paragraphs (M) .410
Links between SE_B_P4_6 and target paragraphs (Med) .410
Links between SE_A_P4_7 and target paragraphs (Maximum) .403

Note: Q = question; SE = self-explanation; M = mean; Med = median; SD = standard
deviation.
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When analyzing the most important feature for a question in relation to the question
type (textbase, intra-textual, inter-textual), we observed that the feature type depends
on the question type. The best predicting features for 2 out of 3 inter-textual questions
(Q3, Q6) evaluated the semantic similarity between the answer and all the texts. This is
in line with how those questions were constructed (as queries for information appearing
throughout the 4 texts). In the case of textbase and intra-textual questions which
considered information found in a single text, the main features are the aggregating
ones (mean, median, or max) applied on the semantic similarity between the answers
and all the paragraphs of the text. A second observation is that some question answers
are much better predictors for the overall comprehension task than others. The main
features for Q11, Q6, Q2, Q4 have a correlation coefficient with the final score above
.5, while the main features for Q1, Q5, Q9, and Q12 have a correlation coefficient of
around .35 or slightly below. This result is likely due to the complexity of the task, as
the four latter questions required inter-textual or intra-textual inferences, which are
more complex than textbase questions.

3.3 Predicting Reading Comprehension

We used 5-fold cross-validation as our dataset only has 146 examples. For each model,
we trained and tested 5 independent models and report the average and minimum
values for mean absolute error (i.e., the measure of difference between the predicted
and observed comprehension scores). We examined the models based on the baseline
filter (filtering based on multicollinearity) and models using features correlated above
.4 with the comprehension score. Table 3 indicates that models using fewer and more
highly correlated features were more predictive. This is notably circular given that our
ultimate objective is to provide predictions without having the score. Nonetheless, this
provides some evidence that the CNA provides good estimates of comprehension
scores (Table 4).

Table 4. Prediction performance for the chosen models.

Classifier Filtered Filtered over 0.4
MAE average MAE min MAE average MAE min

SE Linear regression 3.230 2.907 1.612 1.317
Extra trees 1.679 1.525 1.664 1.361
SVR 1.828 1.497 1.701 1.359
MLP 1.813 1.401 1.771 1.426

QA Linear regression 1.551 1.302 1.434 1.096
Extra trees 1.466 1.142 1.508 1.228
SVR 1.569 1.333 1.435 1.163
MLP 1.668 1.357 1.600 1.280

Both Linear regression 5.335 4.372 1.298 0.886
Extra trees 1.480 1.221 1.446 1.133
SVR 1.721 1.425 1.415 1.097
MLP 1.853 1.425 1.632 1.259
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In addition, results indicate that question-related features are overall more predic-
tive than the self-explanation ones, which was expected, given that the comprehension
scores were based on the question answering task. The large discrepancy between
question answers and self-explanations that was identified in the first analysis (see
Table 2) was considerably lower for comprehension predictions (i.e., a 0.2 MAE dif-
ference between the best models for self-explanations and questions answers). This is
normal taking into account that self-explanations relate only to one text and they
provide a reduced contextualization in contrast to a more detailed question answer.
Overall, the best results are obtained using a Linear Regression model on the most
highly filtered set of features from both question answers and self-explanations. This
shows that even though the question response features are more predictive, self-
explanations provide extra information that improves model performance.

Regarding the regressor models, we observed that Extra Trees obtained the best
results when trained using a large set of features. However, when switching to the small
feature set, the linear regression model narrowly outmatched Extra Trees in all three
cases (question answers, self-explanations, and both), despite the fact that its poor
performance without filtering based on correlations above .4.

4 Conclusions and Future Work

In this paper, we represent coherence using Cohesion Network Analysis (CNA) in
which we model a global cohesion graph that semantically links reference texts to
different student constructed responses in order to predict comprehension. We modeled
performance using a dataset containing four documents for which students provided
self-explanations and answers to open-ended comprehension questions addressing both
individual documents as well as aggregated information from multiple sources. Several
features were extracted and then filtered by eliminating those that were highly corre-
lated among themselves, or those with weak correlations with the comprehension
scores. Four regressor models were trained based on these features, side-by-side
comparisons were made in order to highlight which models displayed the lowest MAEs
for scores between 1 and 12. The best model without filtering based on correlations
with the score was the Extra Trees model, providing between 1.1 and 1.7 MAE. The
best model using the added correlation-based filter was Linear Regression, providing
between 0.9 and 1.6 MAE. Both outcomes are encouraging - demonstrating that the
features extracted from an extended CNA cohesion graph are capable of estimating
student’s comprehension scores within acceptable margins of error.

Our results showed that answers to some questions may be more suitable predictors
than others and question complexity decreased performance. For example, three
questions for which the answers were not good predictors of comprehension required
inter-textual or intra-textual inferences. Self-explanations also offered valuable insights
regarding the students’ comprehension. When training a model with self-explanation-
related features, the model without filtering provided a close proximation to compre-
hension scores (i.e., 1.5 MAE). This means that even without having students answer
comprehension questions, we can estimate comprehension with relatively good
accuracy.
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As future developments, this experiment needs to be replicated on various datasets
with different text sets and populations. Ultimately, our objective is to twofold:
(a) simulate comprehension of multiple documents on line, thus providing the means
for feedback, and (b) model the coherence of students’ comprehension of multiple
documents. The current study is our initial foray toward reaching these objectives.
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