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ABSTRACT
Student modeling can help guide the behavior of a cognitive tutor 
system and provide insight to researchers on understanding how 
students learn. In this context, Bayesian Knowledge Tracing (BKT) 
is one of the most popular knowledge inference models due to its 
predictive accuracy, interpretability and ability to infer student 
knowledge. However, the most popular methods for training the 
parameters of BKT have some problems, such as identifiability, 
local minima, degenerate parameters and computational cost during 
fitting. In this paper we address some of the issues of one of these 
training models, BKT Brute Force. Instead of finding the parameter 
values that provide the lowest Residual Sum of Squares (RSS), we 
estimate this minimum RSS value from some a priori known values 
of the skill. From there we perform some preliminary analysis to 
improve our knowledge of the relationship between the RSS, from 
BKT-BF, and the four BKT parameters. 

Keywords: Bayesian Knowledge Tracing · BKT Brute Force · RSS 
modeling 

1. INTRODUCTION
1.1 Bayesian Knowledge Tracing 
Bayesian Knowledge Tracing (BKT) [1] is a student model used to 
infer a student’s knowledge given their history of responses to 
problems, which it can use to predict future performance. Using 
students’ responses to questions, which are tagged with the skills 
that the instructor wants the students to learn, the model tells the 
probability a student has mastered a skill.  

BKT is a two state Hidden Markov Model, these states being the 
one in which the student knows a given skill, and the one where the 
student does not. The “knowledge” state is absorbent, implying that 
the student will not forget the skill once it is learned. To calculate 
the probability that a student knows the skill given their 
performance history, BKT needs to know four probabilities:  

L0, the probability a student knows the skill before attempting 
the first problem,  

T, the probability a student, who does not currently know the 
skill, will know it after the next practice opportunity, that is 
the transition probability at each practice opportunity,  

G, the probability a student will answer a question correctly 
despite not knowing the skill,  

S, the probability a student will answer a question incorrectly 
despite knowing the skill.  

According to this model, knowledge affects performance (mediated 
by the guess and slip rates), and knowledge at one time step affects 
knowledge at the next time step: if a student is in the unknown state 
at time t, then the probability they will be in the “knowledge” state 
at time t+1 is P(T). Usually, a separate BKT model is fit for each 
skill and only the first attempt at each question is taken for each 
student. 

1.2 Bayesian Knowledge Tracing – Brute 
Force  
Bayesian Knowledge Tracing – Brute Force [2] (BKT-BF) is an 
algorithm to estimate the values for the BKT parameters. It is a
simple brute force algorithm, where a grid of possible values is set 
so that for each combination of parameters, a RSS value is obtained. 
At the end, the combination of values resulting in the lowest 
Residual Sum of Squares (RSS) value for a skill is the one that will 
be used in BKT. 
In BKT-BF, the RSS is calculated as follows: 

eq. 1 

Where: 

Oi,t is {0,1} depending on the student’s answer to a given 
question,  

students is the number of different students who faced any 
question of a given skill, 

dim is the number of different questions that are tagged with a 
given skill  

Ci,j is the likelihood to produce a correct answer to a question. 
This calculation is derived from the BKT formulas, and it is 
done, for the student i, as follows:  

eq. 2 
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BKT-BF is, however, is very expensive in computational cost, as 
all brute force algorithms are, and does not help the identifiability 
[3] problem from BKT; identifiability results in different 
combinations of parameter values, some of which make no 
theoretical sense, giving similar RSS values. The other most usual 
algorithm is EM [4], which is not as computationally demanding 
but suffers from local minima issues. There are efforts to develop 
methods [5], [6], [7] and [8] that use different techniques to tackle 
the issues we mentioned, however, in this paper we will focus our 
work on BKT-BF. 

Given that BKT-BF is an algorithm that gives good practical 
results, but it is so computationally expensive, the objective of this 
paper is to make accurate estimates of the minimum RSS value for 
any skill. At the same time, this might provide a better 
understanding of the BKT model.  

2. DATA AND METHODS
The data used belongs to the 'Psychology MOOC GT - Spring 2013' 
dataset, accessed via DataShop (pslcdatashop.org) [9]. This course 
was designed by the Open Learning Initiative (OLI), who are 
known for their data driven design [10], [11], this fact and their long 
experience in course design ensure that skills have been properly 
tagged. The course was taken by 5615 students that issued around 
2 million first attempt answers. There were 226 different skills 
identified in the course. The skills map used can be also found in 
[9]

In order to obtain the RSS values, we have used the BKT-BF 
algorithm. Specifically, we have used values from 0.05 to 0.95, 
with a 0.15 step, for L0 and T; for G and S, the bounded approach 
has been taken in order to avoid model degeneracy [5], so we have 
used values from 0.05 to 0.30, with a 0.05 step. Given all this, 1764 
different RSS values were obtained per skill. 

To identify each skill, we have defined three variables: 

dim: number of different questions that are tagged with a given
skill
n: total number of responses on questions tagged with a given
skill. It’s the product of students and dim from eq.1
percent_correct (pc): Percentage of correct answers to
questions tagged with a given skill

These variables have been chosen as they are pieces of information 
that one may have easy access to before computing BKT-BF. 

In order to achieve the aforementioned objective, we will train a 
linear model using the three variables we defined for each skill. 
This model will allow us to make predictions of which will be any 
skill’s minimum RSS, if we were to train it using BKT-BF. To train 
the model, we have extracted the minimum RSS value, resulting 
from the BKT-BF calculations, for each one of the skills, and used 
it as the RSS value for that skill. An example of the data we have 
worked with is shown in table 1. 
It has to be noted, that skills that were tagged in less than 4 different 
questions (dim<4) have been discarded. That results in a sample of 
103 different skills for training and evaluating the model.  

Table 1. Data structure for skills 
dim n pc Skill Grid BKT-BF RSS min

8 4923 79,8% 1 1764 data 795.6
16 11062 89,5% 2 1764 data 1024.5

… … … … … …

The resulting distribution of RSS values is far from being normal,
as it could be expected. However, if instead of using the RSS value,
we compute the Root Mean Squared Error (RMSE) for each skill, 
by taking the square root of the RSS divided by n, the resulting 
distribution is acceptably normal as we can see in the histogram 
shown in Figure 1 and in the Q-Q plot in Figure 2. This latter plot 
assesses normality by displaying the normal theoretical quantiles (x 
axis) and the normal data quantiles (y axis). If the distribution is 
perfectly normal, data would perfectly fit the dotted line.  

Figure 1. Histogram and boxplot of the RMSE distribution 

Figure 2. Q-Q plot of the RMSE 

3. RESULTS
Firstly, a brief summary for the data we have worked with is shown 
in the table 2. 

Table 2. Summary of the data for training the model. 

n dim pc RMSE RSS

min 1738 4.00 0.458 0.187 152.0

Median 5899 8.00 0.821 0.379 811.8

Mean 8556 9.65 0.807 0.373 1235.1

Max 47215 23.00 0.964 0.505 8483.4
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A linear regression has been performed on the RMSE, using n, dim,
pc, some usual transformations, such as using the logarithms and 
the squares of the variables, and the variable interactions as 
predictors. A best subset selection (using the leaps package in R, 
[12]) approach has been taken, resulting the best model the one 
using a second degree polynomial with pc. The results for the linear 
regression estimates are shown in the table 3. 

Table 3. Linear regression results and error metrics 

Variable Estimate Std. Error t value P(>|t|)

Intercept 0.3725 0.0009 415.9 <2e-16

pc -0.6096 0.0091 -67.1 <2e-16

pc2 -0.2545 0.0091 -28.0 <2e-16

Adjusted R2 Residual standard Error

0.981 0.009089

Finally, using a random validation set (75 skills to train the model 
and 28 to test it), we have obtained an adjusted R2 of 0.978, that 
shows a very good predictive ability for the adjusted model.  

In an attempt to have a better knowledge on the relationship 
between the RMSE values and the BKT parameters, we have run a 
preliminary Principal Components Analysis (PCA). The resulting 
biplot of the PCA is shown in figure 3. For the sake of a proper 
understanding of the relationship between the different variables, 
we have eliminated the data labels from the chart. The variance 
explained by the first two Components of PCA is 71.4%. 

Figure 3. Plot of the PCA loadings of RMSE, L0, T, G and S 

In the chart, we can see how the RMSE is highly correlated with 
the slip parameter. At the same time, the parameters G and T seem 
to be highly inversely correlated, which is something that one can 
expect as the more likely it is to learn a skill, the less likely it is that 

you might be guessing the outcome. However, the most noticeable 
aspect is the orthogonality between T, G and RMSE. In the PCA 
context, orthogonality is related to poorly correlated variables. If 
that was to be true, it could imply that T and G have little or no 
effect in terms of RMSE variation. We have also calculated and
drawn the biplots for each skills’ RMSEs, using all BKT-BF data 
points, not just the minimums, and their results lead us to similar 
conclusions than the ones obtained from figure 3. 

4. DISCUSSION AND CONCLUSIONS
We have been able to find a linear model that allows us to estimate 
the minimum RSS value for the training of the BKT parameters. 
Using this, we might be able to find a quicker convergence using a
modified version of BKT-BF, so that the computational cost will 
be reduced. Even though that the model has been developed using 
the RMSE instead of the RSS, the model will also be useful for 
predicting the latter as the only difference is a transformation 
involving dim and n. 

We are aware that, in the BKT-BF calculations, we are using a step 
much larger than the one recommended by the algorithm. This 
shouldn’t be a problem with the conclusions we reached because 
we are not using BKT-BF for estimating the BKT parameters, but 
to generate data with which we train a model for estimating the 
minimum RSS for any skill.

The very high performance of the model, in terms of adjusted R2,
may be indicating that BKT works better when the percentage of 
correct answers is very high, as the RSS decreases. This has some 
implications in the BKT model because if the percentage of correct 
answers is very high, there might not be much room for T and G in 
the model. We would only be trying to adjust the probability of 
already knowing the skills before doing the course and the 
probability of slipping.  

To be more certain about the conclusions stated here, the following 
steps have to include using, at least, a different dataset to shed some 
light around the suspicions that arise on the influence of T and G in 
the BKT model. A deeper analysis beyond an exploratory PCA is 
also required. 
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