At a Glance

This Information Capsule reviews research conducted on computer-based assessments. Advantages and disadvantages associated with computer-based testing programs are summarized and research on the comparability of computer-based and paper-and-pencil assessments is reviewed. Overall, studies suggest that for most students, there are few if any performance differences when multiple-choice tests are taken on computer versus on paper. Research indicates, however, that the mode in which students take a test may have an impact on their performance when demographic characteristics, computer skills, computer type, test characteristics, item type, and content area tested are considered. In particular, some studies suggest that students with more computer skills receive higher scores on computer-based tests. Research has also found that open-ended items may lead to more differences in performance between computer-based and paper-and-pencil tests and that students’ performance may decline when they are required to scroll through information on the computer screen in order to respond to questions. Researchers therefore suggest that the transition from paper-and-pencil to computerized tests be made very cautiously. This report also includes a brief summary of the statewide computer-based testing programs being implemented in Miami-Dade County Public Schools.

Advantages of Computer-Based Assessments

Advocates of computer-based assessments maintain that they offer significant advantages over paper-and-pencil tests, including:

Although paper-and-pencil tests remain the standard form of test-taking in U.S. schools, many states are exploring ways to convert their statewide assessment systems to computers. The popularity of computer-based testing has increased as schools’ technology capabilities continue to grow and students become more comfortable using computers for various educational tasks (Education Commission of the States, 2010; Bridgeman, 2009; Texas Education Agency, 2008; Rabinowitz & Brandt, 2001). Tucker (2009) reported that approximately half of U.S. states use computers to deliver at least a portion of their annual state assessments, but noted that “even the most technologically advanced states have done little except replace the conventional paper-based, multiple-choice, fill-in-the-bubble tests with computerized versions of the same.” Computer-based testing is already used successfully for military training exams, job application exams in the private sector, state drivers’ license exams, entrance exams into postsecondary educational institutions, and certification exams by professional groups (Bridgeman, 2009; Clariana & Wallace, 2002).
• Computer-based tests are capable of including more interactive and engaging question types, such as simulations, online experiments, and graphing, allowing for the measurement of skills not easily assessed by traditional paper-and-pencil tests. In addition, proponents of computerized tests argue that they are a better match with the way students are accustomed to learning (Csapó et al., 2010; Bridgeman, 2009; Buško, 2009; Kikis-Papadakis & Kollias, 2009; Kozma, 2009; Kyllonen, 2009; Lee, 2009; Martin, 2009; Scheuermann & Björnsson, 2009; Thompson & Weiss, 2009; Tucker, 2009).

• Computer-based tests can be adapted to individual students’ ability levels. Computer-adaptive tests adjust item difficulty based on students’ responses to previous items. Incorrect responses evoke less difficult items, while correct responses evoke increasingly difficult items. This results in a more refined profile of skill levels for each student (Education Commission of the States, 2010; Kozma, 2009; Moe, 2009; Scheuermann & Björnsson, 2009; van Lent, 2009; Gamire & Pearson, 2006).

• Computer-based assessments allow educators to collect data on students’ testing strategies, intermediate progress, amount of time spent on each question, and thought processes, in addition to their final answers. This information is based on analyses of times and sequences in data records that track students’ path through each task, their choices of which materials to access, and decisions about when to begin responding to items (Csapó et al., 2010; Bridgeman, 2009; Buško, 2009; Kozma, 2009; Martin, 2009; Thompson & Weiss, 2009; Tucker, 2009).

• Computer-based assessments can be more easily designed to meet the needs of special populations, including students with disabilities and those from diverse linguistic backgrounds (Gamire & Pearson, 2006).

• Quicker scoring of tests provides timely feedback to inform future instruction (Education Commission of the States, 2010; Kikis-Papadakis & Kollias, 2009; Kyllonen, 2009; van Lent, 2009; Puhan et al., 2007; Gamire & Pearson, 2006; Paek, 2005; Bennett, 2003).

• Computerized administrations result in greater standardization of test administrations. For example, computers manage test timing very accurately (Bridgeman, 2009).

• Additional educational tools can be made available on an item-specific basis. For example, dictionaries can be made available for certain questions and turned off for others; one part of a test might require a full scientific calculator while another part might require only a simple four-function calculator (Bridgeman, 2009).

• Computer-based tests provide several security advantages. Instead of storing testing materials at school sites for days before a test administration, tests can be sent over the Internet at the last minute, reducing the possibility of questions being exposed prior to the test. In addition, item sequences can be randomly scrambled for each student. When adaptive tests are used, students respond to different subsets of items so there is not one specific set of test questions that can be copied and distributed (Bridgeman, 2009; Buško, 2009; Moe, 2009; Thompson & Weiss, 2009).

• Electronic delivery is less expensive than printing and mailing large quantities of testing materials. In addition, errors found in test booklets or answer sheets can be quickly and easily corrected, instead of reprinting and reshipping testing materials at considerable expense (Bridgeman, 2009; van Lent, 2009; Bennett, 2003; Choi & Tinkler, 2002).

• Upon completion of the test, answer sheets and test booklets do not have to be mailed back to a central location for scoring, eliminating the chance that materials will be lost or damaged (Bridgeman, 2009; Rabinowitz & Brandt, 2001).
• Computer-based assessments reduce the costs associated with entering, collecting, aggregating, verifying, and analyzing data (Buško, 2009; Kozma, 2009).

• Computerized tests reduce teachers' assessment demands in the classroom. Staff time is reduced because there is no longer the need to process vast amounts of paper (Johnson & Green, 2004; Rabinowitz & Brandt, 2001).

• Computer-based tests significantly reduce the consumption of paper (Kikis-Papadakis & Kollias, 2009; Puhan et al., 2007; Paek, 2005).

• Most studies have reported that students prefer computer-based assessments over paper-and-pencil tests. However, it should be noted that correlations between enjoyment of computer-based tests and achievement have been found to be weak. In other words, students' preference for taking tests on computers doesn't necessarily translate into higher test scores (Education Commission of the States, 2010; Buško, 2009; Lee, 2009; Martin, 2009; Wang & Shin, 2009; Florida Department of Education, 2006; Higgins et al., 2005; Paek, 2005).

Disadvantages Associated with Computer-Based Assessments

Efforts to computerize assessments have been hindered by a number of methodological and technological challenges. Disadvantages associated with computer-based assessments include:

• Computer crashes are more difficult to resolve than broken pencils. There is the potential that an entire testing session, along with all students' responses, could be lost. Back-up procedures are essential, both in terms of storing student responses and having alternative means to administer the test (Education Commission of the States, 2010; Bridgeman, 2009; Rabinowitz & Brandt, 2001). Kyllonen (2009) stated: “Computers add an extra layer of complication, require extra reviews, advanced set-ups, and tryouts.”

• There are significant start-up costs for assessment systems that have previously been implemented only in paper and pencil format, including hardware, software, and network purchases, connectivity, item banking, staff training, and technical support (Education Commission of the States, 2010; Kikis-Papadakis & Kollias, 2009; Kozma, 2009; Kyllonen, 2009; Lee, 2009; Gamire & Pearson, 2006; Bennett, 2003).

• Computer-based assessments can lead to equity issues if some students have more access to computers and greater computer literacy skills than others. Research suggests that students with more computer skills perform at higher levels on computer-based tests than students with lower levels of computer skills (Csapó et al., 2010; Education Commission of the States, 2010; Thompson & Weiss, 2009; Gamire & Pearson, 2006; Paek, 2005; Poggio et al., 2005).

• Security concerns associated with computer-based tests center around staggered administrations of the same assessment (Kozma, 2009; van Lent, 2009; Bennett, 2003). In addition, Rabinowitz and Brandt (2001) noted that “a simple push of a button could send ‘secure’ test forms literally around the world.” They concluded that states need to create multiple forms of each test, which will require the development of much larger item banks than most states currently have available.

• School computing facilities vary considerably and it is often difficult to ensure that students are provided with uniform testing environments. Equipment often varies from one school to the next and sometimes from one machine to the next within the same school. Variability in testing conditions and procedures, such as Internet connection speeds and hardware and software specifications, must be addressed (Csapó et al., 2010; Kikis-Papadakis & Kollias, 2009). Bennett (2003) suggested that equipment variations be controlled by establishing hardware and software standards, directly
manipulating resolution and font characteristics through the test delivery software, and designing items so that they display adequately at the lowest likely resolution.

- When large numbers of students take an assessment simultaneously, issues of scale must be addressed, such as network and server congestion, fluctuations in speed, and possible disruptions in service (Kozma, 2009; Kyllonen, 2009; Thompson & Weiss, 2009).

- Many schools lack the technical support needed to keep computerized systems functioning properly and equipment running smoothly (Education Commission of the States, 2010; Buško, 2009; Bennett, 2003).

- Most schools don’t have the capacity to test all students on computers in one session. Therefore, administration of computer-based assessments usually involves significant changes to existing teaching schedules, as well as room, student, and personnel assignments. States, districts, and schools must decide how many testing sessions are needed, how many and which students will test during each session, and the specific dates and times of the testing window (Buško, 2009; Kozma, 2009; van Lent, 2009; Rabinowitz & Brandt, 2001).

- Considerable numbers of staff need to be trained in the administration of computerized tests. Test administrators need knowledge related to loading and/or accessing files, ensuring uniform assessment conditions, disabling software features (such as grammar checker for a writing test), and storing and transmitting files (Buško, 2009; Kikis-Papadakis & Kollias, 2009; Lee, 2009). Rabinowitz & Brandt (2001) noted that states must not underestimate the amount of staff training that is required in the early years of new programs.

- Scoring interactive design problems with open-ended responses is much more difficult than developing an answer key for multiple-choice questions (Bridgeman, 2009).

**The Cost of Introducing Computer-Based Assessments**

Policymakers continue to debate whether computer-based assessments will increase or reduce test administration costs and no definitive conclusion has been reached. In some studies, the higher cost of computer-based tests, compared to paper-and-pencil tests, has been reported as an obstacle to the development of computer-based assessments. Increased costs include hardware, software, and network purchases, connectivity, item banking, staff training, and technical support (Education Commission of the States, 2010; Kikis-Papadakis & Kollias, 2009; Kozma, 2009; Kyllonen, 2009; Lee, 2009; Gamire & Pearson, 2006; Bennett, 2003). Other studies, however, suggest that computer-based assessment reduces the costs associated with the delivery and return of testing materials and the entering, collecting, aggregating, verifying, and analyzing of data (Bridgeman, 2009; Buško, 2009; Kozma, 2009; van Lent, 2009; Bennett, 2003; Choi & Tinkler, 2002; Rabinowitz & Brandt, 2001).

Farcot and Latour (2009) concluded: “The diversity of computer-based assessment is so large that searching for a unique, general, and transposable answer concerning the cost efficiency of CBA [computer based assessment] as opposed to P&P [pencil and paper assessment] is misleading. On the contrary, deciding between different CBA scenarios and P&P scenarios should be scrutinized on a case-by-case basis.”

**Comparability of Computer-Based and Paper-and-Pencil Assessments**

Educators need to ensure that a test presented on the computer measures the same knowledge and skills as its paper-and-pencil counterpart and that scores from computer-based test administrations have the same meaning as scores from paper-and-pencil administrations. Test scores should be
dependent on students’ ability, not on the test administration mode. Furthermore, no student should be disadvantaged because of a change in test administration medium (Kikis-Papadakis & Kollias, 2009; Kozma, 2009; Martin & Binkley, 2009; Schroeders, 2009; van Lent, 2009; Paek, 2005; Poggio et al., 2005; Rabinowitz & Brandt, 2001).

The Florida Department of Education (2006) stated: “Choosing between computer-administered and paper-administered tests would be easier if there were clear, incontrovertible evidence that for all students there is no difference in results whether a test is taken on computer or by printed test materials.”

Some studies suggest that students do not obtain the same results when they take an identical test on both computer and on paper. This finding is referred to as a “test mode effect.” The test mode effect is the observation that performance tests measuring similar knowledge and skills yield different results when they are administered on computers versus with paper and pencil. For state and national assessments, comparability across delivery modes is important because assessments are usually offered on both computer and paper, since most schools don’t have the infrastructure and equipment to test all of their students by computer. In these cases, scores from the two modes should be interchangeable. Comparability is also important when there is a transition from paper-and-pencil to computer-based delivery and educators want to compare students’ performance across time (Csapó et al., 2010; Texas Education Agency, 2008; Crusoe, 2005; Bennett, 2003; Clariana & Wallace, 2002).

Research Comparing Performance on Computer and Paper Tests

Overall, research on the comparability of computerized and paper-and-pencil assessments suggests that mode of administration has very little effect on students’ performance (Moe, 2009; Schroeders, 2009; Sórenson & Andersen, 2009; Bennett et al., 2008; Wang et al., 2007; Horkay et al., 2005; Poggio et al., 2005). Paek’s (2005) summary of comparability studies found that out of 97 cases, the results of computer-based and paper-and-pencil tests were comparable in 74 cases; in eight cases, the computer-based test appeared to be more difficult; and in 15 cases, the paper-and-pencil test appeared to be more difficult. The Texas Education Agency (2008) noted, however, that even a small effect can have significant consequences. For example, the Agency pointed out that a mode difference of even one point on a test can result in a substantial number of students not passing because they took the test in a different mode. Several studies have also found that even when overall test score differences between the two modes of administration are not significant, certain items may be more affected by mode of administration than others (Kim & Huynh, 2007; Higgins et al., 2005; Johnson & Green, 2004; Choi & Tinkler, 2002).

The following sections of this report review research conducted to determine if the mode in which students take a test has an impact on their performance, based on their demographic characteristics and computer skills; type of computer used to take the test; test characteristics; item type; and content area tested. The reader should note that several of the reviewed studies did not randomly assign students to testing conditions or control for their prior levels of academic achievement. In these cases, it cannot be stated with confidence that performance differences were due to testing mode. Higher scores may, in fact, have been caused by factors such as preexisting differences in students’ levels of knowledge or computer literacy.

Research Comparing Performance on Computer and Paper Tests, Based on Students’ Demographic Characteristics

Some studies have found that, regardless of gender, students perform at similar levels when they take tests on computers versus on paper (Florida Department of Education, 2006; Paek, 2005; Poggio et al., 2005; Sim & Horton, 2005). On the other hand, a number of studies have found that boys outperform girls when tested on the computer, while girls perform significantly better on paper-and-pencil tests.
Researchers have hypothesized several reasons for this finding. Some suggest that although gender gaps in volume of computer usage have closed rapidly over the last few years, boys are much more likely to play online games and use game-type software that are similar to the flash animations and video footage used with many computer-based test items. These activities expose boys more frequently to the content that appears in computerized tests. Others theorize that boys’ higher performance on computerized tests may partially be explained by computer-based tests’ lower reading load or a bias toward boys in the content of items included on computerized tests (Halldórsson et al., 2009; Martin & Binkley, 2009; Sórenson & Andersen, 2009; Crusoe, 2005).

Horkay and colleagues (2005) used the National Assessment of Educational Progress’ (NAEP) Writing Online (WOL) study to examine differences in students’ performance on computer-based and paper-and-pencil tests, based on their gender, ethnicity, parents’ education level, income level (based on eligibility for free or reduced price lunch), and school location. WOL groups were composed of nationally representative groups of eighth grade students drawn from the main NAEP assessments. The researchers found no significant differences in either boys’ or girls’ performance on computer-based versus paper-and-pencil tests. Similarly, no significant differences were found between the scores of students who completed their tests on paper versus computers based on ethnicity (Asian/Pacific Islander, Black, Hispanic, White, or “Other”), parents’ education level, and income level. The only time the researchers found significant differences in scores, based on test administration mode, was when performance was analyzed by school location. Students from urban fringe/large town locations were found to perform significantly higher on paper-and-pencil tests compared to computerized tests. No significant administration mode differences were found, however, for students from central city or rural/small town locations.

Poggio and colleagues (2005) compared students taking computer-based and paper-and-pencil equated forms of Kansas’ state math assessment. Schools were given the opportunity to voluntarily administer the state’s grade 7 math assessment on computers. The researchers found no differences in students’ performance in the two administration modes, based on their income level (using eligibility for free and reduced price lunch as a measure of low-income status).

Research Comparing Performance on Computer and Paper Tests, Based on Students’ Computer Skills

Several researchers have noted that the replacement of paper-and-pencil assessments with computer-based assessments introduces equity issues into the testing situation. In the U.S., for example, surveys conducted for Pew Research Center’s Internet & American Life Project in 2009 found that only 35 percent of low-income Americans (household income reported at $20,000 or less) stated that they had broadband connections, while 85 percent of upper-income Americans (household incomes reported at over $75,000) stated that they had access to these services (Horrigan, 2009). It is therefore possible that higher-income students have more familiarity and experience with computers.

Studies indicate that students with more computer skills receive higher scores on computer-based tests than students with fewer computer skills. Conversely, students with fewer computer skills and those who don’t use computers on a regular basis have been found to perform better on paper-and-pencil tests (Csapó et al., 2010; Education Commission of the States, 2010; Bridgeman, 2009; Kyllonen, 2009; Gamire & Pearson, 2006; Paek, 2005; Poggio et al., 2005). Researchers have concluded, therefore, that computer-based assessments may place an unfair disadvantage on certain subgroups of learners who don’t have as much opportunity to practice on the computer and become familiar with testing conditions (Kikis-Papadakis & Kollias, 2009; Rabinowitz & Brandt, 2001).
Russell, Goldberg, and O’Connor (2003) postulated that tests administered via a single medium, either computer or paper, underestimate the performance of students accustomed to working in the alternate medium. The researchers concluded that computer-based tests underestimate the performance of students who are not accustomed to working on computers because their inability to use the keyboard proficiently interferes with their ability to communicate in writing. On the other hand, paper-and-pencil tests underestimate the performance of students who are accustomed to working on computers because writing their answers on paper interferes with their ability to record and edit their ideas.

Bennett and colleagues (2008) analyzed results from the National Assessment of Educational Progress’ 2001 Math Online (MOL) study. A nationally representative sample of eighth grade students was administered a computer-based math test and a test of computer facility (measuring computer experience, input accuracy, and input speed). In addition, a comparison group of students was administered a paper-and-pencil test containing the same math items. Students were randomly assigned to testing conditions. Results showed that students with greater input speed and accuracy received higher MOL scores. The researchers concluded that some students may have received higher scores than their equally mathematically proficient peers simply because of their more advanced computer skills.

Horkay and colleagues’ (2005) nationally representative sample of eighth grade students participating in the National Assessment of Educational Progress’ Writing Online (WOL) study found that students reporting more computer familiarity scored higher on the computer-based test than those reporting less computer familiarity. Computer familiarity added about 11 percentage points over paper-and-pencil writing scores to the prediction of performance.

A few studies have found no evidence that students with less computer experience score lower on computer-based assessments (Wang & Shin, 2009; Florida Department of Education, 2006; Paek, 2005). Higgins and colleagues’ (2005) comparison of Vermont students randomly assigned to complete a reading comprehension test on computer or paper-and-pencil found no significant differences in test scores based on students’ self-reported levels of computer fluidity (ability to use the mouse and keyboard) or computer literacy (familiarity with computing terms and functionality). However, they found that students with lower computer fluidity and/or literacy tended to receive the lowest scores.

Research Comparing Performance on Computer and Paper Tests, Based on Computer Characteristics

Some researchers have concluded that computer hardware characteristics, such as monitor resolution, screen size, and responsiveness, affect student test scores (Csapó et al., 2010; Buško, 2009; Kyllonen, 2009; Wang & Shin, 2009; Florida Department of Education, 2006; Bennett, 2003). Monitor size can affect student performance because smaller monitors display the same amount of information as larger monitors, but the information looks smaller, making it harder to read the same question. Similarly, screen resolution affects the size of the text and how much information is shown (Csapó et al., 2010; Bennett, 2002). In addition, slower computer response times during online testing can have a negative impact on student performance (Florida Department of Education, 2006; Bennett, 2003).

Bridgeman, Lennon, and Jackenthal (2001) examined the effect of variations in screen size, resolution, and item presentation latency (the amount of time between answering one question and the presentation of the next question) on the performance of eleventh grade students completing SAT I verbal and math items on computers. Students were randomly assigned to computers with smaller or larger monitor sizes, lower or higher screen resolution, and no latency versus a five-second time delay. In math, the researchers found that monitor size and resolution had no impact on students’ scores. Surprisingly, students with delayed item presentation had higher mean scores than students completing test items
without the delay. On verbal items, screen resolution, but not screen size, had a significant impact on test scores. Verbal scores were higher for students using high resolution displays.

As part of Horkay and colleagues’ (2005) National Assessment of Educational Progress (NAEP) Writing Online (WOL) study, the researchers examined the effect of computer type on writing performance. Results from their analyses were inconsistent. In the first of two analyses, 88 students were randomly assigned to complete the test on either a desktop computer or a laptop computer. Those who took the test on laptops scored significantly lower than students taking the test on desktop computers, but only on one of two essays. In the second analysis, conducted on the larger WOL main NAEP sample (1,313 students), no significant score differences were found between students taking the WOL on laptops versus desktop computers. It should be noted that results within the larger sample differed by gender. While there was no difference between the scores for male students on laptops versus desktop computers, female students scored significantly higher on desktop computers than on laptops.

**Research Comparing Performance on Computer and Paper Tests, Based on Test Characteristics**

In general, most experts suggest that the more complicated it is to present or take a test on a computer, the greater the possibility of mode effects. Scores obtained from computer-based and paper-and-pencil tests have been found to be equivalent when the computer-based test is constructed to look similar to the paper-and-pencil version of the test (Poggio et al., 2005; Pommerich, 2004; Russell et al., 2003).

Several studies have suggested that mode effects are insignificant when all of the information for an item is presented entirely on the computer screen, but that students’ performance declines when they are required to scroll through information on the computer screen in order to answer questions (Texas Education Agency, 2008; Paek, 2005; Pommerich, 2004). Choi and Tinkler (2002) converted paper-and-pencil reading and math subtests from Oregon’s statewide achievement test to computerized versions of the tests. Classrooms within schools were randomly assigned to computer-based or paper-and-pencil testing conditions. The researchers found that scrolling reading passages on computer screens interfered with students’ test-taking behavior, especially for younger (grade 3) students. The researchers recommended that students be provided with page-up and page-down buttons in place of a vertical scroll and be allowed to use an electronic marker to highlight passages in order to reduce the negative impact of scrolling on test-taking.

Bridgeman, Lennon, and Jackenthal (2001) asked grade 11 students to evaluate the extent to which the following five features interfered with taking a computer-based test: font size, use of a mouse, screen clarity, screen size, and scrolling. The only feature rated as interfering for the majority of students was scrolling, with 66 percent reporting that it interfered with test-taking to some degree. In contrast, less than 25 percent of respondents indicated that font size, screen clarity or screen size interfered with test-taking (39 percent reported that use of a mouse interfered with test-taking). Further analysis of responses found that students who had been randomly assigned to take the test on smaller monitors were more likely to report that scrolling interfered “a great deal” with their test-taking. In actuality, the amount of scrolling necessary was identical for both monitor sizes (15 inch and 17 inch), but was perceived as a greater hindrance when students took the test using a smaller monitor.

Higgins, Russell, and Hoffmann (2005) examined the test scores of fourth grade students who were randomly assigned to complete the same computer-based reading comprehension test in one of three modes: on paper; on computer with scrolling reading passages; or on computer with passages divided into sections that were presented as whole pages of text. They found that students completing the test on paper received the highest mean score, followed by the whole page group, and then by the scrolling group, although there were no significant differences among the scores of the three groups.
The researchers concluded: “Overall, students were neither advantaged or disadvantaged by the mode of test delivery.”

Halldórsson and colleagues (2009) analyzed students’ scores from the 2006 Programme for International Student Assessment (PISA) Computer-Based Assessment (CBA) of science. CBA items were categorized in terms of their degree of interactivity (for example, whether the item required specific skills such as dragging and dropping or whether it was a relatively simple item that involved watching a video and clicking in a response box). In the three countries that participated in the CBA (Denmark, Iceland, and Korea), high interactivity items were found to be more difficult for students than low interactivity items.

Researchers have also concluded that students’ inability to review and/or skip individual test items has a negative effect on computer-based test performance. Basic features available to students during paper-and-pencil tests that are not always available to students taking tests on computers include the ability to skip items and answer them later in the test; the ability to review items already answered; and the ability to change answers to items (Johnson & Green, 2006; Russell et al., 2003). Johnson and Green (2006) concluded that students taking the test in paper-and-pencil format “possessed a degree of independence and control on paper that allowed them access to strategies that could facilitate their performance.”

Pommerich (2004) conducted two comparability studies on a sample of eleventh and twelfth grade students in 40 schools. She concluded that students were sensitive to how test items were presented. For example, students taking computer-based tests were better able to focus on some items because relevant sections of those items were centered in item windows and students were not distracted by extraneous information. However, Pommerich hypothesized that students taking paper-and-pencil tests were more likely to experience “positional memory,” whereby they remembered the location of information given in the passage, based on its spatial location both on the page and within the document. Conversely, some students taking computer-based tests had difficulty locating information in passages because scrolling allowed only relative spatial orientation. Some students testing on computers also had difficulty comparing information across tables or figures that did not appear on screen simultaneously.

Two studies found that more transcription errors were made when students attempted to transfer problems from the computer screen to scratch paper space, and then back to the computer screen (Johnson & Green, 2006; Russell et al., 2003). The researchers suggested that tests incorporate methods that allow students to make notes on screen in order to minimize transfer errors.

For timed tests, computer-based tests may give students an advantage over their peers taking tests in the traditional paper-and-pencil format (Wang & Shin, 2009; Paek, 2005; Poggio et al., 2005). Pomplun, Frey, and Becker (2002) reported that students taking a speeded test scored about seven points higher when tests were administered on computers. Pommerich (2004) found that the difference in performance across modes tended to be greater for items at the end of the test (when students were running short on time) than at the beginning of the test. Researchers have attributed this test mode effect to the speed of using a mouse rather than a separate answer sheet to record responses (Pommerich, 2004; Pomplun et al., 2002).

**Research Comparing Performance on Computer and Paper Tests, Based on Item Type**

Most research suggests that student performance on multiple-choice tests does not differ significantly based on mode of administration. However, comparability studies conducted on open-ended test questions have produced mixed results (Education Commission of the States, 2010; Wang & Shin,
2009; Wang et al., 2007; Florida Department of Education, 2006; Paek, 2005). Bennett (2003) theorized that the threat to comparability is greater with open-ended items because they make heavier demands on students’ computer skills than multiple-choice questions and risk measuring computer proficiency rather than subject area knowledge.

Bennett and colleagues (2008) analyzed results from the National Assessment of Educational Progress’ 2001 Math Online (MOL) study. A nationally representative sample of eighth grade students from 110 U.S. schools was administered a computer-based math test or a paper-and-pencil test containing the same math items. Students were randomly assigned to computer-based or paper-and-pencil testing conditions. The researchers found that open-ended items required more adaptation than multiple-choice items in order to be rendered on screen and that open-ended items became more difficult when they were presented on computers as compared to paper. The researchers concluded that when moving paper test items to the computer, it may be harder to hold difficulty constant for open-ended items than for multiple-choice items.

Keng, McClarty, and Davis (2006) reported that the test mode effect was significantly larger for Texas Assessment of Knowledge and Skills English/language arts items with long passages and for math items involving graphing and geometric manipulations that required more scrolling through the screen. Csapó and colleagues (2009) found the largest differences in computer-based and paper-and-pencil inductive reasoning test scores when students completed open-ended items requiring mathematical calculations.

The Texas Education Agency (2008) conducted a literature review of studies that analyzed the comparability of computer-based and paper-and-pencil open-ended items, including short written text, numeric responses, and geometric drawings. The literature review concluded that two factors led to differential performance on open-ended items. One was students’ degree of familiarity with typing text responses on the computer. All studies found that students with computer experience, whether through instruction or tests previously taken, tended to perform as well, if not better on computer-based versions of the open-ended items. The second factor was the feasibility or amount of work required to convert the paper-and-pencil version of an open-ended item to the computer version. Larger performance differences were found when tests required more adaptation in order to be presented on screen. The studies cited by the Texas Education Agency also found that computer-based essay performance was higher than paper essay performance when computerized tests included standard word processing supports (such as cut, copy, paste, and undo) and a way for students to monitor how much they had written compared to the amount of space they had been provided.

Several studies found that students who took essay tests on computers wrote longer essays and received higher scores than randomly assigned groups of students taking the same tests on paper (MacCann et al., 2002; Russell & Plati, 2000; Russell & Haney, 1997; Wolfe et al., 1996). In contrast, Horkay and colleagues’ (2005) nationwide sample of eighth grade students participating in the National Assessment of Educational Progress’ Writing Online (WOL) study found no significant difference between the number of words students wrote on computerized tests, compared to the number of words they wrote on paper-and-pencil tests.

On a related note, another type of comparability concerns scoring differences when open-ended responses are submitted to raters in handwritten versus typewritten form. In this case, the question is not how delivery mode affects students’ performance, but how the format of the response affects the scorer’s judgment of that performance (van Lent, 2009; Bennett, 2003).

There is no consensus on whether typed and handwritten essays are judged differently. Some studies have found no significant differences between the ratings that identical typed and handwritten essays receive. Other studies have shown that typed essays are more likely to be judged by expert raters as being
proficient. Still other studies have reported that typed essays are scored more reliably because any bias that exists due to handwriting quality is eliminated (Vantage Learning, 2006). Bennett (2003) recommended that raters be trained to avoid scoring biases that may be associated with response format.

Russell and Tao (2004) studied how response format affected raters’ judgments. They analyzed fourth, eighth, and tenth grade students’ essays from the Massachusetts Comprehensive Assessment System Language Arts Test. All essays were handwritten by students and subsequently typed on computer by the researchers. The essays were presented to raters in one of three formats: handwritten; printed in single-spaced 12-point text; and printed in double-spaced 14-point text. The handwritten versions were found to receive significantly higher scores than the typed versions, but no differences were found between the two forms of typed essays. As part of their study, Russell and Tao also asked raters to identify errors in 80 eighth grade essays. Half of the essays appeared in handwritten form and half appeared in print. Error categories included spelling, punctuation, capitalization, awkward transitions, and confusing phrases or sentences. Results indicated that the raters detected significantly more spelling errors and more confusing phrases or sentences when essays were presented in print. Russell and Tao suggested that errors may stand out more when responses are typed because they are easier to read and because raters’ expectations for typed responses may be higher.

**Research Comparing Performance on Computer and Paper Tests, Based on Content Area Tested**

Content area can have an impact on the comparability of alternative test versions, although the few studies conducted on the effects of test administration mode across various academic subject areas have produced inconclusive findings (Wang & Shin, 2009; Kim & Huynh, 2007).

The Texas Education Agency (2008) reviewed studies conducted on the comparability of computer-based and paper-and-pencil tests in state testing programs across the country. In the subject areas of math, language arts, science, and social studies, most studies indicated that tests were comparable in overall difficulty across the two administration modes. Comparability studies conducted in Texas for the Texas Assessment of Knowledge and Skills (TAKS) program yielded mixed results, but tended to suggest mode effects in math and reading/English language arts.

Kingston’s (2009) meta-analysis of K-12 multiple-choice tests found that computer administration provided a small advantage for language arts and social studies tests, while math tests favored paper-and-pencil tests. Similarly, the Education Commission of the States (2010) reported that computerized math exams seemed to pose the most trouble for students.

Pommerich’s (2004) comparability studies randomly assigned students to computer-based and paper-and-pencil administrations of English language, reading, and science reasoning tests. She found that average student performance was higher on computer for English language tests and higher on paper for reading tests. Results from administrations of the science reasoning tests were inconclusive.

Russell (1999) analyzed the performance of students randomly assigned to take tests on computers or in the traditional paper-and-pencil format, using open-ended items from the National Assessment of Educational Progress and the Massachusetts Comprehensive Assessment System. No significant differences were found between the language arts and math scores of students who took the test on computer and those who took the test on paper. In science, however, students taking the test on computer significantly outperformed students taking the test on paper.

The Texas Education Agency (2008) also examined whether there were differences in student performance, based on mode of administration, at the individual item level. Several studies identified characteristics of items that may have led to differences in student performance. In math, these were hypothesized to be items that:
• were multi-part or required a lot of scrolling to see the entire item;
• were intended to determine how effectively students can manipulate a physical tool, such as a ruler or protractor;
• required students to create drawings, enter a lengthy amount of text, or produce mathematical formulas;
• required graphing or geometric manipulations;
• required extended tutorials or lengthy item-specific directions for responding;
• required paper stimulus materials; and
• required significant changes to the formatting in order to be presented on computers.

In reading, items that required on-screen scrolling or paging because of lengthy passages or item content appeared to lead to differences in student performance depending on mode of test administration. Features such as the layout of passages, location of line breaks, ease of navigation through items, alignment of items with reading passages, and capacity to highlight relevant text all contributed to item-level performance differences. Providing students with computer-based tools, such as highlighters and review markers, tended to help the performance of students testing on computers.

In science, allowing students to view only graphics relevant to a specific item on screen, without the distraction of extraneous information from other items, helped the performance of students taking tests on computers. Science items requiring scrolling on screen favored students taking paper-and-pencil tests. In social studies, the research reviewed by the Texas Education Agency (2008) did not identify any observable item characteristics that may have led to performance differences.

On a Local Note

The Florida Department of Education (FLDOE) is moving toward computer-based testing in the state’s public schools. In March 2010, the FLDOE gave all high schools, alternative education centers, and adult education schools the option of administering the FCAT Retake on computers instead of paper. In Miami-Dade County Public Schools (M-DCPS), five schools elected to administer the Spring 2010 FCAT Retake on computers. A total of 144 students participated in the computerized FCAT Reading Retake and 59 students participated in the FCAT Mathematics Retake. Shortly after the administration of the computer-based FCAT Retake, Florida’s Chancellor of Public Schools notified districts that schools that had participated in the computer-based administration of the FCAT Retake would be given the option of taking the test again on paper. The Chancellor stated: “While many schools and students have reported positive testing experiences, we realize that others encountered technical issues during testing due to glitches in the test platform provided by our contractor that may have been distracting.” Problems encountered during the computerized administration of the FCAT Retake included lag times of as much as 40 minutes to sign on to the practice test site; students being unable to log on to the test site in their first attempt and test chairpersons having to manually resume testing; and non-functioning calculator applications. Four of the five M-DCPS schools that had administered the computerized FCAT Retake re-administered the test on paper. The FLDOE will credit students with the higher of the two scores.

Administration of the Florida Assessments for Instruction and Reading (FAIR) is overseen by staff from the Division of Language Arts/Reading in all of the District’s schools. The assessment is Internet-based. In kindergarten and grades 1 and 2, the test is administered to students individually by teachers and teachers enter data into computers. In grades 3-12, students enter their own responses, and the assessment can be administered individually or in a computer lab setting. The FLDOE offers FAIR free of charge to provide teachers with screening, progress monitoring, and diagnostic information on each student and identify those most likely to be on or above grade level in reading by the end of the school year. M-DCPS tests all students in kindergarten and grades 1 and 2 using the FAIR and all low-performing (FCAT Achievement Levels 1 and 2) students in grades 3-12. FAIR is administered three times per year (fall, winter, and spring).
In May 2010, The Florida Department of Education field tested the Algebra I End-of-Course test in selected schools throughout the state. The FLDOE selected 12 M-DCPS senior high schools, representing 3,181 students, to participate in the field test. Students completed the test on computers and the District was given a five-day window in which to complete the testing. Students were administered a subset of items, not the full End-of-Course test, and no scores will be released for students or schools. Difficulties encountered during the Algebra End-of-Course field test included problems logging on to the TestNav testing platform; students kicked out of the system before logging on, or being unable to log on to the test site in their first attempt, with test chairpersons having to manually resume testing; and non-functioning applications (including calculators and highlighting capabilities). In at least three cases, students took the entire test but the computer recorded no responses for them.

During the 2010-11 school year, all of the District’s middle and senior high schools will be impacted by computer-based testing. The FCAT Mathematics Retake will be administered on computers at all high schools, alternative education centers, and adult education schools in Fall 2010 and Spring 2011, with the option of administering the Reading Retake on computers as well. The FCAT Mathematics High School Graduation Test (Grade 10) will be administered on computers in Spring 2011. In May 2011, the FLDOE will conduct a full administration of the baseline Algebra I End-of-Course test. All senior high schools, alternative education centers, middle schools, and K-8 centers that offer Algebra I will be required to administer the End-of-Course test. Finally, the FLDOE will field test End-of-Course tests in Geometry and Biology in May 2011.

Summary

The popularity of computer-based testing has increased in schools across the country, with approximately half of U.S. states using computers to deliver at least a portion of their annual state assessments. Advantages of computer-based tests include their use of more interactive and engaging questions; the faster turnaround time between test-taking and receipt of scores to guide instruction; and lower costs associated with the delivery and return of materials and analysis of data. Disadvantages associated with computer-based assessments include complications resulting from computer crashes; minimizing variations in equipment between and within schools to standardize students’ testing experience; and providing schools with the required technical support and staff training to keep the testing process running smoothly.

Studies suggest that for most students, there is very little difference in test scores when multiple-choice tests are administered on computers versus with paper-and-pencil. However, research indicates that students’ demographic characteristics and computer skills, as well as computer and test characteristics, item type, and content area tested may all play a role in the comparability of computer-based and paper-and-pencil tests. Although results from the studies reviewed in this report were mixed, some general patterns emerged. The studies suggest that students with more computer skills score higher on computer-based tests than students with fewer skills, indicating that some computer-based tests are measuring students’ computer proficiency rather than, or in addition to, their content area skills. In addition, research indicates that open-ended items lead to more performance differentials between computer-based and paper-and-pencil tests, compared to tests comprised of multiple-choice items. Some studies suggest that computer characteristics (such as screen size and monitor resolution) may affect students’ performance on computer-based tests. Research has found that scrolling in particular may lead to declines in performance when students are required to scroll through information on the computer screen in order to respond to items. Finally, some studies have found that boys tend to outperform girls on computer-based tests, while girls tend to outperform boys on paper-and-pencil tests.
This report also summarized statewide computer-based testing programs being implemented in M-DCPS. During the 2009-10 school year, the Florida Department of Education gave all high schools, alternative education centers, and adult education schools the option of administering the FCAT Retake on computers instead of paper. In addition, the Florida Assessments for Instruction and Reading were administered on computers at all M-DCPS schools. In May 2010, the state’s Algebra I End-of-Course test will be field tested on computers in 12 M-DCPS schools. During the 2010-11 school year, all M-DCPS middle and senior high schools will be impacted by computer-based testing. The FCAT Mathematics Retake, FCAT Mathematics High School Graduation Test, baseline administration of the Algebra I End-of-Course test, and field tests of the Geometry and Biology End-of-Course tests will all be administered on computers.

Based on the inconsistency of research results and the many still unanswered questions surrounding the comparability of computer-based and paper-and-pencil tests, Lee (2009) suggested that the transition from paper-and-pencil to computer-based tests be made cautiously. Csapő and associates (2009) recommended that computer-based assessments be piloted in a few schools to ensure that they produce equivalent results before they are administered on a statewide or districtwide basis. Bennett (2002) suggested piloting multiple-choice tests in a small number of subjects in a few grade levels, gradually scaling up to more schools, more subjects, more grades, as well as to tests that include open-ended items. Researchers also urge that separate comparability studies be conducted for each new assessment program, based on its own unique tests and technology. Test scores from computer-based and paper-and-pencil test administrations should be equated or, in the most extreme cases, separate scales may need to be created for computer versus paper versions of tests (Texas Education Agency, 2008; Pommerich, 2004; Bennett, 2003).

All reports distributed by Research Services can be accessed at http://drs.dadeschools.net.
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