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Abstract 

The purpose of this literature review and Ex Post Facto 

descriptive study was to determine which type of benchmark 

assessment, multiple-choice or project-based, provides the best 

indication of general success on the history portion of the CST. 

The result of the study indicates that although the project-

based benchmark assessment was better than the multiple-choice 

benchmark assessment at predicting the student acquisition of 

the desired “proficient” or above level on the CST, the data was 

inconclusive. However, the study did reveal that both types of 

benchmark assessments were successful in predicting acquisition 

of the “basic” or above level on the CST. 
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A Better Benchmark Assessment  

CHAPTER I: THE PROBLEM 

Introduction 

With the passage of the No Child Left Behind Act (NCLB), 

high stakes standardized testing has become the rule throughout 

the United States. School districts and their administrators are 

scrambling to figure out ways to motivate students to perform 

well. They are also mandating teachers to make these tests the 

focal point in their lesson planning and instruction through 

alignment and integration of the state content standards (Louis, 

Febey, & Schroeder, 2005, p. 177). 

The next logical step these districts have followed has 

been to assess students’ progress toward mastery of these state 

content standards and the teachers’ responsibility to teach 

these standards so the students perform well on the mandated 

tests (Olson, 2005a).  

What this process has created is a system of evaluating the 

students throughout the course of their instruction called 

benchmark assessment or testing. The objectives in benchmark 

testing generally three fold: first, to assess students’ 

progress toward mastery of the content standards, which the 

mandated tests are based, second, to proved a minimum level of 

mastery and accountability for the student before they are able 
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to progress to the next class or grade level, and third, to give 

the teacher a functional assessment tool to gage students’ 

mastery of what was taught (Herman & Baker, 2005; Swanson & 

Collins, 1999).  

These benchmark assessments come is a variety of forms 

(multiple choice, construction response, or project-based), 

which are either developed by the educational industry, then 

purchased by a district, or they are formed through cohort 

collaboration within a district (Darling-Hammond, 1994; Shepard, 

1995).  

Statement of the Problem 

One facet of the benchmark assessment issue is that the 

mandated standardized tests are primarily multiple-choice. Many 

educators believe that multiple-choice assessments, in general, 

only assess a student at a basic cognitive level (Burton, 2005; 

Simkin & Kuechler, 2005). These educators also see multiple-

choice benchmarks similarly; teaching and assessing content 

standards at the same basic cognitive level. Educators also see 

such assessments as “teaching to the test,” which has become a 

negative phrase that connotes the lack of affective learning 

(Burton, 2005; Popham, 2004).    

The other facet of this issue is that this benchmarking 

system has created an era of school districts and administrators 
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implementing and mandating testing and curriculum that teaches 

to the content of the mandated tests. The result has created 

many complaints by educators and researchers alike. Their 

complaints aren’t with accountability, but rather with what the 

above scenario has caused many teachers to do; to leave behind 

assessments that gauge students at a deeper cognitive level, and 

into the affective domain (McNeil, 2000; Olson, 2005b; Sheldon & 

Biddle, 1998; Shepard, 1989).  

The question this creates is what type of general benchmark 

assessment, multiple-choice (which generally is assumed to 

assess the cognitive domain) or project-based (which generally 

is assumed to assess the affective domain), is more effective in 

assessing a students’ knowledge of the content standards and 

therefore, a relevant indicator of success on the California 

Standards Test (CST) portions of the Standardized Testing and 

Reporting (STAR) Tests?  

Statement of Purpose 

The purpose of this study, through a literature review and 

an Ex Post Facto descriptive study is to determine which type of 

benchmark assessment, multiple-choice or project-based, provides 

the best indication of successful acquisition of the California 

History-Social Science Content Standards, and therefore general 

success on the history portion of the CST.  
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Importance of the Study 

In an age of benchmark testing, high stakes tests, and the 

NCLB Act, this study can assist districts and educators in the 

process of creating a more productive benchmark assessment to 

gauge students’ knowledge of content standards and therefore, 

creating a tool that can be used to properly predict success on 

the history portion of the CST.  

Setting 

The study was conducted at the Delano Joint Union High 

School District (DJUHSD) in Delano, California. DJUHSD contains 

two comprehensive high schools (Delano High School and Cesar E. 

Chavez High School) with a population of roughly 2,000 students 

at each campus. The ethnic demographics of DJUHSD in the 2004-

2005 school years are: 81% Hispanic, 13% Filipino, 3% White, 2% 

African American, 1% Asian, and less than 0.1% other. 61% of all 

students are English Language Learners and 79% are socio-

economically disadvantaged. 

This study focuses on all students enrolled in all levels 

(Sheltered, High School, College Prep., and Honors) of World 

History (10th grade year) and United States History (11th grade 

year). A.P. United States history classes will not be included 

in this study because A.P. classes are exempt for the district 

mandated benchmark tests (ACES). 



A Better Benchmark Assessment   10 

Definition of Terms 

Accountability 

Accountability is an obligation of teachers and other 

school personnel to accept responsibility for students’ 

performance on high-stakes assessments; often mandated by policy 

makers calling for school reform. 

Assessment 

 Assessment is any process that measures student 

learning or abilities. It can be conducted in formal or informal 

ways, and range in form from, but not limited to, tests, essays, 

projects, oral presentations, or portfolio projects. 

Assessments of Core Exit Standards (ACES) 

The ACES are the benchmark assessments that the DJUHSD uses 

which are developed through district-wide cohort collaboration 

that generally comes in two forms: multiple-choice and project-

based. 

Authentic Learning/Assessment 

Authentic learning/assessment is any form of assessment 

where tasks are set in a meaningful context that provides 

connections between real world experiences and school-based 

ideas. At times authentic assessment is interchangeable with 

project-based and performance-based learning/assessment even 

though each has a slightly different focus.  
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Benchmark Assessments 

Benchmark Assessments are standard-based assessments 

administered at regular intervals which are used to determine 

student growth and student performance relative to statewide 

grade-level achievement expectations. 

California History-Social Science Content Standards 

Academic content standards for tenth through grade twelve, 

adopted by the California State Board of Education. 

California Standards Tests (CST) 

The California Standards Tests (CST) show how well students 

are doing in relation to the state content standards which are a 

portion of the STAR Test. Student scores are reported as 

performance levels. The five performance levels are “advanced” 

(exceeds state standards), “proficient” (meets state standards), 

“basic” (approaching state standards), “below basic” (below 

state standards), and “far below basic” (well below state 

standards). Students scoring at the “proficient” or “advanced” 

level have met state standards in that content area. 

High-Stakes Testing 

High-stakes testing is the practice of using students’ 

performance on a single assessment to make major decisions about 

students or school personnel. 
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No Child Left Behind Act of 2001(NCLB) 

NCLB (public law 107-110) is a United States federal law 

that reauthorizes a number of federal programs which aim is to 

improve the performance of America's primary and secondary 

schools by increasing the standards of accountability for 

states, school districts, and schools, as well as providing 

parents more flexibility in choosing which schools their 

children will attend. Additionally, it promotes an increased 

focus on reading and re-authorizes the Elementary and Secondary 

Education Act of 1965 (ESEA). 

Performance-Based Learning/Assessment  

Performance-based learning is a term commonly 

interchangeable with Authentic Learning/Assessment with the 

slight difference being that performance-based assessment 

focuses on assessing tasks a student can do. 

Project-Based learning/Assessment 

Project-based learning is an approach that intends to bring 

about deep learning by allowing learners to encounter problem 

solving opportunities or research in the context of a complex, 

open-ended project. 

Standardized Testing and Reporting (STAR) Test 

State of California mandated achievement test that assesses 

students’ knowledge according to the California Content 
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Standards for the relative grade level in the core fields of 

language arts, mathematics, science, and social science through 

the individualized California Standards Tests (CST).  

Traditional Assessment 

A traditional assessment is a test-based (pencil-paper) 

form of assessment. It can be formal or informal, include 

multiple choice, true/false, or fill-in-the-blank questions. 
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CHAPTER II: LITERATURE REVIEW 

Mandated Testing and the NCLB Act 

History 

What began the road to government mandated testing started 

in the early 1900s with the compulsory elementary school 

attendance laws. Prior to these laws educational assessment and 

testing in the United States was generally for the purpose of 

assessing whether a student could apply their knowledge to a 

specific task. These assessments concentrated on a syllabus, 

curriculum or craft (Madaus, 1993).  

The elementary attendance laws were designed to guarantee 

the education of the growingly large and ethnically diverse 

population of students. The focus of these laws was efficiency 

in education and to meet the requirements of growing 

industrialization. These attendance laws also created an 

assembly-line method of organizing schools: linear progression 

of grades, and standard curriculum (Stiggins, 1991).  

Generally, this new system of schools where used to weed 

out the students headed to the assembly line from the college 

bound students. Because of this weeding out process, assessments 

needed to be able to detect individual differences in 

achievement among students (Stiggins, 1991). 
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The successful World War I era Army Alpha standardized 

aptitude test became the wave of the future in education. The 

most influential characteristic of the educational field’s shift 

towards the Army’s standardized testing methods was the 

separating of duties; assessment and instruction became 

separated. This led to layered school-wide, district-wide, 

state-wide, and nation-wide testing programs layered on top of 

each other, which systems are still being used today (Stiggins, 

1991). 

From the late 1930s’ college admission tests, to the 

explosion of standardized tests in the 1950s, a proliferation of 

these published standardized tests began to be used as 

accountability tools for the first time, but on a small scale 

(Clarke, Madaus, Horn, & Ramos, 2000; Stiggins, 1991). 

"High Stakes" Testing 

The introduction to the idea of “high stakes,” holding 

students, districts, and states accountable, was introduced in 

the 1970s:  

American educators were inundated with legislative 

 requirements for testing that were part of the "educational 

 accountability movement." State legislators, dismayed by 

 what they believed to be ineffectual public schooling, 

 mandated that a variety of obligatory tests be established 
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 to show whether students could display at least minimal 

 competence in the three R's. Sometimes, a student's receipt 

 of a high school diploma or promotion to the next grade was 

 linked to performance on these competency tests (Popham, 

 1993, p. 471).  

These mandated tests led to an unanticipated use to compare 

test scores of school districts within a state. The results of 

the tests were then used to hold students back or to indicate 

educator’s effectiveness (Popham, 1993; Stiggins, 1991). 

Popham (1993) goes on to explain: 

But even the architects of the numerous new statewide   

  testing programs failed to recognize the profound impact  

  that these high-stakes tests would have on instruction.  

  Because teachers wanted to make sure that their students  

  would be promoted (or, in some instances, because they  

  feared the wrath of parents if students were not promoted), 

  they began to emphasize in their instruction the knowledge  

  and skills that were being tested. Because administrators  

  wanted their schools (or districts) to look good when local 

  newspapers published test results, they encouraged teachers 

  to give ample instructional attention to the content to be  

  tested. The pressures to boost test scores became   

  pervasive (p. 471). 
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In 1983, a publication called A Nation at Risk by the 

National Commission on Excellence in Education made 

recommendations which were quickly picked up by the media. Many 

educational reformers and civil rights advocates pushed for 

these recommendations which caused a new wave of educational 

reforms that demanded an even greater accountability and 

effectiveness in education (Louis et al., 2005; Melograno, 1994; 

Stiggins, 1991). 

The No Child Left Behind Act 

The next reform movement that added to the past fifty years 

of test-based education was the bipartisan passed No Child Left 

Behind Act of 2001 (NCLB). NCLB is a reauthorization of the 

Elementary and Secondary Act of 1965 (ESEA), but instead of 

applying to only schools receiving Title I funding, NCLB applies 

to all public schools (Linn & Miller, 2005). 

NCLB “...mandates that all states establish challenging 

academic content standards in academic subjects that: specify 

what children are expected to know and be able to do; contain 

coherent and rigorous content; and encourage the teaching of 

advanced skills” (Ormrod, 2006, p. 591). School districts must 

then annually assess the students to determine whether they are 

making “adequate yearly progress” (AYP) for every student 

including all racial and socioeconomic groups (Ormrod).  
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The goal of NCLB is to have 100% of the students to reach 

the “proficient” level or higher by 2014 (Linn & Miller, 2005). 

If a school’s AYP targets are not being met, then the “...school 

will be identified as ‘needs improvement’ and be subject to the 

sanctions that apply to schools so designated” (Linn & Miller, 

p. 10).  

Many supporters of NCLB, state standards, and 

accountability insist that (if correctly incorporated) schools 

with focused, common curriculum and feedback have a better 

chance of promoting student learning (Porter, 2000). There is 

also research (Carnoy & Loeb, 2002) which points out that strong 

accountability programs exhibit greater student achievement 

gains.  

On the other spectrum of the issue, many educators agree 

that the NCLB forced standardized testing reduces the student’s 

creativity and genius which can’t be developed in an atmosphere 

of criticism, judgment, or evaluation that these types of 

assessments cause (Amabile, 1979; Armstrong, 1998; Krippner, 

1967).  

Other critics (Linn & Miller, 2005; Stecher & Hamilton, 

2002) agree that the increased over-reliance on results from 

high-stake tests further distorts education by causing important 

objectives to be ignored by not being included in the standards 
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and tests that are counted. Additionally, these opponents claim 

that the increased scores are misleading because teachers often 

teach to the specifics of the test rather than the more general 

content standards (Linn & Miller; Stecher & Hamilton). 

This issue of teaching to the test causes concerns among 

many educators on the reliability of the high-stakes test 

results (Koretz, 2005). This is concerning to educators 

especially after research (Camel & Chung, 2002, Koretz; Shepard, 

1989) verifies that teaching to the test works to improve 

scores. Additionally, many teachers under the pressures of such 

tests have changed their instructional practices to assist the 

students’ ability to perform well through test taking strategies 

(Shepard; Vogler, 2005). 

Another concerning influence of NCLB is that many states 

and their districts have negotiated their compliance, or lack-

there-of, with the Department of Education by seeking waivers to 

specific provisions, while some states have even threatened 

outright rebellion. The Department of Education also has 

negotiated changes for individual states that have added 

complications to the whole process and interpretation of the law 

(Sunderman, 2006). 

Despite the pros and cons and the diversity of thought 

regarding mandated testing and NCLB, there are many researchers 
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and educators working on potential solutions and systems to sift 

out the negative aspects of mandated testing and keep the 

positive (Furger, 2002; McElroy, 2006; Olson, 2005b; O'Shea, 

2006).  

Benchmark Assessments 

History 

Many school districts’ solution to the NCLB mandated high-

stakes tests have been to develop a system called benchmark 

testing, also known as progress monitoring systems, or formative 

assessments (Herman & Baker, 2005). Benchmark assessments 

typically “are given periodically, from three times a year to as 

often as once a month; focused on reading and mathematics skills 

[or other core subjects], taking about an hour per subject; 

reflecting state or district academic-content standards; and 

measures students’ progress through the curriculum and/or on 

material in state exams” (Olson, 2005a, p. 14). 

Benchmarking is the wave of the present and future as 70% 

of superintendents surveyed in 2005 said they give periodic 

district-wide benchmark tests, and another 10% said they are 

planning to do so in the coming year (Olson, 2005a). 

 Because of this large movement to benchmark assessments, 

the assessment industry has jumped on this burgeoning market. 

Market-research has indicated that benchmark assessments are one 
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of two high-growth areas in the industry along side state 

mandated exams (Olson, 2005a). Predictions indicate that by 2006 

the benchmark assessment industry will generate 323 million in 

annual revenues for vendors (Olson). 

Positives and Negatives 

Research has shown to make an effective benchmark 

assessment the content standards should be assessed properly by 

effective alignment (Rothman, Slattery, Vranek, & Resnick, 

2002). Then the content standards should be efficiently 

prioritized. “Only those content standards determined to be of 

the highest priority and also measurable on a per-standard basis 

should be tested via large-scale assessments. The remaining 

standards should serve as targets for teachers’ instruction and 

should be measured by classroom assessments” (Popham, 2000, p. 

30).  

Other researchers (Neill, 2006; Olson, 2005a) have further 

concluded that benchmark assessments which are not summative but 

are to be used as a formative assessment which can have a 

powerful impact on students’ achievement, especially with regard 

to low-achieving students.  

Some research has also concluded that in the development of 

benchmark assessments “...students who do well on one set of 

standardized tests do not perform as well on other measures of 
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the same content, suggesting that they have not acquired a deep 

understanding” (Olson, 2005a, p. 14). Therefore, good benchmark 

assessments should measure performance on the entire curriculum 

at a deep level of understanding (Olson). 

Herman and Baker (2005) infer that there are six criteria 

which determine the validity of good benchmark tests: alignment 

to content standards, enhanced diagnostic value of assessment 

results through initial item and test structure design, fairness 

for all students including English language learners and 

students with disabilities, data showing technical quality, 

built in utility, and feasibility.   

On the other side of the issue of benchmarking, researchers 

have found some negative consequences of benchmark assessments 

in many school districts, for example benchmarking “leads to 

increased grade retention, which has repeatedly been proven to 

be counterproductive in terms of its effects on students” 

(Neill, 2006, p. 10). Another consequence of benchmarking is 

schools teaching to the test. “The higher the stakes on the 

examination, the more schools focus instruction on the tests 

themselves. Whole subjects, such as science, social studies, 

art, or physical education, may be reduced or eliminated if only 

the areas of language arts and mathematics are going to be 

tested” (Neill, p. 10-11). 
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Some educators insist that there is already too much 

testing and not enough instruction going on, with benchmarks 

becoming another mandated test getting thrown on to the 

assessment pile (McElroy, 2006; Olson, 2005b).  

Other educators even claim that benchmark systems, which 

contain the content standards, frameworks, and aligned-

curriculum, still lack tools for teachers; the results of which 

have caused them to grown increasingly cynical and impatient 

with the required output of high test scores, better grades, and 

passing scores on the state or graduation exams (Olson, 2005b; 

O'Shea, 2006).  

With benchmark assessments here to stay (Olson, 2005a), the 

question now is which type of benchmark assessment would be the 

most beneficial in fulfilling all of the necessary criteria of a 

good benchmark assessment? For the purpose of this study, the 

possible benchmark assessment types fall into two general 

categories: multiple-choice assessments or project-based 

assessments.    

Multiple-Choice Assessments 

History 

Well after the end of World War I, essay and oral 

examinations were the normal form of assessment in the United 

States. The Army Alpha examination was one of the first large 
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scale multiple-choice tests developed and used during World War 

I for the purpose of assessing nearly two million men’s 

aptitudes for selection and placement in the military. The army 

found a successful way to efficiently assess a large number of 

recruits, which ended up changing the nature of assessment in 

the education field within the United States ((Clarke et al., 

2000; Madaus, 1993).  

After World War I, the education field and the newly 

developed test-publishing industry produced a number of 

achievement tests patterned after the Army Alpha’s multiple-

choice model. These tests could be given anywhere and did not 

require students to construct responses that would be costly and 

timely to administer and grade at a large scale. There was also 

ample evidence, at the time that performance on multiple-choice 

tests correlated well with performance on constructed response 

tests. For the next half century the multiple-choice assessment 

strategy was the norm, especially after many states began to 

require state-mandated minimum competency testing (Clarke et 

al., 2000; Madaus, 1993; Popham, 1993; Stiggins, 1991). 

Positives and Negatives 

Many educators and researchers have argued that multiple-

choice assessments have their limitations. First, multiple-

choice assessments tend to measure “whether the student knows or 
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understands what to do when confronted with a problem situation, 

but it cannot determine how a student actually will perform in 

that situation” (Linn & Miller, 2005, p. 196); second, multiple-

choice items “requires selection of the correct answer, and 

therefore it is not well adapted to measuring some problem-

solving skills...or to measure the ability to organize or 

present ideas” (Linn & Miller, p. 196); and third, the 

“difficulty of finding a sufficient number of incorrect but 

plausible distracters” (Linn & Miller, p. 196). 

Other educators and researchers (Bridgeman, 1992; Carey, 

1997; Lukhele, Thissen, & Wainer, 1994; Truckman, 1993) agree 

with Linn and Miller by concluding that multiple-choice 

assessments deny a student the ability to organize, synthesize, 

argue coherently, express knowledge in personal terms, and 

demonstrate creativity, in which a simple constructed assessment 

could accomplish all these items. They have further found that 

multiple-choice assessments discourage critical thinking and 

fail to attract students to science and industry or the student 

even views the course as a “numbers game” being more concerned 

with the testing process than the actual content.  

Other researchers have also found that while constructed 

response assessments develop concept learning, multiple-choice 

assessments are limited to generally creating detail 
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memorization (Martinez, 1999; Traub & MacRury, 1990). Also 

multiple-choice assessments possess gender and racial biases 

(Bell & Hay, 1987; Bolger & Kellaghan, 1990; Lunsden & Scott, 

1987).   

Despite all the research against multiple-choice 

assessments there is evidence that multiple-choice assessments, 

if constructed correctly, can be just as effective as 

constructed response assessments (Burton, 2005; Simkin & 

Kuechler, 2005).  

Many educators also conclude that multiple-choice 

assessments can do more than just give measurement of simple 

learning outcomes. They can assess a student’s knowledge of 

terminology, specific facts (who, what, when, and where), 

principles, methods and procedures, ability to identify 

applications of facts and principles, ability to interpret 

cause-and-effect relationships, and the ability to justify 

methods and procedures (Linn & Miller, 2005, p. 187-194).  

In constructing good “multiple-choice type items [they] 

will tend to be of a higher quality than short-answer, true-

false, or matching-choice items in the same area” (Linn & 

Miller, 2005, p. 196). 

In summary, multiple-choice verses constructive response, 

or other types of non-traditional assessments, has been found to 
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be generally inconclusive. Each form of assessment has their own 

pros and cons (Martinez, 1999, Simkin & Kuechler, 2005).   

Project-Based Assessments 

History 

There are several types of non-traditional assessments with 

the goal to assess what a student can do and the intention of 

applying their knowledge and skills to complex tasks inside or 

outside the classroom. Theses types of assessments, namely, 

project-based, authentic, or performance, have this similarity. 

These non-traditional assessments have gained increased 

popularity among educators today (Darling-Hammond, 1991; Lester, 

Lambdin, & Preston, 1997; Paris & Paris, 2001; Valencia, 

Hiebert, & Afflerbach, 1994). 

Project-based learning can be traced back as far as the 

early 1900s when noted American philosopher and educator, John 

Dewey, supported “learning by doing.” This idea is also 

reflected in the educational theory of constructivism which 

“…explains that individuals construct knowledge through 

interactions with their environment, and each individual’s 

knowledge construction is different. So, through conducting 

investigations, conversation or activities, an individual is 

learning by constructing new knowledge by building on their 

current knowledge” (Grant, 2002, p. 2).  
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Many researchers and educators believe that it is 

imperative that “teachers consider what [their] students should 

be able to do when they join the real world, and [their] 

assessment practices must, to some extent, reflect those real-

life tasks” (Ormrod, 2006, p. 526). The reasoning behind the 

movement to these types of non-traditional assessments includes 

“the too frequent discontinuity between what occurs in the 

classroom and what students must do beyond provides [the] 

primary rationale...”(Tanner, 2001, p. 25). 

Positives and Negatives 

Real-life experiences are just one aspect of the use of 

performance-based or project-based assessments. These non-

traditional assessments have a greater use to promote student’s 

learning and achievement were multiple-choice assessments are 

limited (Roberts & Harlin, 2005).  

These non-traditional assessments are able to facilitate 

the following, which research has found to be the most effective 

in promoting student’s learning and achievement: “Give a formal 

or informal pretest to determine where to begin instruction, 

choose or develop an assessment instrument that reflects the 

actual knowledge and skills a student should achieve, construct 

assessment instruments that reflect what how students should 

process information when they study, use as assessment task as a 
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learning experience in and of itself, use an assessment to give 

students specific feedback about what they have and have not 

mastered, and provide criteria that students can use to evaluate 

their own performance” (Ormrod, 2006, p. 528). 

There is also plenty of research that points to the fact 

that non-traditional assessments, such as project-based 

assessment, results is significantly higher test scores, passing 

rates, student engagement, knowledge retention, and classroom 

attendance (Bartscher, Gould, & Nutter, 1995; Ferretti, 

Macarthur, & Okolo, 2001; Mehta & Kou, 2005; Railsback, 2002).  

Project-based or performance-based assessments also have 

many advantages such as: “...clear communication of 

instructional goals that involve complex performances in natural 

settings in and outside of school, measure complex learning 

outcomes that cannot be measured by other means, provides a 

means of assessing process or procedure as well as the product 

that results from performing a task, and implementation of 

modern learning theory approaches that reach students at a 

affective level” (Linn & Miller, 2005, p. 257). 

Despite all the advantages of these types of assessments, 

there are limitations. The most common limitation is the 

unreliability of ratings of performances across teachers or 

across time for the same teacher. Another limitation is that 
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performance or project-based assessments are time-consuming. 

Students need ample time to perform each task which could limit 

the amount of curriculum covered (Burstein, 1994; Linn & Miller, 

2005). 

 Shepard (1995) also notes that the implementation of non-

traditional assessments into high-stakes testing systems could 

result in the same issues that the critics of multiple-choice 

based high-stakes tests argue. Shepard comments that “even 

authentic measurements are corruptible and when practiced for, 

can distort curriculum and undermine professional autonomy” (p. 

38). 

Darling-Hammond (1994) further agrees with Shepard (1995) 

and adds that “alternative assessment methods, such as 

performance-based assessment, are not inherently equitable, and 

that educators must pay careful attention to the ways that the 

assessments are used” (p. 5). Darling-Hammond then argues that 

“the equitable use of performance assessments depends not only 

on the design of the assessments themselves, but also on how 

well the assessment practices are interwoven with the goals of 

authentic school reform and effective teaching” (p. 5).  

Benchmarks: The ACES 

The mandated standardized testing required by NCLB, which 

caused the development and use of benchmark assessments, and the 
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debate over multiple-choice versus authentic project-based 

assessments, resulted in a benchmark assessment program that was 

adopted by the Delano Joint Union High School District. 

DJUHSD has a series of benchmark assessments called 

Assessment of Core Exit Standards (ACES) which are designed 

through cohort collaboration within the district. James Hay, 

Director of Support and Assessment Services (personal 

communication, May 10, 2006) stresses that the ACES or the ACES 

system is broader than just a benchmark assessment. The ACES are 

a whole curriculum aligned to the California Content Standards 

in which a scope and sequence is developed which the teacher is 

to follow. The content of the actual ACES assessments are 

aligned to the scope and sequence. 

Hay (personal communication, May 10, 2006) also noted that 

the ACES serve three main functions: to assess students’ 

progress toward mastery of the content standards, to provide a 

minimum level of mastery and accountability for the student 

before they are able to pass the particular class, and to hold 

the teacher accountable to teach the California Content 

Standards. 

Hay (personal communication, May, 10, 2006) further noted 

that there are four ACES given per semester. A student has 

several chances to pass all four by obtaining a score of 70% or 
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more. At the beginning of the semester the students are given 

the final (all four combined ACES) as a pretest. This pretest is 

not scored toward a student’s ability to fulfill the 

requirement. Throughout the semester, the ACES are given after 

the teacher covers the associated instructional unit.  

Hay (personal communication, May, 10, 2006) also said that 

if a student does not pass the ACES on the first try they are 

allowed one retake within two weeks after going to tutorial 

provided by each department. If a student still does not pass an 

ACES they can still pass the class by receiving a score of 70% 

or higher on the final, which is all four ACES combined. 

Rodger Graf, Head of the Social Science Department at Cesar 

E. Chavez High School (personal communication, May 18, 2006), 

noted that the ACES are not scientifically developed or is their 

research on their validity or reliability, but the process of 

development (cohort collaboration) allows for constant 

refinement and adjustments to the ACES assessments and the 

actual scope and sequence. Graf prefers this method over the 

district paying large amounts of money for a private company to 

develop a curriculum that would be difficult and expensive to 

adjust. 

Because of this cohort collaboration in the development of 

the ACES assessments, the separate committees of teachers and 
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administrators, which developed the ACES assessments, came up 

with different models of assessing. Graf (personal 

communication, May 18, 2006) noted that this is why the World 

History ACES are multiple-choice based (see Appendix B for 

examples) and the U.S. History ACES are project-based (see 

Appendix A for examples). Both forms of assessment are based on 

the scope and sequence and the California Content Standards, but 

the logic behind the multiple-choice ACES assessments was to be 

more similar to the CST. The logic behind the project-based ACES 

assessments was to hopefully reach the students at a deeper 

metacognitive level, therefore gaining deeper knowledge that 

would reflect on the CST.  

Graf (personal communication, May 18, 2006) stressed that 

many teachers have issues with the different forms of 

assessments. Some feel the project-based assessments are limited 

for several reasons: the ability to conduct project-based 

research is limited due to the majority of students are socio-

economically disadvantaged, the lack of resources at the 

different school sites, and the project-based assessments aren’t 

valid because they do not assess what they are suppose to 

assess. Other teachers feel that the multiple-choice assessments 

allow the teachers to teach to the test and the students only 

learn at a basic cognitive level.   
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Graf (personal communication, May 18, 2006) noted that some 

of the criticisms are alleviated because the ACES system allows 

flexibility in how the assessments are given. If teachers want 

to add an appendix to the test for their college prep or honors 

classes they can take that liberty. But, Graf added that the 

passing or not passing of the ACES is strictly based on the 

district ACES not on anything else a teacher may add. The 

teacher also has the liberty to work the grade of the ACES into 

their grading system any way they choose. 

Graf (personal communication, May 18, 2006) also noted that 

there are some positive outcomes of the ACES; they have forced 

the teachers to teach the California Content Standards. Graf 

gave this example, “Before the ACES, if a teacher of U.S. 

History really liked the Civil War they would spend months on it 

and would cut out important standards through the rest of the 

course. The ACES have eliminated this kind of teaching.” 
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CHAPTER III: METHODOLOGY 

Description of the Research 

 This study compares the passing rate of ACES in World 

History courses, which are multiple-choice based, to the same 

students’ CST results in the World History section of the test. 

This correlation is also made for the United States History 

courses, which have project-based ACES. The percentages from 

both groups are compared to determine the more effective type of 

test that 1) can be used as an effective indicator of a 

student’s score on the CST and 2) was effectively able to assess 

the content standards and therefore, have general success on the 

CST. 

Research Design 

The research design of this study was an Ex Post Facto 

descriptive study. 

Selection of Subjects 

The subjects of this study were all the 10th grade world 

history students and all the 11th grade U.S. history students 

that took the World History or U.S. History portion of the CST 

that attended one of the two comprehensive high schools (Cesar 

E. Chavez High School or Delano High School) within the Delano 

Joint Union High School District in the 2004-2005 school year. 

In addition to the above criteria, the students selected had to 
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be enrolled in either school for the majority of the year and 

have taken the district ACES benchmark tests. 

Data Gathering 

The data in this study was gathered from the 2004-2005 

DJUHSD ACES reports and the 2005 DJUHSD CST reports with 

permission of James Hay, DJUHSD Support and Assessment Services 

Director and Bonnie Armendariz, DJUSHD IT Director.  

Data Analysis 

The data collected was analyzed through a comparison of 

percentages to the results of the World History and U.S. History 

ACES to the World History and U.S. History CST. 

Limitations 

The 2004-2005 school year was the third year the ACES were 

used in the DJUHSD, but the first year the district kept 

records. Before this, the teachers kept their own records of 

which students passed or failed. Because of the limited amount 

of data available, it is impossible to do any kind of study over 

the several years the ACES have been used. Another factor in 

regards to this is that the 2005-2006 ACES records are 

available, but the CST results for the same school year are not 

yet available. Therefore, currently this study can only be 

conducted with the 2004-2005 data.  
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This study was also limited in that the ACES are only 

reported as pass or fail (70% score or better is considered 

passing) while the CST results are broken down further 

(“advanced,” “proficient,” “basic,” “below basic,” and “far 

below basic”). Because of this, it makes it difficult to conduct 

a detailed comparison between the achievement levels. 

Another limitation of this study was the instructional 

freedom that each teacher and each department had in their 

actual methodology in teaching the scope and sequence and the 

administration of the ACES themselves. CCHS also is a new campus 

with limited resources, compared to DHS that has existed since 

the early 1900s. Because of this, some of the project-based 

assessments were a slightly different variation at CCHS compared 

to DHS. Therefore, complete and accurate comparisons between the 

two high schools in the district are somewhat limited. 

Another important limitation in this study is that many of 

more of the teachers at DHS participated in the creation of the 

ACES assessments, which gives them an instructional advantage 

over the teachers at CCHS. Along these lines, the 2004-2005 

school year was also the first year the CCHS had a junior class, 

therefore, the first time many of the teachers at CCHS taught 

using the U.S. history scope and sequence and the U.S. history 

ACES assessments. 



A Better Benchmark Assessment   38 

Another important limitation of this study is that the ACES 

results are graded and entered into the district database by the 

individual teachers. Because of the teacher’s control, the 

passing of a student is based on a teacher’s honor and general 

discretion. Also each teacher’s grading criteria or rubrics of 

the project-based assessments vary.  
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CHAPTER IV: DATA PRESENTATION AND ANALYSIS 

Presentation of Data 

The percentages of students with a passing score (70% or 

more) on the ACES in World History are as follows: DHS, 54.8%; 

CCHS, 73.5%; for an average of 59.9%. The percentages of the 

passing rates of the ACES in U.S. History are as follows: DHS, 

52.4%; CCHS, 70.1%; for an average of 58.7% (Also see graph 

version of data in Figure 1). 

The percentages of students with a “proficient” or above 

score on the World History portion of the CST are as follows: 

DHS, 21%; CCHS, 18%; for a district average of 19.5%. The 

percentages of students with a “proficient” or above score on 

the U.S. History portion of the CST are as follows: DHS, 37%; 

CCHS, 21%; for a district average of 29% (Also see graph version 

of data in Figure 2 for the complete CST break-down). 

The percentages of students with a “basic” or above score 

on the World History portion of the CST are as follows: DHS, 

59%; CCHS, 57%; for an average of 58%. The percentages of 

students with a “basic” or above score on the U.S. History 

portion of the CST are as follows: DHS, 67%; CCHS, 55%; for an 

average of 61% (Also see graph version of data in Figure 2). 
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Analysis of Results 

In comparison with each high school, the data shows that 

CCHS had 18.7% more students pass the World History ACES and 

17.7% more pass the U.S. History ACES. But, DHS had 3% more 

students reach the “proficient” or above level on the World 

History portion of the CST and 16% more reach the same level on 

the CST U.S. History portion (Also see graph version of data in 

Figure 3). 

As a district, the comparison of the passing rate of the 

ACES to the “proficient” or above level of the CST is as 

follows: 40.4% less students reached the desired level on the 

CST World History portion than passed the World History ACES; 

and 29.7% less students reached the desired level (“proficient”) 

on the CST U.S. History portion than passed the U.S. History 

ACES. 

 Comparison of the data of the students who reached the 

“basic” level, which is considered by the CST as “approaching 

state standards,” brought a much different result. First the 

comparison between the two schools which students reached 

“basic” or above on the World History portion of the CST 

resulted in the following: CCHS, 57%; DHS, 59%. The same 

comparison, but for the U.S. History portion of the CST is: 

CCHS, 55%; DHS, 67%. The average number of students, of both 
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high schools, who reached “basic” or above on the CST for the 

World History portion of the CST is 58%, while the same 

criterion of the U.S. History portion of the CST is 61% (Also 

see graph version of data in Figure 4). 

The statistical difference of students who reached the 

“basic” or above level on the history portions of the CST in 

comparison with the percentage of students who passed the ACES 

are as follows (more students passed the ACES then the CST 

unless otherwise noted): CCHS World History, 16.5%; DHS World 

History, 4.2% (more met the CST levels than passed the ACES); 

DJUHSD World History, 1.9%; CCHS U.S. History, 15.1%; DHS U.S. 

History, 14.6% (more met the CST levels than passed the ACES); 

DJUHSD U.S. History, 2.3% (more met the CST levels than passed 

the ACES. Also see graph version of data in Figure 4).  

Summary 

Considering the scope and sequence and the ACES are 

generally the same between the two campuses, there is a 

discrepancy in their passing rates, nearly 20% for each ACES. As 

a district, there is also a large discrepancy between the ACES 

passing rates and the number of students that reached the 

“proficient” or above levels (around 35% less students reached 

the “proficient” level on the CST than passed the ACES), which 

was one of the goals of the ACES. 
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The data does show that the number of students that passed 

the ACES, from both campuses and as a district average, are more 

closely related (only a 1.9% to 2.3% difference) to the amount 

of students that reached the “basic” or above level on the CST. 
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CHAPTER V: CONCLUSIONS AND RECOMMENDATIONS 

Conclusions 

In answering the question of which ACES is a better gauge 

on the student’s ability to reach “proficient” or above on the 

CST, the research shows that (as a district) the difference in 

percentage between students’ passing the ACES and reaching the 

desired level on the CST were as follows: World History ACES, 

44.7%; U.S. History, 32.3%. Therefore, the U.S. History project-

based ACES are 12.4% better at predicting student success on the 

CST than the World History multiple-choice based ACES. 

Although the project-based ACES are closer in relation to 

the adjoining CST desired results of reaching the “proficient” 

level or above, the U.S. History project-based ACES are still 

32.3% off from the same amount of students that actually 

obtained those levels on the CST. 

What the data does verify is that the U.S. and World 

History ACES at both campuses are accurate at predicting the 

number of students that will reach the level below “proficient,” 

which is “basic.” The data shows that the difference is only 

around 2%. Therefore, the ACES can be used successfully to gauge 

students’ potential on the CST at the “basic” level. 

The data gathered also shows major differences in the 

passing rates of both types of ACES from the two campuses with 
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CCHS passing around 70% on both types of ACES and DHS passing 

around 55%. The result of which can be concluded that despite 

the continuity between the scope and sequence and generally the 

ACES themselves, there are differences in teaching methodology, 

focus, style, and teaching to the ACES or teaching to the state 

standards, but also possible leniency issues in adherence to the 

district ACES policies. 

Implications and Inferences 

This research is not only valuable to the DJUHSD and the 

individual campuses of the district, but to numerous other 

school districts that are attempting to formulate effective 

benchmark assessments without turning to expensive programs from 

the educational assessment-making industry. Although the ACES 

are unsuccessful in properly gauging student success at the 

“proficient” or above level on the CST, the ACES do, however, 

properly detect the “basic” level right below it. 

To adjust the ACES to properly assess the “proficient” or 

above levels, the ACES should be modified to serve more as a 

formative assessment opposed to the current form as a summative 

assessment. Research has concluded (Neill, 2006; Olson, 2005a; 

Popham, 2000) that for benchmark assessments to be effective 

they need to be formative, which allows the teacher to evaluate 

while the content is being taught and re-teach if needed. The 



A Better Benchmark Assessment   49 

DJUHSD should also follow Herman and Baker’s (2005) six criteria 

to effective benchmark assessments. 

If these adjustments are followed the ACES assessments 

should engage the students properly, have the formative 

functionality, and possess the rigger required to properly gauge 

the student as the “proficient” or above level.  

In regards to which type of assessment, multiple-choice or 

project-based benchmark assessments are more effective in their 

own right, the data in this study is rather inclusive. But, the 

data does show that the U.S. History project-based ACES results, 

at DHS, had the closest relation out of all the types of ACES at 

the two campuses. The difference in the passing rate was only 

15.4%. In comparison the same ACES, at CCHS, gave a difference 

of 49.1%. Why the difference?  

The answer can be ascertained through the stated literature 

concerning the ACES. The ACES at CCHS were modified from the 

originals used at DHS because CCHS is a new campus (3 years old 

at the time) with limited resources. For example, a majority of 

social science teachers at DHS had computers with internet 

access either in their classrooms or had ample access to them. 

On the other hand, CCHS had very limited access to similar 

computers. Because of this, the CCHS history ACES were modified 
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to allow all research on those project-based ACES to be 

completed through the sole use of the available textbook.  

 What this ACES modification created at CCHS was an 

ineffective project-based assessment, going against what 

research has revealed to be an effective project-based or an 

authentic assessment (Bartscher et al., 1995; Ferretti et al., 

2001; Linn & Miller, 2005; Mehta & Kou, 2005; Ormrod, 2006; 

Railsback, 2002; Roberts & Harlin, 2005). 

The issue of the discrepancy in the passing percentages 

between the two campuses’ ACES results, after looking at the 

data and the literature, was most likely the result of teachers 

at CCHS formulating their instruction to the content of 

benchmark assessments themselves, or in other words teaching to 

the test. Research has shown that teaching to the test does, 

indeed, work for a particular assessment but does not work 

across different assessments, though the content is similar 

(Neill, 2006; Olson, 2005a). This can also be concluded by the 

fact that DHS had around 15% fewer students pass the ACES than 

CCSH, but had around 10-15% more students score “proficient” or 

above on the CST. It could be concluded that DHS did not align 

their instruction strictly to the ACES, but more toward the 

state content standards. 
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Recommendations for Further Study 

To get accurate results in comparing the multiple-choice 

and the project-based ACES and the CST results, a study would 

need to be conducted over several years with statistical data. 

Along this line of formulating statistical accuracy, there would 

also need to be better criterion and relative consistency and 

accuracy established in the development of the ACES themselves 

between the two campuses (and by 2008 the third campus, Robert 

F. Kennedy High School). 

Another recommendation would be to conduct a survey of the 

teachers at DHS and CCHS to determine how they implement the 

scope and sequence, how they prepare the students for their 

respected ACES, how they prepare the students for the CST, and 

their grading/evaluation procedures of the ACES. This survey 

would be beneficial to analyze the differences in passing rates 

between teachers and between campuses within the district.  
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