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A Research Methodology for Future Summative Evaluation Studies: 
Incorporating the Component of Multiple Sets of Matched Samples into 
the Statistical Control Modeling  
 

ABSTRACT 
Summative evaluations have often been undertaken to determine the impact of 

educational programs on student academic achievement employing a quasi-experimental 

design. The summative finding is expected to be less misleading if a statistical model is 

performed on a dataset including a sound matched sample as a control group. This is because 

an extreme or untrustworthy extrapolation is not necessary to be applied and a regression 

artifact will be migrated.  Empirical results showed that with the use of a single set of 

matched samples, the estimated program’s effect might be unstable, however. A research 

methodology incorporating the components of multiple sets of matched samples in addition 

to the statistical control modeling (e.g., ANCOVA) is expected to mitigate this problem 

because this proposed method is expected to consistently reduce the selection bias in the 

quasi-experimental designs since almost all possible sets (e.g., 1000) of matched samples are 

drawn from the non-treated population.  

The proposed multiple-sets-of-matched-samples method creates a condition in which 

a single treatment group has multiple sets of matched samples as control groups. If 1000 

matched samples are drawn from the non-treated population and the effect size (ES) measure 

is then estimated for each of 1000 comparisons, the mean as well as the distribution of those 

1000 ES measures can be a more reliable measure to assess the efficacy of educational 

programs. This enhances our confidence level to determine whether or not a program is 

effective.  

A summative evaluation study of a technology-based reading intervention program 

that has utilized this research methodology was introduced in this paper to enunciate the 

appealing features of this research methodology.      

 

Index: Matched Sample, Matched and Statistical Control, Zero-One Linear Programming,  

ANCOVA, Propensity Score Matching, Summative Evaluation.  
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I. Introduction 
A. Background of Program Evaluation Designs 

In an experimental design, random assignment is an ideal sampling method to create 

experimental and control groups when a group of subjects is available. The subjects of the 

experimental group will receive a treatment; whereas, no specific treatment will be given to 

the subjects of the control group. The procedure of random assignment becomes a powerful 

technique for controlling all known and “unknown” extraneous (or covariate) variables 

because it makes both groups very similar at the beginning of an experiment, especially in 

cases where the sample size is large. Unfortunately, random assignment is not often feasible 

in educational settings due to ethical, practical, and logistic issues. School administrators 

commonly believe that it is unethical to deny a potentially beneficial program to students 

who need the program merely for evaluation purposes.  There are many practical and 

logistical issues that may also occur during the course of the study.  For example, a student 

assigned to a treatment group may transfer to another classrooms, school or school system.  

There is also the problem of mortality. Accordingly, quasi-experimental designs  (Isaac & 

Michael, 1995; Shadish, Cook & Campbell, 2002) become one of the alternatives that may 

be used to determine a program effect in educational settings.  

Among the quasi-experimental designs, the non-randomized comparison group 

pretest-posttest design (illustrated in Figure 1, refer to Shadish, Cook & Campbell [2002], p. 

136) is one of the sound evaluation designs in assessing the efficacy of any programs.  In this 

design, random assignment is not conducted and subjects in both the quasi-experimental and 

the control groups take both the pretest and the posttest. The pretest is often used to measure 

subjects’ initial ability and the outcome measure is often assessed by the posttest. Like a true 

experimental design, the subjects in the control group will not receive any specific treatment, 

but their counterparts in the quasi-experimental group(s) will receive program treatment(s). 

The number of the quasi-experimental group could be single (e.g., only one program) or 

multiple (e.g., several programs to be evaluated simultaneously).  
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                                                 Pretest       Treatment                  Posttest
Quasi-Experimental Group(s)     O1 =>       X        =>              O2
Control Group        O1 =>        C       =>                 O2
where, 
O1 – Pretests   
X   – Treatment(s)  
C   – No Treatment  
O2 – Posttests  
 

Figure 1: The Non-Randomized Comparison Group Pretest-Posttest Design 
 

B. The Need  for the Utilization of  Matched Samples 

In gauging the efficacy of any programs that have incorporated the evaluation design 

as shown in Figure 1, the analysis of covariance (ANCOVA, Kirk, 1995)  is often  used to 

account for individual students’ characteristic difference (e.g., sex, race, pretest scores, etc.) 

and the hierarchical linear modeling (HLM, Raudenbush & Bryk 2002) is often used to 

account for both individual and organization (e.g. school) context differences (e.g., percent of 

minority students, percent of poverty students, etc.) between the quasi-experimental and 

control groups.  

However, as pointed out by Rubin, Stuart and Zanutto (2004), comparing results 

obtained from treated and all non-treated student population with very different distributions 

of background covariates will heavily rely on statistical modeling assumptions (e.g., linearity 

assumption) as well as extreme extrapolation. Reliable causal inferences may thus not be 

drawn. For example, Rubin et al. (2004)  pointed out that the values of “percent minority” 

and “percent in poverty” may differ widely in some schools, and this situation will cause the 

estimated school effects that have been adjusted for such covariates to be extremely sensitive 

to the statistical modeling assumptions. If the assumptions are seriously violated, those 

estimated school or program effects, as a result of using extreme or untrustworthy 

extrapolation and/or a regression artifact, would be seriously misleading. 

Instead of using all non-treated student population as a control group, drawing a 

sound matched sample from the non-treated student population as a control group is expected 

to be a more appropriate step before any statistical modeling is performed. A set of matched 

samples helps ensure that the statistical modeling is done using treated and control groups 

with similar covariate distributions, thus reducing reliance on the linearity assumption and 
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extreme extrapolation. Nevertheless, how to create an appropriate matched sample for each 

program evaluation is a challenging issue that is reviewed below. 

 

C.  Matching Via the Use of Propensity Scores  

If only a small number of categorical variables (e.g., gender and poverty status) and 

one or two continuous variables (e.g., pretest scores) are considered for matching, an exact 

matching method can be easily done. The procedure creates  exact match on the categorical 

covariates (e.g., gender and poverty status) and then chooses  the closest matches on the  

continuous variable (e.g., pretest score or any other  covariate) within those exact matches. 

This matching method, similar to the greedy matching method, will seek the closest control 

match for each treated sample one at a time, without trying to minimize a global distance 

measure. The result of this matching cannot ensure that the criterion set by the optimal 

matching method will be met, where the optimal matching will find the matched samples 

with the smallest average absolute distance across all the matched pairs.  

In instances where researchers attempt to balance groups simultaneously on many 

covariates (e.g., on gender, ethnic groups, poverty status, pretest score, the total days that 

students attended at their schools, etc.), the above exact matching method may encounter 

practical problems. Diverse methods can be used to serve this purpose (for literature review, 

see Rosenbaum, 2002). Among them, Rosenbaum and Rubin (1983, 1984, 1985) proposed an 

approach that involves the use of propensity score. The propensity score is a single 

composite score that represents a person’s score on all observed covariates and it is often 

estimated by the logistic regression modeling. Once the propensity score is estimated, it can 

be matched, blocked in quintiles (or stratification), used as an ANCOVA covariance 

adjustment, or weighted based on researchers’ interest. The goal of propensity score analysis 

is to balance two nonequivalent groups on observed covariates in order to get more accurate 

estimates of the effects of a treatment.  

Numerous published papers on propensity score matching exist (e.g., Rosenbaum & 

Rubin 1983 and 1985; Rubin and Thomas, 1992a and 1996). Propensity score has become 

popular for matching in quasi-experimental designs. However, this popularity is only 

warranted if the propensity score is accurately estimated. The fundamental assumption 

underlying matching estimators is that all variables related to both outcomes and the 
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treatment assignment variables are included in the vector of observed covariates (Rosenbaum 

& Rubin, 1983). This assumption emphasizes that researchers fully know what the correct 

model is. In reality, researchers don’t fully know the correct model and need to empirically 

seek that true model. The issues of model selections (e.g., inclusion or deletion of covariates, 

the interactions among covariates, the higher-order terms of covariates, etc.) will be the first 

task to be adequately addressed. Furthermore, the aptness of the selected logistic regression 

model needs to be examined before it is accepted for use, as is the case for all regression 

models. In particular, researchers need to examine key properties of the logistic response 

function. This means that researchers need to determine whether the estimated response 

function for the data is monotonic and sigmoidal in shape.  

In short, before using the propensity score, the issues indicated above should be 

closely examined to ensure the meaning of the propensity scores as the propensity-score 

theory has stated (Rosenbaum & Rubin 1983). Research on how well the theoretical result is 

satisfied when using estimated rather then true propensity score can be found on several 

studies (e.g. Rubin & Thomas, 1992b, 1996). Although the estimated true score generally 

worked well as shown in some studies (e.g. Rubin & Thomas, 1992b, 1996), those findings 

may not be generalized to all research circumstances if the issues indicated above (e.g., 

model selection, model-data fit, etc.) are on purpose ignored.  

  

D. The Need of Matching on Covariates  

As indicated previously, balancing groups simultaneously on many covariates  is a 

tedious task. A composite index of the propensity score for all types of covariates was 

originally designed to simplify this process. It seemed that there was no more need for direct 

matching on those observed covariates themselves. Nevertheless, a simple propensity score 

model may not fully account for the importance of those more important covariates (e.g., the 

pretest-test score) in terms of predicting the outcome of interest. In the logistic model, the 

weighting for each covariate that is then used for computing the propensity score depends 

totally on the degree of each covariate’s relation to the treatment assignment (received or not 

received treatment). As a matter of fact, some covariates (e.g., the pretest score) are usually 

highly correlated with the outcome measure rather than the treatment assignment. This fact 
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may cause the pretest-score covariate to be less important than it should be when only the 

propensity-score is used for matching.  

To address the issue indicated above, several modified propensity-score matching 

methods did not totally rely on the propensity score for matching but also rely on the 

observed covariate variables. For example, Rubin and Thomas (2000) proposed a method by 

matching individual units on some measure of distance between their covariates within strata 

of propensity scores. Using this matching method, the importance of the variables (e.g., the 

pretest score) that predicts most of the variance of the outcome measure can be addressed if 

they are chosen as key matching variables. Other proposed matching methods also include 

the covariates for matching, for example, one matching method that combines the 

Mahalanobis metric method with the propensity score matching (e.g., refer to Rosenbaum & 

Rubin, 1985).  

In practice, using the matching procedures that totally rely on the propensity scores 

may end up with a male African-American student matched with a female White student 

because both students might have very similar propensity scores. This matching method can 

be analogous to a “Fruit Smoothie by Fruit Smoothie” matching method because researchers 

put all kinds of covariates (or fruits) into a statistical model (or a smoothie blender) to 

produce a composite score (or fruit smoothie). If the propensity scores are well estimated,  

the bias created by nonrandom assignment, in theory, is expected to be reduced by the use of 

the propensity scores (Rosenbaum & Rubin, 1983). However, a practical issue may occur, 

that is, decision makers, school personnel (e.g., principals) or general public may have a hard 

time to accept  that the samples (treatment and control) are similar.   

 Due to other rationales (e.g., effectively reducing selection bias) or/and the practical 

issue indicated above; researchers may not only rely on the propensity score for matching but 

also  include several key covariates (e.g. pretest score)  in the matching procedures.  This  

issue  suggests that the central benefit of the propensity score ⎯simplifying the matching 

process by reducing multiple dimensions to one has become less important than it was 

originally developed. Several modified-version of the propensity score matching methods 

prefer not only the propensity score but also the covariate variables for matching.    
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   In the past, without the sophisticated technical support, matching on several 

covariates was a tedious task or even impossible if  both the greedy and optimal matching 

criteria were required to be met. With the combination of advances in the computing power 

of personal computers and the applications of the zero-one linear programming (e.g., Li & 

Schafer, 2005a; Li & Schafer, 2005b; Li, Yang & Modarresi, 2005), the tedious task in 

matching several covariates has disappeared and a set or even multiple sets  (e.g., 1000) of 

matched samples can be created  in a timely manner. Specifically, without any  preference  

for the statistical model selection as often required  by the family of the propensity score 

matching methods, the matching procedure developed by Li et. al. (2005) is very efficient in 

matching as many categorical covariates (e.g., gender, ethnic) and continuous covariates 

(e.g., the amount of family income, total days in a school) as the researcher desires. The 

criterion of the exact matching can be achieved either in individual or subgroups for the 

categorical covariates and the criterion of optimal matching can be achieved for the 

continuous variables. Furthermore, the  proposed matching method can appropriately handle 

the key covariate (e.g., pretest score) simultaneously using the greedy and optimal matching 

methods.   

                  To sum it up, with the aid of the Zero-One Linear Programming and the Li et al.’ 

matching algorithms (2005), the balance of groups simultaneously on many covariates 

becomes possible.  The greedy and optimal matching methods can be applied on the key 

covariate (e.g., pretest score). The exact matching method can be applied on  categorical 

covariates and the optimal matching method can be applied on  continuous covariates. This 

can be done without the need of using a statistical model to generate a composite score. This 

matching can be analogous to an “Apple by Apple” matching method because all kinds of 

covariates (or fruits) remain their original forms during the matching process.  This “Apple 

by Apple” matching method attempts to ensure both the “Chemicals” and “ Real Persons” 

between the quasi-experimental and matched groups are very similar. The property of 

matching both “Chemicals’ and “Real Persons” simultaneously is appealing in particular 

when a researcher explains to non-technical persons how similar both the treatment and 

matched groups are. 
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E. The Needs for Creating Multiple Sets of Matched Samples 

As stated above, it is expected to obtain more reliable and accurate evaluation results 

when matching strategies are used to create a control group and  consequently a statistical 

model  (e.g., ANCOVA) is applied to the data. Nevertheless, based on the  findings from an 

empirical study (Yang, Li &Modarresi, 2005), the results produced by the single-matched-

sample approach might not be adequately reliable  to make a right decision especially in the 

cases with a small sample size (e.g., 30, 50). For example, the effect size measure for one of  

the program evaluation was about 0.27 in a study (Yang, Li, Modarresi & Tompkins, 2003) 

conducted by a single matched-sample method. At that time, this program was not phased out 

by the decision makers partly because this effect size value was larger than the criterion of 

0.2 set by that evaluation study.  

Nevertheless, when the 200 sets matched samples were drawn from the same sets of 

data and they were then re-analyzed, the effect size values ranged from –0.47 to 0.29 with a 

mean of –0.16 (Yang, Li & Modarresi, 2005). The latter finding contradicts the original 

finding and suggests that parameter estimate calculated by using a single matched sample  for 

determining  a program’s effectiveness may be unstable. This seems to suggest that using a 

single set of matched samples cannot ensure the reduction of the selection bias to the level 

that most researchers are confident of it.  Accordingly, the mechanism (or algorithms)  for 

generating multiple sets of matched samples and using them in quasi-experiment designs 

deemed to  be  necessary in order to consistently control the selection bias. This will 

consequently obtain a stable estimate of program effectiveness.  

 The matching method proposed by Li et al. (2005) creates multiple sets of matched 

samples that are then treated as replicated-similar multiple control groups. This feature is 

another attribute that has not been addressed by the current matching methods in the 

literature . As delineated in the Li et al.’s study (2005), the amount of measurement error of 

the pretest score (one of the most important covariates) was incorporated into the equation 

used for  creating multiple sets of matched samples.  The proposed multiple-matched-sample 

method is expected to  “consistently” mitigate the problem of selection bias in the quasi-

experimental designs ------ since almost all possible sets (e.g., 1000) of matched samples are  

drawn from the non-treatment population. Of course, this method as the same as other 
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matching methods will work only the important covariates are sought and used in the 

matching process.   

Each set of control groups is similar to the treatment group and can be used for the 

purpose of  comparison. In creating a single set of matched sample, the principle of sampling 

without replacement is applied. Any non-treatment member, thus, can not appear multiple 

times in a set of matched sample.  

 After sampling a set of matched samples, every member of the non-treatment group 

is returned to the dataset. Another new set of matched samples will be generated given a 

different value of measurement error of the pretest score to each member in the quasi-

experimental group. Again, every member of the non-treatment group should be returned to 

the dataset after sampling.  After repeating the matching procedure again and again, multiple 

sets of matched samples will be created. As a result of the procedures used to generate 

multiple sets of matched samples, many members from the population of the non-treatment 

group could appear multiple times in different sets of matched samples, but not within any 

sets of matched sample.  The reason is that the same constraints have been repeatedly 

imposed while creating any sets of matched samples.  

Confidence interval of program effectiveness can be established by the percentile 

method based on the distribution of multiple replicated effect size estimates. This cannot be 

found in the relevant literature.    

  

II.  Purpose  
Once the multiple sets of matched samples are drawn from the non-treated 

population, this creates a condition that the treatment group has multiple matched samples for 

the purpose of comparison. An effect size measure (ES, Thompson, 2002) can be calculated  

for each of the comparisons. If 1000 matched samples are used, as is the case in this 

evaluation, the mean as well as the distribution of the effect size measures, across 1000 

replicated comparisons, can be used to assess the efficacy of any program. The use of this 

method enhances our confidence in  determining whether or not a program is effective.  

 The incorporation of the components of multiple sets of matched samples into the 

statistical  modeling creates a research methodology for future summative evaluation studies. 
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This research methodology is a contribution to the literature and is expected to be more 

reliable to reduce the selection bias when compared to a single-matched approach.   

This paper attempted to enunciate the appealing features of this proposed research 

methodology by using a summative evaluation study as an example. The summative study 

was undertaken to determine whether or not attending a technology-based reading 

intervention program leads to a higher student achievement.  This summative question was 

addressed  using the proposed research methodology. The  reading performance of students 

who participated  in  the stated program and received treatment was compared to 1000 sets of 

matched samples of non-treatment peers.  The mean and the distribution of the 1000 effect 

size measures  were  used to  assess the program’s effectiveness.  The details of this 

summative evaluation  are briefly illustrated below. 

     

III. A Summative Evaluation  of a Reading Intervention Program 
A. Program Descriptions 

A technology-based reading intervention program is designed to meet the needs of 

students whose reading achievement is below their grade-level proficiency. The developers 

of this program believe that research on the causes for poor reading performance for 

elementary and secondary students rests on two areas: 1) poor decoding and slow oral 

reading fluency; and 2) difficulty in creating mental models from the text.   

The solution to these problems is to provide an instructional setting that has a small 

class size, extended teaching time devoted to reading, writing instruction, and the use of 

differentiated instructional strategies by the teacher. The use of technology during the small 

group rotation part in the reading intervention lesson allows students to become more 

accurate, automatic, and fluent readers. During the small group teacher directs mini-lesson 

instruction, students receive differentiated instruction based upon their strengths and 

weaknesses in comprehension. This program incorporates technology in learning that has 

strong proponents in public education. This program was administered to ninth graders at 

five high schools in a school district. A summative evaluation was conducted and the key 

question for this evaluation is described below.  
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B. Research Questions 

The major summative question for the  evaluation  of the technology-based reading 

intervention program is stated below: 

Do students in the technology-based reading intervention perform better in reading 

than similar non-reading intervention program after controlling for students’ 

demographics (viz., poverty, race, and gender) and their initial abilities?  

 

C. Research methodology 

1. Evaluation Design 

A Quasi-experimental design was used in this evaluation to  address the evaluation 

question. Multiple sets of matched samples were drawn from the non-treated student 

population, at the five reading intervention  high schools, for the purpose of  comparisons. 

Figure 2  illustrates the evaluation design, where it shows that non-reading intervention 

students took regular English 9 course; whereas, reading intervention students not only 

attended the regular English 9 course but also received the reading intervention treatment. In 

other words, the reading intervention program was an additional treatment for those selected 

high school students who were enrolled in the program. 

The 2003 Maryland School Assessment (MSA) reading and 2004 High School 

Assessment (HSA) reading tests were used as pretest and posttest measures, respectively.   

 

 
                                                     Pretest          Treatment          Posttest           
 
            Quasi-Experimental Group         O1        =>         X          =>        O2           
             (Reading Intervention Program Students) 

 
             Control Group          O1        =>        C           => O2          
             (1000 Sets of Matched Samples) 
 
         O1 – 2003 MSA Reading Scores for eighth graders 
         C   – Taking English Course 
         X   – Taking English Course + the Reading Intervention Program treatment  
         O2 – June 2004 HSA English Score for ninth graders 
Figure 2: The Summative Evaluation Design of Reading Intervention Program 
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2. Matching Control 

Four categorical covariates  were considered for matching for this evaluation. They 

were, gender (2 levels), race (5 levels), poverty (3 levels), and school (5 schools) that 

students attended. Under this circumstance, there are 150 (2x5x3x5=150) types of students. 

In addition, the pretest score and  the total days that students attended at the school were  

considered for matching. There were  155 and 1505 students in the reading intervention 

program and non-reading intervention programs, respectively. One thousand sets of matched 

samples  were drawn from the non-treated student population. As explained in the Appendix 

A, many members from the population of the non-treatment students could appear multiple 

times in different sets of matched samples because the same constraints, as described below, 

have been repeatedly imposed into the matching procedures. 

For each set of the matched samples, 155 reading intervention students were drawn 

from the 1505 non-reading intervention program students with the following constraints: 

1. The average pretest score of the reading intervention program group was close to the 

average pretest score of the non-reading intervention matched group.  

2. Each individual pretest score of the reading intervention program sample was  

       close to pretest scores of the reading intervention matched sample. 

3. Each individual reading intervention sample had the same demographic 

characteristics (e.g., race, gender, and poverty status ⎯ Free/Reduced/Paid Lunch) as 

the reading intervention program matched sample.  

4. Each individual in the reading intervention sample attended the same high school as 

the one in the matched sample. 

5. The total days (TD) that the reading intervention program group attended at school 

was similar to the total days attended by  the non-reading intervention matched group.  

Specifically, the following constraint was imposed: The TD for the reading 

intervention group can’t be smaller than its TD minus one TD’s standard deviation 

and its TD can’t be larger than its TD plus one TD’s standard deviation.      

 

When those constraints were imposed in the zero-one linear programming, sets of 

matched samples were created. Thirty out of the 155 pairs  are shown in Table 1. For each 

pair matching, several matching variables (e.g. the pretest score, total days in schools, sex, 
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race, poverty status, types of schools) are used and shown in Table 1.  The  definitions of 

labels in Table 1 are  provided in the footnote.  

The descriptive statistics of the pretest scale scores and the total days students 

attended at schools for the reading intervention group and matched sample groups are 

presented in Table 2. 

As  shown in Table 1, most members in the quasi-experimental group found 

respective matched samples with almost the same pretest scores. The results in Table 2  

reveal that the summary statistics,  Means, Standard Deviations (SD), Minimum (Min), and 

Maximum (Max), for the pretest scores were almost the same  for the two groups of students 

(treated and non-treated). The combination of findings presented in Tables 1 and 2  reveals 

that the criteria set by the greedy and optimal matching methods have been achieved for the 

pretest score variable.  

For the continuous covariate variable--  the total days students attended at schools-- 

we also  found that each pair has a similar number of the total days attended at  schools even 

though the greedy (or one-by-one) matching method was not implemented on this variable. 

The results in Table 2 show that the summary statistics, Mean, Standard Deviation (SD), 

Minimum (Min), and Maximum (Max), for this covariate  are almost the same between the 

two groups. 

It is important to note that “the same demographic characteristics” on the matching 

variables (e.g., poverty, gender.) not only means that the number of students on each selected 

variable  is identical between the two groups, but also  the distribution of students in the 

combination (e.g., types of students) of  matching variables (e.g., poverty and  gender) is 

identical. The above stated 5 constraints make the matched control samples generated by this 

matching method as similar to the reading intervention samples as they could be. Of course, 

if researchers can collect information on more key covariates, they may add those to the 

existing matching variables using the matching method introduced in the Appendix A. 
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Table 1: 
Thirty Matched Pairs on Several Matching Variables (e.g. the pretest scores, days of students 
attending at the school, sex, race, poverty status, attending school and the types of student) 
Using the Matching Method Proposed by this Research  

Type Race Gender Poverty School Pretest 
Days in 
Schools Pair 

 Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat 
1 3          3        3        3      1      1       1         1          1        1         354     356      171    153     
2 3          3        3        3      1     1       1         1          1        1         352     354      175    174     
3 3          3        3        3      1      1       1         1          1        1         379     383      147    167     
4 3          3        3        3      1      1       1         1          1        1         365     365      148    173     
5 3          3        3        3      1      1       1         1          1        1         405     406      146    163     
6 3          3        3        3      1      1       1         1          1        1         386     386      162    178     
7 3          3        3        3      1      1      1         1          1        1         390     394      152    176     
8 3          3       3        3      1      1       1         1          1        1         390     390      147    177     
9 3          3        3        3      1      1       1         1          1        1         363     363      157    172     

10 3          3        3        3      1      1       1         1          1        1         351     351      137    149     
11 3          3        3        3      1      1       1         1          1        1         379     376      157    141     
12 5          5        5        5      1      1       1        1          1        1         401     402      165    159     
13 5          5        5        5      1      1       1         1          1        1         383     390      154    162     
14 6          6        3        3      2      2       1         1          1        1         362     360      171    152     
15 6          6        3        3      2      2       1         1          1        1         360     360      166    170     
16 6          6        3        3      2      2       1         1          1        1         356     356      155    169     
17 6          6        3        3      2      2       1         1          1        1         342     342      156    134     
18 6          6        3        3      2      2       1         1          1        1         367     367      166    143     
19 6          6        3        3      2      2       1         1          1        1         362     363      154    162     
20 6          6        3        3      1      1       1         1          2        2         383     383      178    157     
21 6          6        3        3      1      1       1         1          2        2         383     383      177    156     
22 6          6        3        3      1      1       1         1          2        2         381     381      170    163     
23 6          6        3        3      1      1       1         1          2        2         362     362      160    173     
24 9          9        3        3      1      1       3         3          1        1         356     356      174    176     
25 9          9        3        3      1      1       3        3          1        1         377     377      175    173     
26 9          9        3        3      1      1       3         3          1        1         370     372      158    154     
27 9          9        3        3      1      1       3         3          1        1         406     405      161    165     
28 9          9        3        3      1      1       3         3          1        1         374     374      153    166     
29 9          9        3        3      1      1       3         3          1        1         384     384      169    176     
30 9          9        3        3      1      1       3         3         1        1         381     381      163    125     

Pro: Treatment Group; Mat: Matched Group; Race,1 for American Indian, 2 for Asian 
American, 3 for African American, 4 for White, 5 for Hispanic; Gender, 1 for Male, 2 for 
Female; Poverty: 1 for Free Lunch, 2 for Reduced Lunch, 3 for Self-Paid Lunch.  
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Table 2. 
Descriptive Statistics of the Pretest Scale Scores and the Total Days Students Attended at 
Schools for the Reading Intervention and Matched Sample Groups 

Pretest Scale Score  Days of  Student in the 
School 

Group N Type of 
Students 

Mean SD Min Max Mean SD Min Max 
Treatment 155 371 19 311 418 167 10 129 178 
Matched 155 

The 
Same  372 18 317 418 166 11 123 178 

 
 

 The researchers  also  used the greedy matching method with the propensity score for 

selecting a set of matched sample (thirty out of 155 pairs are  shown in Appendix B, Table B-

1). The propensity score was estimated based on  a logistic regression model with the status 

of students’ treatment (Treatment/Non-treatment) as the dependent variable and the  

following variables as continuous and categorical covariates:  Pretest scores, total days in 

schools, race, gender, poverty and school that student attended. No interaction variables 

among covariates  were entered  in the model.  

As shown  in Table B-1, each pair has almost the same propensity scores. 

Nevertheless, they are different type of students. For example,  in the first pair, an Africa-

American/Male/Free Lunch/School 3 student is matching with an Africa-

American/Female/Reduced Lunch/School 3 student. The summary descriptive statistics of 

the pretest scale scores and the total days students attended at schools for the reading 

intervention and matched sample groups are presented in Table B-2. 

 

3. Statistical Control 

After the matching procedure, a small pretest score and other covariance differences 

between the program sample and its matched sample may remain. The analysis of covariance 

(ANCOVA) is used to control for the effects of these small differences between the two 

groups.    

 The application of ANCOVA procedures on the data containing a matched group 

results in adjusted posttest means that are more defensible. This is because an extreme or 

untrustworthy extrapolation is not necessary to be applied and a regression artifact will be 

migrated while estimating those adjusted posttest means.  
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4.  Evaluation Criterion:            

When a statistically significant result is obtained (e.g., p < .05), the researcher 

generally has the confidence to conclude that the treatment effect is not due to sampling 

error. A mean difference of a very small size can be judged to be statistically significant 

when the sampling error is small (due to a large sample size). Conversely, a relatively large 

mean difference can be judged to be not statistically significant when the sampling error is 

large (due to a small sample size).  To avoid those problems above, this evaluation thus chose 

the effect size measure as a criterion to determine program effectiveness because such index 

resulting from the current evaluation design will allow for the isolation of the “program 

effect” (or the “value added”) unencumbered by several key demographic factors and 

student’s initial abilities.  The effect size measures were calculated by the following 

procedures:  

 

a. The Value-added Score: 

The main task of program evaluation is to estimate the amount of the value-added 

scores of students that is contributed by the program. The definition of the value-added score 

is the change attributed by a specific experience (e.g., a reading intervention program 

treatment).  

The value-added score (or non-standardized effect size) is mathematically defined as:  

Adjusted Mean_   minus Adjusted Mean_ , where the adjusted means 

were estimated by the ANCOVA model for the reading intervention group and its matched- 

sample group.  The value-added score was used to measure the magnitude of the reading 

intervention program effect.  

TreatmentogramPr pleMatchedSam

 

b. Effect Size:  

Since the value-added score  depends on the scale score of the posttest and cannot be 

used to compare program effects among multiple programs, a standardized effect size (ES) 

with a promising feature of scale invariant or metric-free was used to compare the treatment 

effects among multiple school sites, subgroups, or multiple-replicated comparisons.  Effect 

size, as illustrated in Equation 1 below, can be defined as the valued-added score divided by 

the standard deviation (SD) of the pooled posttest scores.  
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ScorePosttestPooledSD
ScoreAddedValue

ES
−

=                                                                                   (1) 

 

Cohen (1988) suggests that a 0.2 ES may be labeled as small; an ES of at least 0.5 as 

medium; while an ES of 0.8 or greater may be considered large. With 1000 ES values, a 

mean of effect size of 0.2 is adopted by this study to show efficacy of this reading 

intervention program. The interpretation of ES is provided in the Appendix C.   

 

D. Summary of the Summative Evaluation Findings 
After the students’ characteristics and initial abilities (e.g., SY 2003 MSA pretest 

scale scores) were accounted for both the program’s participants and the 1000 sets of similar 

non-reading intervention peer groups, the effect sizes were calculated and summarized  in 

Table 3. The distribution of the 1000 effect size measures is shown in Figure 3.  

 

Table 3.  

The Summary Descriptive Statistics of the 1000-Replicated Effect Sizes Computed for the Reading 
Intervention Program on the SY 2004 HSA English Test Scores  

Factors 
Grade Level 

Sample 
 Size 

Mean of 
ES SD Min Max 

PR# for 
the Mean 
ES  

Whole Group Nine 155 -0.27 0.20 -0.32 -0.22 39 
#: The PR stands for the percentile rank (PR) standing of the treated sample mean when it is 
compared with the distribution of the matched-sample test scores. 

  

  The analysis  of the 1000 sets of matched samples reveals that effect size (ES) values 

range from -0.32 to -0.22 with a mean of -0.27.  The mean of the effect sizes  is relatively 

smaller than the criterion of 0.2 . This would imply that a typical reading intervention student 

performed no better than a typical student who did not participate in this program. 

 

The shape of the distribution of the 1000 effect sizes approximates a normal 

distribution  (see Figure 3).  This  suggests that if a single-matched-sample method was 
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utilized to evaluate this reading intervention program, as found in most literature, program 

evaluators would obtain an ES value, ranging from –0.32 to -0.22. By using the multiple-

sets-of-matched-samples method, the researchers have more confidence to conclude that the 

reading intervention program had minimal, if any, program effect on ninth grade students’ 

English performance. 
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Figure 3. The Distribution of the 1000-Replicated Effect Sizes for Estimating the Effects of  

   Reading Intervention Program  

 

IV. Discussions 

A. Features of the Proposed Research Methodology  
The research methodology introduced in this paper heavily relies on the matching 

method illustrated in Appendix A. Readers might  think that the matching introduced in the 

Appendix can be done by simply cross-classifying the control group on the categorical 

covariates, sorting the control group based on the order of distance of pretest score from a 

member’s “pretest score” and then, within each cross-classification of the categorical 

covariates, choosing the matched sample who have the smallest distance to this member’s 

“pretest score”. Unfortunately, as stated previously, the stated matching method is a  one-by-
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one matching technique that can’t  minimize the pretest-score mean differences between the 

quasi-experimental group and the matched group.  

Also,  in using the above described cross-classification matching method, researchers 

may choose to sort the control group based on the order of distance of pretest score from the 

pretest mean score  of the quasi-experimental group and then, within each cross-classification 

of the categorical covariates, choose  j matched samples who have the smallest distance to 

the pretest mean score of the quasi-experimental group, where j is the number of quasi-

experimental members in the cross-classification group. Unfortunately, this modification of 

the above cross-classification matching method is like an optimal matching method and does 

not ensure that individual units on the pretest scores are well matched.  

Both cross-classification matching methods introduced above will encounter practical 

problems when covariates have many levels or when the number of covariates is large. In 

other words, using this cross-classifying method to balance groups simultaneously on many 

covariates is an arduous task. Furthermore, the criteria set by both greedy and optimal 

matching methods might not be met simultaneously. Fortunately, with the aid of zero-one 

linear programming and the algorithms introduced in Appendix A, the problem of tedious 

task on matching is solved. Furthermore, the following features will be detained: 

(1) Greedy and Optimal Matching for the pretest scores (or other key covariates ). This 

mean each member in the quasi-experimental group has a respective matched sample 

with almost the same pretest score. In addition, the mean of pretest scores between 

the quasi-experimental group and the set of matched samples is nearly the same.   

(2) Identical (one-by-one) matching for the demographic/background variables between  

the treated and non-treated groups. 

(3) An optimal matching method is applied for all continuous covariates.  

(4) Taking into account  the measurement error of the pretest scores while creating 

multiple sets of matched samples.  

 

 The tedious task on matching many covariates simultaneously can also be solved on 

matching the composite score of the propensity scores.   However, despite  the use of the 

propensity score for matching, researchers may still want to select several other key 

covariates for direct matching (e.g., Rubin & Thomas, 2000). Furthermore, the issues of 
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model selection and model-data fit cannot be ignored before the propensity score is used. In 

other words, in most cases the tedious work  of matching is not fully solved regardless of  

using the propensity score. Therefore, the proposed matching method in creating multiple 

sets of matched sample can be one of new promising matching method.     

Some researchers may ask the following question: Is the results produced by the 

single-matched-sample method reliable enough for making policy-decisions of phasing out or 

keeping a program, compared to the multiple-set-of-matched-sample approach? According to 

an empirical study (Yang, Li & Modarresi, 2005), the results produced by the single-

matched-sample approach may not be reliable enough to make a correct decision especially 

for  a case with a small sample size (e.g., 30, 50). As we are aware, sample sizes in many 

programs are small. The research methodology: Incorporating the Components of Multiple 

Sets of Matched Samples into the Statistical Control Modeling,  increases our confidence in 

conclusions of summative evaluations of small programs. 

In the evaluation of the reading intervention program, the measurement error of the 

key variable  (pretest score) was also taken into account during the process of matching the 

variables. Figure 3 shows the distribution of the multiple effect size measures, where it shows 

the variability of effect size measures. Such ES variability is primarily introduced by the 

fluctuation of multiple samplings as well as the variation of the key covariate of the pretest-

score measure.  Such plot provides the richest information for decision makers and cannot be 

found in other literature that is associated with summative evaluations.   

To date, simulation studies conducted to compare the performance among several 

matching methods are rare. Researchers should continue to work on this issue. However, 

before such information is available, the mechanism (or algorithm) to generate multiple sets 

of matched samples in summative evaluations using the quasi-experiment designs is  

essential, no matter what matching method the researchers prefer.  
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B. Issues Related to the Applications of this Research Methodology 

 Several factors associated with this research methodology are discussed below. 

 

1. The Feasibility of this Research Methodology   

In reality,  the single matching method as well as the multiple-sets-of-matched-

sample method cannot be done by directly entering the A matrix and b vector (see Equation 

A-4) into the linear software packages (e.g. LINGO, LINDO Systems, Inc. 2003). Users need 

to write computer codes (e.g., C++ language, or MATLAB, The MathWorks, Inc., 2003) to 

call the callable libraries (e.g., LINDO API, LINDO Systems, Inc. 2003) to do so. For the 

solution presented in Table 3, the LINDO API was called into the MATLAB to seek the 

solution of the vector of x in Equation A-1. All solutions met all the constraints without any 

difficulties and in a timely manner (e.g. less than a second per matching).  

With the combination of the powerful personal computers and the zero-one linear 

programming, incorporating the component of multiple sets of matched samples into the 

statistical control modeling become very feasible. In most cases, such task (e.g., 1000 sets of 

matched samples along with 1000 times of ANCOVA analyses) can be completed during 

night time when researchers leave the office.   

 

2. Statistical Modeling Followed by the Matching Method 

After the matching procedure, a small pretest score (or other continuous covariates) 

difference between the treatment group and its matched sample may remain. The ANCOVA 

can be used to control for the effects of the small differences on covariates between the two 

groups. When the matching control is integrated with the ANCOVA analysis, ANCOVA 

results in adjusted posttest means for both groups under the constraint of two groups’ pretest 

(or other continuous covariates) means as well as two groups’ demographic backgrounds 

being equal. Those constraints make the ANCOVA-based adjusted means more defensible 

because no extreme extrapolation and/or a regression artifact are applied on the estimates of 

the adjusted means for both groups.  

 

3. The Feasibility of Successfully Creating Matched Samples 
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The relative success in creating a set of matched samples relies on which covariates to 

base the matching. In general, when more important covariate variables are used in the 

process of matching, the result of the matched group is more similar to the experimental 

group.  

The degree of successfully creating a set of matched samples also relies on whether 

the distributions of both the quasi-experimental group and its respective non-treatment group 

on the matching variables substantially overlap or not.  If both groups have more 

overlapping distributions on those matching variables, then the set of matched samples can 

be adequately obtained without the need of selecting members from extreme tails of the 

distributions. For example, the non-treated population might have more overlapping 

distributions if such a population is composed of more members who are eligible for a 

specific program, but they are not placed in this program due to some circumstances (e.g., 

schedule conflict, no intention to attend, etc.). In contrast, the non-treated population might 

have less overlapping distributions if such a population is only composed of members who 

are not eligible at all for this program. When the later scenario occurs, examination of the 

overlap of the two distributions will help alert researchers to the possibility of the regression 

effect among the matches (Shadish, Cook, & Campbell, 2002, p 121).  

 

4. Caveats 

  As with other matching methods, the matching method introduced in this study 

requires as many important covariates as possible. It also requires a relatively large non-

treated population. When those conditions are met, a more reliable result is expected to be 

obtained, compared with any results produced by the evaluation design with only a set of 

matched sample used as a control group.  

Nevertheless, causality cannot be inferred from the studies that incorporate the 

proposed matched method since the data are collected from quasi-experimental designs. The 

only designs that allow for relatively unambiguous causal inference are true experiments.  

The strength of a true experiment is its ability to rule out threats to internal validity through 

random assignment of students to treatment and control groups. The procedure of random 

assignment ensures that the study groups are equated on all possible observed and hidden 

variables. This is particularly true for the cases with large sample sizes.  
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 Appendix A:  
The Updated Version of Li et al.’s  (2005) Matching Method 
 

The techniques of optimization help us seek the solution that provides the best result 

(e.g., attaining the highest profits while making the most efficient use of our resources 

including money, time, machinery, staff, inventory, etc.).  Such problems are often classified 

as linear or nonlinear, depending on the nature of the relationship of the variables involved in 

the problem (LINDO Systems, Inc., 2003).  This Appendix provides  a description of Zero-

One Linear Programming  followed by detailed steps of using this technique in creating a set 

of matched samples as a control group. 

 
A. Zero-One Linear Programming 

Linear programming is designed to seek the maximum (or minimum) value for a 

linear function, such as the one presented in Equation A-1, while the required constraints, 

formalized in Equations A-2 and A-3, are imposed.  

 

Minimize                                                                                            (A-1) [ i

n

1i
ji x)PABS(P∑

=

− ]

Such that  

 

A11x1 + A12x2 + … + A1nxn  � b1                                                                                         (A-2) 

A21x1 + A22x2 + … + A2nxn  � b2 

           :               …               : 

 

Am1x1 + Am2x2 + …+ Amnxn � bm

 

{ }0,1x i ∈                                                                                                                              (A-3) 

 

where 

ABS is the absolute function, 

i is the member index for all members without receiving a specific treatment (i=1,…,n), 
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Pi is the pretest score for member i without receiving a specific treatment, 

Pj is the pretest score for member j in the quasi-experimental group,  

Amxn is the coefficient, and bm is the right-hand side value for the mth constraint (refer to  

LINDO API, p1, 2003), 

�  is the relationship function, which could be ≤, =, or  ≥. The equal symbol of ‘=’ is used  

for the category-constraint variables. The symbol of  ‘≤’ or ‘≥’ is used for  

the continuous-constraint variables. 

 

More specifically, in Equation A-1, the members in the non-treated population are 

indexed by i=1,…, n and the values in the variable xi are parameters that will be estimated. 

For zero-one linear programming, the x values are constrained to be either one or zero as 

indicated in Equation A-3 to identify whether the members are selected or not for the 

matched group. For example, if the number of students in the treatment and non-treatment 

groups are 3, 7 respectively,  and we need to draw 3 students as a set of matched samples 

from  the 7 non-treatment students, if the solution  is x’=[ 1 0 0 1 0 0 1], it means that the 

first, fourth and last member in the non-treatment groups will be selected as a set of matched 

samples. In the other words, the first position of  “1” in the ‘x’ standards for the first member 

in the non-treatment groups will be selected; the second position of “0” in the x’ standards 

for the second member in the non-treatment groups will be not selected.   

Equation A-2 introduced above can be presented by a matrix expression⎯Equation 

A-4 (shown below) in which the vector of x will be resolved by not only maximizing (or 

minimizing) the linear function of Equation A-1, but also imposing the constraint of x values 

of either one or zero. The matrix A, representing the left side of Equation A-2, and the vector 

b, representing the right side of Equation A-2. Equation A-4 are created from Amxn and bm 

coefficients, respectively. The way of preparing both matrix A and the vector b depends on 

the nature of the problem we attempt to solve (refer to LINDO API, p1, 2003, Theunissen, 

1985, 1986;van der Linden & Boekkooi-Timminga, 1989). 

 

A ⋅ x = b                                                                                                                              (A-4)                         
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 Several examples of the setting constraints for matrix A and the vector b can be: (1). 

The total days students attended at school for the set of the selected samples should be close 

to the ones in the quasi-experimental group, (2). The total family income for the set of the 

selected samples should be close to the ones in the quasi-experimental group, (3). The set of 

matched samples should have 5 type-I students as the ones in the quasi-experimental group, 

(4). The set of matched samples should have 8 type-II students as the ones in the quasi-

experimental group, etc. The definition of types of students has been explained previously.    

 It is noted that if multiple pretest scores are available, a composite score obtained 

from those pretests is more appropriate to be entered into Equation A-1. The choice of types 

of composite score can depend on the nature of those pretest scores. The following section 

will introduce a matching method utilizing the zero-one linear programming.  

 

B. The Greedy Combined with the Optimal Matching Method  

As indicated in the summative evaluation described in this paper, there were 155 and 

1505 students in a reading intervention and non-reading intervention programs, respectively. 

The number of treated sample and  non-treated population will be used as an example in this 

section. Since the matching method introduced by Li et al.’  (2005) weighted the pretest-

score variable more than the rest of covariate variables, the pretest-score variable was treated 

separately from the other covariates.  

In Equation A-1, if the pretest score of Pj is set to the mean of  the quasi-experimental 

group and the vector of x is resolved, we are able to seek a set of matched samples (e.g., 155) 

from non-treatment population (e.g., 1505). This set of matched sample has exactly one-by-

one category-type demographic (e.g., gender, race, etc.) variables as the ones in the treatment 

group. In addition, this set of matched samples has very similar summary statistics on 

continuous (e.g., total days that students attended schools) variables and the pretest variable 

as the ones in the treatment sample. 

Nevertheless, the “pretest-mean matching” approach introduced above is not 

desirable because the pretest scores for each selected matched sample tend to be close to the 

pretest mean scores of the treatment group. This causes the variability of the pretest scores 

for these matched samples to be too small and not as similar as its counterparts in the quasi-
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experimental group. The proposed matching method is described in the following section. 

The details of the procedure are given in Figures A-1 throughA-3.   

Instead of entering the pretest mean of quasi-experimental group into the targeted 

function of Equation A-1, the first member’s pretest, Pj in the quasi-experimental group is 

entered into the targeted function. Once the vector of x is resolved, we are able to identify 

155 matched samples from 1505 non-treatment population that has identical category-type 

(e.g., gender, race, etc.) covariates and similar interval covariates when compared to the 

treatment group. Afterwards, a member is selected among 155 matched samples with the 

following conditions, a) Has the same type of member as this individual member, and b) Has 

the closest pretest score to this individual member. Once this member is found, he/she will be 

the matched member of the first member of the quasi-experimental group (refer to Figure A-

1 shown in the Appendix A). 

For selecting the matched sample from the non-treatment population for the second 

member of the quasi-experimental group, the researcher should replace any members that 

have not been previously selected in the non-treatment population pool. Next, he/she should 

add an additional constraint to the constraints that have been imposed in the zero/one linear 

model to ensure that the member being recently selected  is included in the next set of 

samples. In addition, the researcher should enter the second member’s pretest score in the 

targeted function. Finally, when another new set of 155 matched samples is drawn form 1504 

non-treatment population, the researcher should find a member from this new set of 155 

samples with the following conditions, a) Has the same type of member as this individual 

member, and b) Has the closest pretest score to this individual member. Once this member is 

found, he/she will be the matched member of the second member in the quasi-experimental 

group (refer to Figure A-2 shown in the Appendix A). 

For selecting the matched sample from the non-treatment population for the third 

member of the quasi-experimental group, the same steps taken for the second member should 

be repeated. That is, replace any members that have not been previously selected in the non-

treatment population pool. Then, add an additional constraint to the constraints that have 

been imposed in the zero/one linear model to ensure that all of the members being recently 

selected are included in the next new-drawn set of samples. In addition, the third-member’s 
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pretest scores should be entered in the targeted function (refer to Figure A-3 shown in the 

Appendix A). 

Repeat the steps taken for the third member until all members in the quasi-

experimental group have found their own respective members from the non-treatment 

population. The above individually-based matching procedure begins with drawing a set of 

samples that meets all the desirable constraints and has smallest distance to the  member’s 

pretest score as possible given the condition that the previously selected matched sample is 

included in this set of samples. A member who meets the required criteria stated above is 

then selected from this set of samples, instead of directly from the full non-treatment 

population. Each of the next serial set of samples includes all previously selected members 

and consequently the set of matched samples that researchers desire that meet all constraints. 

It is important to note that sampling without replacement is applied for creating a set of 

matched samples. 

 

C. Creating Multiple Sets of Matched Samples: Matching Procedure Incorporating  

    Measurement Error 

 

A set of matched samples will be generated taking the steps above if we assume the 

pretest scores of a treatment group (e.g., reading intervention program students) is a true 

score, not contaminated with any measurement error. For large sample sizes, this assumption  

is appropriate. However, to increase the confidence level of seeking an appropriate matched 

sample as similar to the treatment group as it can be, researchers may allow the pretest-score 

to be contaminated with a “reasonable” measurement error.  Equation A-5  helps us 

comprehend this concept.  

Minimize                                                                                 (A-5) [ i

n

1i
jji x)EPABS(P∑

=

+− )( ]
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The components in Equation A-5 are the same as those found in Equation A-1, with 

the addition of measurement error component, Ej. The value of Ej can be randomly generated 

from the normal distribution, N(0, SE2),  where SE represents the standard error of the mean 

of pretest scores for the treatment group. Specifically,  

 

SE2=  
N
S2

                                                                                                                (A-6) 

 

Where  

N is the sample size of the treatment group, 

S2 is sample variance of pretest scores for the treatment group. 

 

By allowing measurement errors into the matching procedures illustrated in the 

proposed matching method (refer to Figures A-1 through A-3), a set of matched samples can 

be generated given a different value of measurement error to each member in the quasi-

experimental group. After sampling, every member of the non-treatment group is returned to 

the dataset. Another set of matched samples will be generated given a different value of 

measurement error to each member in the quasi-experimental group. Again, every member 

of the non-treatment group should be returned to the dataset after sampling.  After repeating 

the matching procedure again and again, multiple sets of matched samples will be created. It  

should be noted that many members from the population of the non-treatment group may 

appear multiple times in different sets of matched samples because the same constraints have 

been repeatedly imposed into the matching procedures. 
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Non-Treatment Population 
N=1505: 
0001 0002 0003 0004 0005 0006 0007 0008 0009 0010 0011 0012 0013 0014 0015 … 
0101 0102 0103 0104 0105 0106 0107 0108 0109 0110 0111 0112 0113 0114 0115 … 
1001 1002 1003 1004 1005 1006 1007 1008 1009 1010 1011 1012 1013 1014 1015 … 
… 
 

                                                             ⇓ 
Draw 155 samples from the  
non-treatment population (N, 1505) with the 
conditions: 
1.Same n (e.g., 155) as the treatment group   
2. IDENTICAL category-type demographic (e.g., 
gender, race, etc.) variables as the treatment group .     
3. Very SIMILAR (as required by researchers) 
continuous variables  when compared to the 
treatment group. 
4. Smallest distance possible to the first member’s 
pretest score. 
                    

                                                                          ⇓                                          
Select a matched 
sample (e.g., 003) for 
the first member of the 
treatment group with 
the conditions:      
1. Has the same type 
of member as this 
individual member.        
2.Has the closest 
pretest score to this 
individual member. 
 
After that,  
Put back the rest of 
non-selected samples 
in the non-treatment 
population.  

Figure A-1. The Procedure for Finding the Matched Sample for the First Member of the  
    Treatment Group 
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Non-Treatment Population 
N-1 Samples: 
0001 0002   �     0004 0005 0006 0007 0008 0009 0010 0011 0012 0013 0014 0015 … 
0101 0102 0103 0104 0105 0106 0107 0108 0109 0110 0111 0112 0113 0114 0115 … 
1001 1002 1003 1004 1005 1006 1007 1008 1009 1010 1011 1012 1013 1014 1015 … 
… 
 

                                                             ⇓ 
Draw 155 samples again from the rest of the 
non-treatment population (N-1) with the conditions: 
1.Same n as the treatment group   
2. IDENTICAL category-type demographic (e.g., 
gender, race, etc.) variables  as the treatment group .    
3. Very SIMILAR continuous variables as the 
treatment group. 
4. Smallest distance to the second member’s pretest 
score as possible 
5. The previously selected matched sample (e.g., 
003) should be included in this set of samples 
                    

                                                                          ⇓                                          
Select a matched 
sample (e.g., 0109)  
for the second member 
of the treatment group 
with the conditions:      
1. Has the same type 
of member as this 
individual member.        
2.Has the closest 
pretest score to this 
individual member. 
 
After that,  
Put back the rest of 
non-selected samples  
in the non-treatment 
population.  

Figure A-2. The Procedure for Finding the Matched Sample for the Second Member of the  
    Treatment Group 
 

 
 
 

 33



Non-Treatment Population 
N-2 Samples: 
0001 0002   �     0004 0005 0006 0007 0008 0009 0010 0011 0012 0013 0014 0015 … 
0101 0102 0103 0104 0105 0106 0107  0108   �    0110 0111 0112 0113 0114 0115 … 
1001 1002 1003 1004 1005 1006 1007 1008 1009 1010 1011 1012 1013 1014 1015 … 
… 
 

                                                             ⇓ 
Draw 155 samples again from the rest of the 
non-treatment population (N-2) with the conditions: 
1.Same n as the treatment group   
2. IDENTICAL category-type demographic (e.g., 
gender, race, etc.) variables as the treatment group.     
3. Very SIMILAR (as required by researchers) 
continuous variables as the treatment group. 
4. Smallest distance as possible to the second 
member’s pretest score.  
5. The previously selected two matched samples 
(e.g., 003, 0109) should be included in this set of 
samples 
                    

                                                                          ⇓                                          
Select a matched 
sample (e.g., 1001)  
for the third member 
of the treatment group 
with the conditions:      
1. Has the same type 
of member as this 
individual member.        
2.Has the closest 
pretest score to this 
individual member. 
 
After that,  
Put back the rest of 
non-selected samples 
in the non-treatment 
population.  

Figure A-3. The Procedure for Finding the Matched Sample for the Third Member of the 
Quasi-Experimental Group 
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Appendix B: 
A Set of Matched Samples Created by the Greedy Matching Method with the 
Propensity Score 
Table B-1: 
Thirty Matched Pairs on Several Matching Variables (e.g. the pretest score, days of students 
attending at the school, sex, race, poverty status, attending school and the types of student) 
Using Greedy Matching Method with the Propensity Score  

Propen Type Race Gender Poverty School Pretest 
Days in 
Schools 

Paired 

Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat Pro Mat 
1 .20 .20 3    36     3    3       1       2       1       2      1       3       354   374   171   173   
2 .21 .21 3    1       3    1       1       1       1       1       1       1       352   397   175   163  
3 .11 .11 3    36     3    3       1       1       1       3       1       4       379   344   147   150   
4 .13 .13 3    5       3    5       1       1       1       1       1       1       365   342   148   162   
5 .07 .07 3    36     3    3       1       1       1       3       1       4       405   390   146   178   
6 .11 .11 3    30     3    3       1       2       1       1       1       5       386   410   162   171   
7 .10 .10 3    36     3    3       1       2       1       3       1       2       390   390   152   172   
8 .09 .09 3    18     3    3       1       1       1       2       1       3       390   410   147   155   
9 .15 .15 3    15     3    3       1      1       1       1       1       5       363   367   157   143   

10 .15 .15 3    15     3    3       1       1       1       1       1       5       351   376   137   153   
11 .12 .12 3    6       3    3       1       1       1       1       1       2       379   360   157   152   
12 .06 .06 5    15     5    5       1       1       1       3       1       1       401   394   165   159   
13 .07 .07 5    30     5    5       1       2       1       1       1       3       383   397   154   172   
14 .19 .19 6    12     3    3       2       2       1       1       1       2       362   347   171   172   
15 .18 .18 6    18     3    3       2       2       1       3       1       1       360   363   166   174   
16 .17 .17 6    18     3    3       2       2       1       1       1       3       356   362   155   167   
17 .21 .21 6    3       3    3       2       1       1       1       1       1       342   348   156   171   
18 .17 .17 6    3       3    3       2       1       1       1      1       1       367   351   166   149   
19 .16 .16 6    30     3    3       2       2       1       1       1       5       362   388   154   172  
20 .11 .11 6    30     3    5       1       1       1       2       2       3       383   377   178   173   
21 .11 .11 6    12     3    3       1       2       1       1       2       2       383   383   177   171   
22 .11 .11 6    9       3    3       1       1       1       3       2       1       381   394   170   170   
23 .13 .13 6    27     3    3       1       1       1       3       2       3       362   383   160   175   
24 .19 .19 9    9       3    3       1       1       3       3       1       1       356   354   174   170   
25 .14 .14 9    9       3    3       1       1       3       3       1      1       377   379   175   178   
26 .13 .13 9    18     3    3       1       2       3       3       1       1       370   370   158   152   
27 .08 .08 9    5       3    5       1       1       3       1       1       1       406   367   161   148   
28 .12 .12 9    12     3    3       1       1       3       2       1       2       374   395   153   178   
29 .12 .12 9    48     3    3       1       2       3       2       1       4       384   367   169   160   
30 .12 .12 9    30     3    3       1       2       3       1       1       5       381   409   163   174   
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Table B-2. 
Descriptive Statistics of the Pretest Scale Score and the Total Days Students Attended at 
Schools for the Reading Intervention and Matched Sample Groups Using  Greedy Matching 
Method with the Propensity Score  

Pretest Scale Score  Days of Student Attended 
at Schools 

Group N Type of 
Students 

Mean SD Min Max Mean SD Min Max 
Treatment 155 371 19 311 418 167 10 129 178 
Matched 155 

Different  
375 23 317 441 167   9 132 178 

 
Appendix C: The Interpretation of ES  

The standardized ES can be thought of as the percentile rank (PR) standing of the  

treatment sample mean when  compared with the distribution of the multiple-matched-

sample test scores (Cohen, 1988).  For example, if a particular program treatment  has an 

effect size of (0.20), the area under the normal curve would be (0.58) or (0.5+(.08)).  This 

would mean that the treatment effect would be expected to move a typical student in the 

treatment group from the 50th percentile to the 58th percentile of the control group. Using the 

principle developed by Cohen (1988), the look-up table presented below is used to interpret 

the meaning of the ES in terms of its PR standing in the match sample. (See Table 5)   

Table C-1 
Converted Effect Size (ES) to Its Corresponding Percentile Rank (PR) Standing in the 
Matched Sample 

Effect Size (ES) Percentile Rank Standing 
-0.5 31 
-0.4 34 
-0.3 38 
-0.2 42 
-0.1 46 
0.0 50 
0.1 54 
0.2 58 
0.3 62 
0.4 66 
0.5 69 
0.6 73 
0.7 76 
0.8 79 
0.9 82 
1.0 84 
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