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Abstract 
 
The advantages that computer adaptive testing offers over linear tests have been well 

documented.  The Computer Adaptive Test (CAT) design is more efficient than the Linear 
test design as fewer items are needed to estimate an examinee’s proficiency to a desired level 
of precision.  In the ideal situation, a CAT will result in examinees answering different 
number of items according to the stopping rule employed.  Unfortunately, the realities of 
testing conditions such as scheduling and improper test-taking strategies on the part of 
examinees have necessitated the imposition of time and minimum test length limits on CATs.  
Such constraints might place a burden on the CAT test taker resulting in aberrant response 
behaviors by some examinees.  Occurrence of such response patterns result in inaccurate 
estimation of examinee proficiency levels.  This study examined the effects of test length, 
time limits and their interaction with the examinee proficiency levels on the occurrence of 
aberrant response patterns due to rushed guessing.   
 



   3

The Effect of Test and Examinee Characteristics on the Occurrence of Aberrant  
Response Patterns in a Computerized Adaptive Test 

 
 

Introduction 

The advantages that computer adaptive testing offer over linear tests have been well 

documented.  The computer adaptive test (CAT) design is more efficient than the linear test 

design in that with a CAT design fewer items are needed to estimate an examinee’s 

proficiency level to a desired level of precision.  This is accomplished by sequentially 

administering items that yield maximum precision at the examinee’s current proficiency level.  

While this is highly desirable, a CAT with an item selection strategy that ignores such issues 

as content balance and exposure rates may compromise the validity of the test.  Imposing 

content constraints and exposure controls on the CAT, while enhancing the validity of the 

test, imposes a considerable strain on the item pool and the administration of the CAT.   

A further issue that places a burden on the CAT test-taker is the imposition of limits 

on time and the minimum number of items that must be attempted.  In the ideal situation, a 

CAT will result in different examinees answering different numbers of items according to the 

stopping rule employed.  Imposing time limits is not employed in the ideal case, since the 

primary objective is to estimate an examinee’s proficiency level with a desired level of 

precision.  Unfortunately, the realities of testing conditions such as scheduling and improper 

test-taking strategies on the part of examinees, have necessitated the imposition of time and 

minimum test length limits.  The constraints imposed on CATs that stem from validity-related 

issues as well as those based on the realities of testing conditions may result in an examinee’s 

proficiency level being estimated incorrectly. 
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Problems with estimating an examinee’s proficiency level may occur for several 

reasons.  An examinee may exhibit an aberrant response pattern such as responding correctly 

to a “difficult” item and incorrectly to an easy item.  When such response patterns occur, 

especially with a three-parameter item response model, the likelihood function will not have a 

proper maximum, resulting in an inadmissible estimate for the examinee’s proficiency level.  

Another problem in estimating examinee proficiency is that the item response model 

employed in CAT may not adequately model the examinee’s performance.  The existence of 

aberrant response patterns and the attendant inadmissible proficiency level estimates have 

been discovered in several testing programs. 

This area of research has been known as appropriateness measurement in the past (Yi 

& Neiring, 1999; Drasgow & Levine, 1986) and as person fit analysis more recently (Meijer 

& Neiring, 1995; Reise & Due, 1991).  A variety of person-fit indices have been proposed to 

detect such aberrance and a great deal of research has been devoted to this issue (Bracey & 

Rudner, 1992; Kogut, 1987; Kogut, 1986). While a variety of research has been conducted on 

detecting the extent of aberrance in a CAT, hardly any studies looked at the effect of test or 

examinee characteristics on the response aberrance and how that aberrance in turn reflects in 

the ability estimates.   

 

Purpose 

The main purpose of the current study was to examine the reasons behind the 

occurrence of aberrant response patterns and their effect on the estimation of the proficiency 

level of an examinee.  (It should be noted that this study was not aimed at examining 

procedures for detecting aberrant response patterns.  Numerous procedures have been 
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developed for detecting aberrant response patterns using appropriateness measurement indices 

and fit indices).  In order to explore the issue of aberrant response patterns, this study 

examined the effect of test length and time constraints on the occurrence of aberrant response 

patterns.  The effect of interaction between the examinee proficiency level and various test 

lengths and time constraints was also studied.  The study also examined the occurrence of 

such patterns in a variable length computer adaptive test designed for classification purposes.   

An important factor in CAT is that of content constraints. The purpose of imposing 

content constraints is to enhance the validity of the test by ensuring that the content domain is 

represented. In fact, it can be argued that guessing on a relatively easy item by an examinee 

with high ability may be the result of content constraints; examinees with high ability value 

may not know a particular area of content and hence guess on an easy item from this content 

area. This will result in an aberrant response pattern.  Thus, the existence of content 

constraints may provide an explanation of why aberrant response patterns occur. 

  While content constraints were not explicitly imposed in the study, the effects of 

content constraints can be studied to some degree from the proposed design.  Since the effect 

of examinees guessing at various points on their response patterns can be interpreted from the 

content-constraint perspective, the net effect of imposing content constraints can be 

examined.   

The study looked at the issue of aberrance for fixed length achievement tests and both 

fixed and variable length mastery tests.   Hence, the effect of test and examinee characteristics 

on the response aberrance was studied in the context of estimation accuracy as well as 

decision accuracy for adaptive tests designed and administered for a specific purpose.  The 

research also considered the effect of aberrance on pool utilization and vice versa. 
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Aberrant Response Patterns 
 
Statistical Definition of an Aberrant Response in IRT framework 

The lower the probability of the response determined by the IRT model parameters, 

the more aberrant the response (Reise & Due, 1991).  In general, the aberrance is statistically 

defined in terms of the Maximum likelihood function as the value of the function decreases 

due to the occurrence of an unlikely response, given the model.  For example, a pattern of 

correct guessing on a set of difficult items by a low ability examinee will adversely affect the 

Likelihood function, which in turn results in an inaccurate estimate of the final ability of the 

examinee. 

Definition of Aberrance in Terms of Information 

An aberrant response is the one that provides less psychometric information (Lord, 

1980) for estimating ability than would be expected by the parameters of a specified IRT 

model.  Here the aberrance is defined in terms of the test information function, as it’s value 

decreases if aberrant responses occur.   

Appropriate Measurement or Person-fit Research 

Since the occurrence of aberrant or non-model fitting responses for examinees 

frequently results in incorrect score reporting, the whole purpose of a test is hence defied.  

Over the past 25 years, this area received a lot of attention where researchers have tried to 

detect examinees with such non-model fitting response patterns or in other words “misfitting 

persons” or “inappropriate” score or response patterns. As mentioned before, this area of 

research has been known as appropriateness measurement in the past (Yi & Neiring, 1999; 

Drasgow & Levine, 1986) and as person fit more recently (Meijer & Neiring, 1995; Reise & 
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Due, 1991).  While almost all of the studies in this area have been conducted to address the 

issues of detection, they do provide us with an idea of the kind of response aberrance that 

could be expected and specifically the kinds of simulation studies that would be suitable to 

various situations.  Readers that are interested in a detailed overview of and recent 

developments in the person-fit detection methods, refer to Meijer and Sijtsma (1994). 

Mis-fitting or Aberrant Response Patterns 

An item response model can be inappropriate for an examinee even though the model 

may be appropriate for the whole group of examinees. The model may be inappropriate or the 

responses may be aberrant for a number of reasons.  Researchers have observed that in a 

paper and pencil testing situation, for example, examinees may skip an answer on the test 

without skipping the item on the answer sheet.  In some cases, they might turn easy items into 

“tricky” hard questions thus creating difficulty in the items that was not in the test design 

(Mcleod & Lewis, 1996).  For the remainder of the test, the IRT model falsely assumes that 

the examinees are answering the items based on their true abilities thus resulting in low scores 

for such examinees.   

Another situation arises, when examinees cheat or copy some answers from the other 

test takers.  The ability estimate in this case will depend on the other test takers’ abilities and 

may result in unexpectedly high scores if the other test taker is a high ability examinee. The 

inappropriateness of a response according to a model, might also be due to the violations of 

the underlying assumptions such as invariant ability over items/subtests, unidimensionality or 

local independence assumption in case of most commonly used IRT models (Glas & Meijer, 

1998). Guessing, cheating, memorization, creativity, fumbling, and fatigue, for example, 
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result in the violation of the assumption of invariant ability across items.  Cheating and 

memorization also results in the violation of the assumption of unidimensionality.   

The issues are more serious in case of computer adaptive tests that bring along with 

them numerous allowances but also constraints such as the prohibition of item review or item 

omits.  The examinees therefore, intentionally or unintentionally come up with innovative 

techniques to beat the test.  In a CAT, for example, in addition to the forth-mentioned 

behaviors, the issue of memorization can be more serious compared to paper and pencil tests.  

Research shows that if the item pool is smaller, the examinees might inflate their scores by 

memorizing difficult items and using those items to route themselves to more memorized 

items (Mcleod & Lewis).  While a number of aberrant behaviors may occur in a CAT, typical 

forms of aberrant response behavior are guessing and cheating which may result in spuriously 

high or low scores (Glas & Meijer, 1998).   

 

Design 

In this study, four different testing scenarios were examined; fixed length performance 

tests with and without content constraints, fixed length mastery tests and variable length 

mastery tests without content constraints.  For each of these testing scenarios, the effect of 

two test lengths, five different timing conditions and the interaction between these factors 

with three ability levels on ability estimation were examined.  For performance tests, the lack 

of items in a certain content area was simulated to look at the effect of their interaction with 

aberrance.  For fixed and variable length mastery tests, decision accuracy was also looked at 

in addition to the estimation accuracy. 
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The interaction of aberrance with the total pool information was studied briefly during 

the course of the research; however, the results of that particular analysis are not central to the 

study. 

The time limits were imposed by the introduction of random guessing after the 

examinee had answered a certain percentage of items out of the total test length.  The 

response patterns were simulated; first by simulating the item and ability parameters and then 

using the item parameters obtained from a high stakes test results.   

In the first step of the study, an item pool of 600 items was established using 

simulated item parameters.  A fully adaptive test was administered to 1200 simulees (100 

examinees at 12 ability levels) on 30 and 75 item fixed length tests using CBTS (Robin, 

2000).  For each test, every item was taken as a multiple-choice item with 4 alternatives.  The 

CAT program used Weighted Deviations Model for item selection (Stocking & Swanson, 

1993, Stocking, 1996) and Stochastic Item Exposure control methodology to control for item 

exposure (Reveulta & Ponsoda, 1998; and Robin, 1999). This administration of the CAT was 

called the CAT delivered under “Null” conditions.  The “experimental” conditions included 

simulations conducted to generate data depicting response aberrance.  To simulate random 

guessing at certain points in the test, the probability of a correct response was changed to the 

chance probability.  Such conceptual framework for simulating random guessing behavior has 

been frequently used for detecting such aberrance using IRT based person-fit indices (Kogut, 

1986; Meijer, 1994).  The chance probability in this case was 0.25 because of the four 

alternatives to each item.  In the experimental conditions, guessing was introduced after a 

certain percentage of items had been delivered.  The following formula was used: 

Number of items (n) = factor x total number of items/100   (1) 
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where factor is the percentage of items.  Hence the regular administration of the CAT 

continued till the algorithm hit equation 1. At this time, the probability of the correct response 

was changed to: 

P(θ ) = 1/number of alternatives        (2) 

The following logic applies: For a fully computer adaptive test, an item is selected 

based on the information that items in the pool carry at the provisional ability estimate and 

administered after other constraints have been applied.  The ability estimate is computed 

using Maximum Likelihood estimation (Hambleton, Swaminathan & Rogers, 1991) based 

upon the responses to the previously delivered items.  If responses to the first n items are 

generated according to the item response model (3PL in our case), the random guess at the 

(n+1)th item disrupts the selection algorithm.  The ability estimate that was expected for that 

particular examinee on an item with a particular item difficulty will not be produced.  In fact, 

a wrong provisional ability estimate will be computed unless the guessed answer is the same 

as the expected answer.  The information function will then be calculated for the remaining 

items in the pool.  Hence the (n+2)th item will be the one that provides maximum information 

at an incorrect ability estimate, thus resulting in an item which is not well targeted to the 

person’s true ability.  Since, we assume that the random guessing will continue till the end, 

the same process will be repeated again and again thus resulting in a final ability estimate 

much different from the true estimate.   

The experimental conditions were thus replicated by changing the factor to 90%, 75%, 

50%, and 25% of the items for two different test lengths of 30 and 75 items. 

Next, varying the proportion of examinees that guessed after a certain percentage of 

items had been administered resulted in another set of simulations.  For example, out of 60% 
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of examinees that were flagged to start random guessing in a CAT administration, 80% 

started guessing after 90% of the items had been administered while 20% of the group started 

guessing after 75% of the items had been administered.  Those percentages were then 

manipulated to represent other patterns of guessing behavior at each ability level.  

The results from the previous steps of the study were then used to examine and 

describe the response patterns and their effects on the CAT administration in the following 

steps of the study. 

Next, a similar experimental design was replicated.  However, this time the item pool 

was calibrated using parameters from the November 1996 to 1998 administrations of the 

American Institute of Certified Public Accountants licensure examination.  CATs were 

simulated for fixed length performance testing with and without content constraints.   

In the next step of the study, an adaptive mastery test was simulated where the points 

after which examinees' guessed were the same as performance testing.  Since random 

guessing is expected to have a significant impact on mastery decisions for people with 

abilities close to the cut scores, this analysis was particularly useful.  The cut-scores 

approximately similar to AICPA cut-scores were used for the study and the classification or 

mastery decision was defined as master/pass or non-master/fail.   

  The final step of the study involved simulating responses for variable length adaptive 

classification tests where the test for a given examinee depended on a certain stopping 

criterion.  In this case, testing stopped when a required confidence level had been attained in a 

pass/fail decision.   
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Item Pool Characteristics Using Simulated Parameters 

The ability parameters of the examinees that were meant to take the adaptive tests were drawn 

from a normal distribution with mean of 0.0 and standard deviation of 1.0.  The following 

table depicts the specifications that were used to generate item parameters: 

Table 1: Item Parameter Distribution 

 Distribution Minimum Maximum Mean Std. Dev. 

A Log-Normal 0.50 1.60 0.80 0.20 
B Normal -2.50 2.50 0.00 1.20 
C Log-Normal 0.00 0.50 0.15 0.10 

 

Item Pool Characteristics Using AICPA Parameters (without Constraints) 
 

In order to look at the issue of aberrance in CAT using AICPA item parameters, a 

careful selection of items is necessary to create a representative item pool. For similar 

reasons, the data from November 1996 to 1998 AICPA administrations were used.  November 

results were used because of the similarity in the ability distributions that took the test at a 

particular time of the year.  The November administrations were selected instead of May 

administrations of the tests as for November administrations, results from three 

administrations were available to us.  In other words May data were available only for 1997 

and 1998 administrations of the test.  Two tests with similar number of items and rather 

unique content were chosen for the purpose of our analyses.  The two tests were Audit and 

Accounting and Reporting (ARE).  Although analyses were performed on both tests, results 

from Audit will be explained thoroughly in this study while the results from ARE will be 

included in appendix D for readers’ interest.  To look at the distributions, following steps 

were carried out: 
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a. Multiple Choice data for each administration of the two tests were cleaned for 

missing cases.  The multiple-choice section for each test was composed of 75 

items. 

b. Computer program BILOG was then used to calibrate the tests.  Normal priors 

were set on the threshold parameter for better estimation. 

c. The ability estimates from phase 3 of each of the six response matrices (3 

administrations x 2 tests) were read into SPSS to look at the ability 

distributions. 

d. Histograms of the six ability distributions were plotted.  For each 

administration, the ability distribution was approximately normal with a mean 

of 0 and standard deviation 1.   These distributions are depicted in figures (1) 

to (6) in appendix A. 

Table 2:  Ability Parameter Statistics 
 

Audit ARE Descriptive 
Statistics 1996 1997 1998 1996 1997 1998 

N 50317 52292 48699 50448 52799 50554 
Mean 0.0 0.0 0.0 0.0 0.0 0.0 
Stdev 1.0 1.0 1.0 1.0 1.0 1.0 

 

As shown in figures, a very small percentage of examinees had ability levels in the 

tails of the distribution; majority of examinees were concentrated in the range of –3 and +3.  

Hence the hypothesis of the similarity of the examinee ability distribution for the November 

administrations was supported by the analyses.  Next, a number of steps were performed to 

create a representative item pool using AICPA item parameters.   
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Items with difficulty parameters greater than 3.0 and less than –3.0 as well as items 

with item discrimination greater than 2.0 were deleted.  Such items do not contribute in 

providing information about the examinees and hence were not included in the pool. 

The ability distributions for all November administrations had a mean of 0 and standard 

deviation of 1; equating of item parameters was not deemed necessary for our particular 

analyses.  Item parameters from the several administrations were, therefore, combined to 

create a representative item pool.  For audit, after combining the three administrations, 223 

items were available to us in the pool, while 206 items were available for the ARE.  In order 

to create an item pool that could be sufficient for a CAT with 75 items, 600 items was 

considered as a “sufficient” pool size.  Hence, item parameters for the available items were 

examined to clone the remaining items in the pool.   

Histograms as well as P-P probability plots of the existing item parameter 

distributions were carefully analyzed to simulate the remaining items.  The P-P chart plots a 

variable’s cumulative proportions against the cumulative proportions of a number of test 

distributions. Probability plots are used to determine whether the distribution of a variable 

matches a given distribution. If the selected variable matches the test distribution, the points 

cluster around a straight line.  The probability plots were analyzed for various matching 

distributions to decide on the most closely matched distribution.  The descriptive statistics of 

the selected distributions are shown in table 3 and the actual P-P plots for those distributions 

are presented in figures (7) thru (12) in appendix A.  Computer program CBTS was then used 

to generate the remaining items. A representative item pool of 600 AICPA items parameters 

was now available to us. 

Table 3:  Item Parameter Statistics for Audit and ARE 
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 AUDIT ARE 
 Minimum Maximum Mean Std. Dev. Minimum Maximum Mean Std. Dev.
a 0.24 1.65 0.78 0.29 0.19 1.72 0.78 0.33 
b -2.87 2.79 0.01 0.94 -2.89 2.96 0.34 1.12 
c 0.07 0.46 0.24 0.07 0.08 0.50 0.25 0.09 

 

Item Pool Characteristics Using AICPA Parameters with Content Constraints 

The AICPA examinee booklet provides a detailed outline of the major content areas 

divided into several sub-areas.  Audit, for example, consists of four major content areas that 

are in turn divided into sub-areas that range from 3 to 13 in numbers; some of these sub-areas 

are then refined into finer content strands.  The ARE test is composed of six major content 

areas and each content area is then subdivided into finer strands.  The examinee booklet also 

lists the percentage of items that are drawn from each content area while constructing the test. 

For our analyses, we used the major content categories and the resulting CAT 

contained similar proportions of items as represented in P&P version of AICPA.  These 

content areas and the respective percentages of items represented in the test are shown in the 

following table: 

Table 4:  Content Specifications for Audit 
 
Content Topic % 

1 Plan the engagement, evaluate the prospective client and 
engagement, decide whether to accept or continue the 
client/engagement and enter an agreement 

40 

2 Obtain and document information to form a basis for conclusions 35 

3 Review the engagement to provide reasonable assurance that 
objectives are achieved and evaluate information obtained to reach 
and to document engagement conclusions 

 5 

4 Prepare communications to satisfy engagement objectives 20 
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Table 5: Content Specifications for Accounting and Reporting 
 
Content Topic % 

1 Federal taxation --- individuals 20 

2 Federal taxation --- corporations 20 

3 Federal taxation --- partnerships 10 

4 Federal taxation --- estates and trusts, exempt organizations, and 
preparers’ responsibilities 

10 

5 Accounting for governmental and not-for-profit organizations 30 

6 Managerial accounting 10 

 

Both item pool and the test were therefore constructed to represent the respective 

proportions of various content categories.  The number of items used for the formation of pool 

and the test are given below (for both tests, pool size=600; test length=75, 30): 

Table 6: Pool and Test Content Composition 
 

Number of items (Audit) Number of items (ARE) Content 

Pool Test 
(75) 

Test 
(30) 

Pool Test 
(75) 

Test 
(30) 

1 240 30 12 120 15 6 
2 210 26-27 10-11 120 15 6 
3 30 3-4 1-2 60 7-8 3 
4 120 15 6 60 7-8 3 
5    180 22-23 9 
6    60 7-8 3 

 

The simulations were then performed for CAT with content constraints and compared 

to the scenarios where such constraints were not included. 
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Mastery testing using AICPA parameters 

As mentioned earlier, the mastery tests are used to make a decision whether an 

examinee passes or masters a test or fails the test.  Such decisions will be called classification 

decisions and the passing point will be referred to as the cut-score or cut-point in the 

following sections.  Although there are several methods available for making classification 

decisions, for the present study, the only method used was sequential Baye’s procedure 

(Owen, 1975).  Since the method requires the estimated ability to be compared with the latent 

passing score to make a classification decision, the results are influenced by the item selection 

only and not by the method of scoring the test (Kalohn & Spray, 1998). 

According to this method, probability of mastering a test (PM) was calculated and 

compared with the pass decision level. If this probability was greater than the decision level, 

0.5 in this case, the examinee was classified as a master.   In case of variable length test, the 

test terminated when either of the following criteria was satisfied: 

(a) PM < lower limit of confidence region 

(b) PM > upper limit of the confidence region 

In this case the lower limit was employed as 0.1 so the test stopped when PM was 

greater than 0.9 or less than 0.1.  If the examinee reached the maximum limit for the number 

of items but none of those criteria was satisfied, the classification method was similar to the 

fixed length test.  In other words, the decision was based on the most recent update of the 

mastery probability (Kalohn & Spray, 1998).   

The cut-score information for AICPA tests is provided for the overall tests.  The raw 

scores are converted to a score scale of 1-100 and the passing score for each test is 75.  The 

classification information is also available for each of the tests.  In order to obtain an estimate 
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of the cut-score for the multiple-choice items, the classification information was used for each 

administration of the test.  The derived cut-score information from each ability distribution is 

presented below: 

Table 7: Derived Cut-Scores 
 

Audit ARE  
1996 1997 1998 1996 1997 1998 

Derived 
cut-score 

0.52 0.54 0.49 0.52 0.64 0.57 

 

The average derived cut-scores were, therefore, taken as 0.52 and 0.58 for Audit and 

ARE respectively on the IRT ability scale.   

The mastery tests, like performance (achievement) tests were also being simulated at 

two different test lengths.  First, fixed length and then variable length tests were administered 

to the 1200 examinees.  In case of variable length CAT, the examinees could take a minimum 

of 25 items and a maximum of 45 items.  Those limits were chosen to depict half of the test 

length for paper and pencil version of the tests. 

A significant aspect of these analyses was to look at the effect of rushed guessing on 

the classification decisions in a licensure examination.  The effect of guessing on the ability 

estimation as well as the accuracy of classification decisions was analyzed for both fixed and 

variable lengths tests.  

 

Analyses 

In order to look at the differences between true and estimated ability estimates, Root 

Mean Square Error (RMSE) and Bias indices were computed.  The RMSE index is defined as 

the standard deviation of estimated ability around true ability. Bias, on the other hand 
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provides us with a sense of direction of the estimated abilities relative to the truth.  Following 

is the mathematical representation of the two indices: 

 

Here, N is the total number of examinees.  The values for those indices are presented 

in both tabular and graphical formats for various levels of aberrance.  For each administration 

of the test, average test information was computed at various ability levels for different 

response patterns.  This provided us with an idea of how well the test was targeted to the 

examinee ability levels.  For each aberrant condition, various plots were produced for the 

estimated ability against the items currently administered.  This was repeated for several 

examinees at a variety of ability levels.  Examinees with the same true abilities (which is 

frequent) were considered as the replications of the estimation at a particular ability level thus 

giving us a clear picture of the estimation process.   

It would also be helpful to look at an index of pool utilization.  Although a lenient 

exposure control method was used, it’d be helpful to look at the effect of aberrance on 

exposure rates and thus the pool utilization.  We could hypothesize that greater aberrance 

could lead to increased Skewness in the exposure rates. One such index as proposed by Chang 

& Ying (1999) is a chi-square index of pool utilization that provides a measure of Skewness 

of exposure rates (Robin, 2000).  The index is defined as, (to be included) 
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where er is the exposure rate, L is the number of items administered, N is the number of items 

in the pool.  Although, the index cannot be relied upon in isolation, that is, without looking at 

exposure rates, it’s used in this study to look at the general patterns of pool utilization for 

different guessing behaviors.   

The information provided by the pool that was available for an examinee before the 

item selection began, was also examined.   

 
Results 

 
Results Based on Simulations 

The first round of simulations was carried out to generate responses on computer 

adaptive tests for 1200 examinees at two test lengths of 30 and 75 items.  An item pool of 600 

items was simulated for these analyses.  The examinees were made to guess after a certain 

percentage of items had been administered to look at the effect of guessing on the response 

patterns and the final ability estimates.   The examinees were made to guess after 90% of 

items had been administered to simulate examinees that guess later in the exam.  On the other 

hand, guessing after 25% of test administration depicts the response patterns for examinees 

that are extremely slow test takers or have very low ability and start guessing very early in the 

test.  Figures (13) thru (17) in appendix B demonstrate a computer adaptive test 

administration for a low ability examinee when he/she started guessing at several points in 

time, ranging from very early to later in the test.  Figures (18) to (27) show the same results 

for examinees with middle and higher levels of proficiency.  For the purpose of these 

analyses, theta levels of –1.83 and 1.83 were arbitrarily chosen to depict lower and higher 

levels of ability, respectively.  Theta level of 0.1 was chosen to simulate responses for 



   21

examinee with middle ability level.  The following table displays the ability levels and the 

mid-point of the corresponding ability interval (the interval size was smaller around the mid-

ability compared to the tails of the population to simulate a normal distribution of examinees): 

Table 8: Ability Levels 
 
Ability Levels Mid-Point Ability Mid-Point 

1 -1.83 7 0.10 
2 -1.15 8 0.31 
3 -0.80 9 0.54 
4 -0.54 10 0.80 
5 -0.31 11 1.15 
6 -0.10 12 1.83 
 

Figures (28) thru (42) in appendix B demonstrate the same analyses, however, the first 

set of analyses was performed for a test length of 30 while the second set for a test length of 

75 items.  The test length of 75 items reflects the test lengths for the various sub-tests for 

AICPA exam (the four sub-tests consist of 60 to 75 items).  The plots indicate the estimated 

ability and item difficulty (vertical axes) after each item has been administered (horizontal 

axis).  The vertical dashed line indicates the point after which an examinee starts guessing 

while the horizontal line is drawn across the true ability estimate of the examinee. 

The results showed that the ability estimation considerably improved when the test 

length was increased from 30 to 75 items.  An important finding in both cases was that the 

adverse effects of guessing were significant for middle and high ability examinees.  Those 

effects were highly noticeable when the examinees started guessing at the earlier stages of the 

test.  If we looked at the examinees that started guessing halfway through the test, the 

difference between the true and final estimated ability was a fraction of a point for a low 

ability examinee while one and two point difference was observed for middle and high ability 
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examinees respectively.  Increasing the test length improved the estimation for the high 

ability examinee when he/she started guessing at a later point in the test.  The test length 

didn’t prove to have much of an effect on the estimation in general once the examinees started 

to guess.  This result is demonstrated in figure (43) where root mean squared error in the 

ability estimation over 1200 examinees are plotted against the guessing points for the two test 

lengths.  Increasing the test length actually resulted in higher RMSE and Bias indices. 

The effect of guessing on the actual examinee responses is shown in figures (44) thru 

(48) in appendix B.  The figures show an example of the way a pattern of responses could 

change when the examinee guesses.  Here the true ability of the examinee was moderately 

high, hence a number of correct responses were obtained when the examinee did not guess 

under the “null” condition.  The responses were adversely affected (more 0s than 1s) when 

the examinee rushed after a certain number of items had been administered. 

One of the hypotheses that we could also formulate from our knowledge of the CAT is 

that if a large number of examinees are simultaneously taking a CAT from the same item 

pool, ability estimation for the group could be affected.  Since the utilization of the pool is 

disturbed and distracted from the way it was supposed to be utilized, the quality of 

estimation could be affected in general.  Various proportions of examinees that took the test 

about the same time were thus made to guess at various points in the test.  Figure (49) in 

appendix B illustrates the fact when 60% of the examinees were flagged or were made to 

guess.  For those flagged examinees, several scenarios were simulated as described below: 

Scenario A: 20% of flagged examinees guess after 25% of items have been 

administered; 80% guess towards the end (after 90% of items have been administered) 
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Scenario B: 20% of flagged examinees guess after 50% of items have been 

administered; 80% guess towards the end  

Scenario C: 20% of flagged examinees guess after 75% of items have been 

administered; 80% guess towards the end  

Scenario D: All examinees guess towards the end of the test 

For all the above scenarios, the root mean square errors in the final ability estimates 

were plotted for each situation as shown in figure (49).  The results reiterate the fact of how 

rushed guessing starting at early stages in a CAT could influence the final ability estimates.  

A very large population of examinees who guess towards the end of the test could also 

influence the pool utilization such that the very few examinees that started guessing early 

might end up with very poor ability estimates.  This hypothesis could be true if there was a 

lack of high quality easy items available for guessing examinees.  The hypothesis will be 

examined more carefully in the next phase of study.  Figures (50) and (51) in appendix B 

depict the values for average test information that the test would provide assuming that the 

examinees had rushed into guessing.  Out of 1200 examinees that took the CAT about the 

same time, all of them guessed at one point or the other in figure (50).  On the other hand, 

figure (51) shows that only 30% of the 1200 examinees guessed at those points.  As expected 

the test information is significantly affected when a higher number of people guess, however 

the differences between the two situations are significant when guessing took place early in 

the test.  The small percentage of population who guessed earlier had a serious impact on the 

average test information.  The amount and pattern of guessing across the 12 ability levels 

stayed almost similar in both situations when the guessing took place later in the test. 
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Results for Proficiency Testing Using AICPA Parameters 

The results for CAT simulated with AICPA parameters were based on the analyses 

performed for the simulated parameters.  The root mean squared errors (RMSE) were used to 

examine at the estimation accuracy.  Figures (52) to (61) in appendix C depict the distribution 

of examinees falling in a certain ability interval based upon true and estimated ability.  A 

significant drop was observed in the number of examinees in the higher ability intervals as 

they started to guess.  Same analyses were repeated for other types of tests (mastery etc).  The 

figures for those tests are shown together so that readers can compare the figures when a 

reference is being made to those tests later in this chapter.    

Figures (67) through (69) in appendix C show the Root Mean Squared Errors plotted 

against the various guessing behaviors for various ability levels at test lengths of 30 and 75 

items.  Figure (70) indicates the overall RMSE while the rest depict the plots for low, medium 

and high ability examinees.  For a 75-item CAT, the error in estimation increased from 0.2 

when there was no guessing to 0.3 when guessing was introduced towards the end, 0.7 when 

guessing began after 75% of the test was administered, 2.5 after 50% and 3.6 when guessing 

began very early.  For a 30-item CAT, these values were 0.3 for no guessing situation, 0.4 

when examinees guessed towards the end, 0.8, 2.0 and 3.3 for the respective guessing 

behaviors.  Also shown in figure (70), these values were slightly higher for a 30-item test 

when guessing was introduced in the later part of the test while lower when guessing began 

earlier.  When the RMSE errors were examined for examinees at various ability levels, it was 

found that the errors followed similar patterns for the two test lengths.  An exception to this 

was the case of low ability examinees for whom the RMSE values constantly remained higher 
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for the 30-item test.  The following table presents the values of RMSE for the three ability 

levels:  

Table 9: Error in Estimation (RMSE) for Audit Sub-Test 
 

 RMSE for a 75-item CAT RMSE for a 30-item test 
Guessing Overall Low Medium High Overall Low Medium High 

25% 3.61 1.45 3.67 5.40 3.28 1.69 3.14 4.70 
50% 2.48 1.22 2.51 3.64 2.03 1.27 2.05 2.89 
75% 0.66 0.49 0.68 0.94 0.75 0.74 0.77 0.88 
90%  0.29 0.35 0.26 0.41 0.39 0.50 0.36 0.44 
NG 0.19 0.30 0.18 0.20 0.27 0.36 0.26 0.24 

The RMSE values were very similar at each ability level when the examinees did not 

rush into guessing.  The errors were constantly higher for the high ability examinees and their 

differences from the middle and low ability examinees increased as examinees guessed early 

on.  The examinees with middle ability levels were lower than the high ability examinees but 

higher than the low ability examinees in terms or error in estimation.   

Bias in estimates is represented in table 10 (see figures 71 to 74 in appendix C).   

Table 10: Bias in Estimates for Audit Sub-Test 
 

 Bias for a 75-item CAT Bias for a 30-item test 
 

Guessing Overall Low Medium High Overall Low Medium High 
 

25% 1.83 1.13 1.89 2.31 1.74 1.23 1.72 2.13 
50% 1.45 1.04 1.50 1.83 1.30 1.02 1.31 1.59 
75% 0.75 0.59 0.75 0.95 0.75 0.70 0.74 0.88 
90%  0.44 0.37 0.39 0.60 0.48 0.52 0.44 0.59 
NG 0.09 0.22 0.04 0.09 0.13 0.26 0.09 0.17 

 

The table shows that the bias increased significantly as soon as the guessing was introduced.  

Although, the RMSE values were negligibly small when examinees guessed towards the end, 

the bias in estimates was large.  The largest amount of bias was observed in high ability 

examinees while the smallest amount of bias was observed for low ability examinees.  For 

low ability examinees, bias was higher for the shorter test when guessing was introduced later 
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in the test.  For medium and high ability examinees, difference in bias was negligible for the 

two test lengths when examinees guessed later.  The differences, however, increased when 

examinees guessed earlier.  

Figures (75) to (104) in appendix C show the administration of a proficiency CAT to a 

typical low, medium and high ability examinee for Audit at two test lengths.  The significant 

drop in the estimates for high ability examinees once they guessed early, explains the high 

values for RMSE.  The accuracy was somewhat lost when examinees guessed towards the 

end; the loss was greater for high ability examinees.  Another significant finding was that the 

estimates decreased significantly for middle ability examinees once they guessed after 75% of 

the test had been administered.   The estimates decreased further when guessing began after 

half of the test was administered.  The estimates, however, remained more stable compared to 

those for low and high ability examinees. 

Figures (105) and (106) represent the average test information at 12 ability levels for 

various guessing behaviors at two test lengths.  As shown in figure (105), the test provided 

maximum amount of information for middle to high ability examinees and minimum amount 

of information at the tails of the distribution.  Similar pattern was observed when a shorter test 

was administered, however, as expected, the information was much lower than the 75-item 

test.  The information stayed much more stable across the ability levels when compared with 

longer test in both guessing and non-guessing scenarios.  When examinees guessed later in 

the test, the information was lost at most of the ability levels except at higher ability levels.  

In case of ARE, a difference was that the information did not drop at the upper most tail of the 

distribution as was the case in Audit.  When we look at figures (107) and (108) for the 

average pool information at various ability levels, similar patterns were observed.   
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An interesting aspect of the study was to look at the average information that the pool 

provided before item selection algorithm began for each examinee.  As mentioned earlier, the 

aberrance in examinee behaviors might have an adverse effect on the pool configuration.  The 

selection of unusual number of easy or difficult items during the time when examinees rush 

into guessing could result in a less informative pool for various ability levels.  For this 

purpose, Fisher’s information was computed for each item in the pool.  Information for each 

item was then summed to obtain the total amount of pool information that was available for 

item selection at the beginning of a CAT.   

In the previous section, reference was made to figures (107) and (108) for pool 

information.  Looking at the same figures, it was found that guessing also affected the amount 

of information that pool provided for item selection.  An interesting finding was that early 

guessing resulted in a pool that provided maximum amount of information at the uppermost 

end of the ability distribution.  This finding was specifically apparent when the examinees 

were administered a shorter test.  An explanation for this might lie in the fact that exposure 

rates are subject to change significantly when examinees guess very early in the test.  If each 

examinee guesses early, easier items must get utilized very quickly.  At this point, it is useful 

to look at the pool utilization index. Figures (109) thru (110) depict the plots for such index 

for two test lengths for several guessing scenarios.   A slight increase was observed in the 

index when guessing increased.  The value of the index was higher when examinees were 

administered a shorter test indicating more Skewness in the exposure rates for items in the 

pool.   

Results for Proficiency Testing with Content Constraints using AICPA parameters 
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The results for proficiency testing remained very similar when content constraints 

were introduced in the test.  The results indicated that the content constraints did not seem to 

have much effect on the aberrance.  The existence of sufficient number of easy items in the 

pool for each content area simplified the complexity of item selection that could arise when 

guessing was introduced.  The plots for average test information for various content areas in 

Audit are depicted in figures (113) to (116) in appendix C .   Similar plots for a 30-item test 

are shown in figures (117) through (120).  The overall average test information is presented in 

figures (121) and (122).  The total test information for each examinee was re-scaled as the 

number of items in each content area was variable.  The figures indicate that a large amount 

of information provided by the test was attributed to the first content strand.   

In order to look at the effect of guessing when some content areas have fewer easy 

items than others, further simulations were conducted.  The difficulty parameter for each item 

in the first content strand was increased by an arbitrarily chosen constant (1.2).  The change in 

RMSE and Bias indices by changing the difficulty parameter for a single content strand was 

negligible, although that content area had the largest representation in the test.  The plots for 

RMSE indices are shown in Figures (125) to (128) in appendix C. 

The average test information for the various content strands is shown in figures (129) 

through (136) in appendix C.  The average test information was significantly affected in the 

first content strand.  A noticeable drop in the information was observed at all ability levels 

except for examinees with abilities in the highest range.  An interesting finding was that the 

information for other content areas increased for a wider ability range when examinees 

guessed earlier, even though configuration of the pool was not altered for those content areas.  

The information, in this case, decreased for the higher most ability levels.   
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Results for Mastery Testing Using AICPA Parameters 

The classification decisions were first examined for the fixed length tests for Audit 

and ARE at the test lengths of 30 and 75 items.  Table 11 presents the results for Audit for the 

test length of 75 items indicating the total number of people passed based on the true ability 

and then based on the estimated ability.  The table also shows the overall percentage of people 

who were classified correctly versus those classified incorrectly as well as the percentage of 

misclassifications.  Each of these results was then examined for the various guessing 

scenarios to look at the effect of guessing on classification.  Table 12 on the other hand shows 

the classification decisions broken down by ability level.  The analyses indicated that out of 

1200 examinees 400, examinees passed the Audit examination if the decisions were based 

upon their true abilities.  The number of people who passed the test was reduced to 371 when 

the decisions were based on the estimated abilities.  When the numbers were broken down by 

ability, it was 

Table 11: Classification of Masters/Non-Masters (Fixed Length Audit--75 items) 
 
Guessing points  People Passed People Classified People Class. Percentage of 
    During CAT True Estimate Correctly Incorrectly Misclassifications

No Guessing 400 371 1139 61 0.05 
After 90% 400 277 1071 129 0.11 

75% 400 149 949 251 0.21 
50% 400 2 802 398 0.33 
25% 400 0 800 400 0.33 

 

observed that examinees only in the higher ability levels  (>=0.54) were able to pass the test.  

Based on the estimated ability, 16 out of 371 people who were originally classified in the 

middle ability levels were able to pass the test.  The largest reduction in the number of people 

who passed the test based on the estimated ability was observed at the cut-point.   In other 

words, the largest number of misclassifications was observed around the cut-point.   
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Table 12: Percentage of Correctly Classified at each Ability Level (Fixed length 
Audit--75 items) 

 
Ability People Passed Percentage of Correctly Classified 
Levels True Estimate No Guess After 90% After 75% After 50% After 25%

1 0 0 100 100 100 100 100 
2 0 0 100 100 100 100 100 
3 0 0 100 100 100 100 100 
4 0 0 100 100 100 100 100 
5 0 0 100 100 100 100 100 
6 0 0 100 100 100 100 100 
7 0 2 98 100 100 100 100 
8 0 14 86 97 100 100 100 
9 100 58 58 18 0 0 0 
10 100 97 97 60 12 0 0 
11 100 100 100 96 42 0 0 
12 100 100 100 100 95 2 0 

 
The results were then analyzed for various guessing behaviors.  As shown in table 12, 

it was found that the number of examinees who passed the test, dropped by approximately 

25% when the examinees started guessing after 90% of the items had been administered.  The 

number dropped by 60% when the examinees started guessing after 75% of the items had 

been administered and by 99.5% when the examinees started guessing very early in the test.  

In terms of the classification decisions, the number of people that were misclassified when 

there was no guessing, doubled when examinees started guessing after 90% of the items had 

been administered.  The number of misclassifications increased by 4 times when guessing 

started after 75% of the test length and by approximately 6 to 7 times when examinees guess 

earlier.  Out of the total population, the percentage of misclassifications increased from 5% to 

11% for late guessing and 33% for earlier guessing.   

  As shown in table 12, the percentage of correctly classified increased from 98% to 

100% for middle ability of 0.1 and from 86% to 97% for middle ability of 0.31 when 

examinees started guessing later in the test.  However, the percentage significantly dropped 
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(58% to 18%) for examinees at or slightly above cut-score.  In other words, the accuracy of 

classification increased for examinees slightly below the cut-score once they started to guess.  

When the examinees started to guess earlier, the percentage of correct classifications dropped 

to 0% for examinees at or above cut-score. 

Table 13 depicts the results from the similar analyses for Audit when the test length 

was reduced to 30 items.   The overall number of people who passed the test with lesser 

number of items decreased.  However as the examinees started to guess randomly at  a certain 

point in the 

Table 13: Classification of Masters/Non-Masters (Fixed Length Audit--30 items) 
 
Guessing points People Passed People Classified People Class. Percentage of 

during CAT True Estimate Correctly Incorrectly Misclassifications
No Guessing 400 366 1116 84 0.07 
After 90% 400 270 1054 146 0.12 

75% 400 192 986 214 0.18 
50% 400 23 823 377 0.31 
25% 400 1 801 399 0.33 

test, the number of examinees who passed the test increased when compared with the 

guessing behaviors in a longer CAT.  For example, when examinees guessed after 75% of the 

75-item test was administered, the number of people who passed the test was 149 compared to 

192 people on a 30-item test.  When guessing occurred after half way through the test, the 

number of examinees passing the test increased from 2 on a 75-item test to 23 on a 30-item 

test.  The incorrect classifications were therefore less frequent in the case of a 30-item test 

when examinees did not guess or guessed towards the end.  

Table 14: Percentage of Correctly Classified at each Ability Level (Fixed length 
Audit--30 items) 

 
People Passed Percentage of Correctly Classified Ability 

Levels True Estimate No Guess After 90% After 75% After 50% After 25%
1 0 0 100 100 100 100 100 
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2 0 0 100 100 100 100 100 
3 0 0 100 100 100 100 100 
4 0 0 100 100 100 100 100 
5 0 0 100 100 100 100 100 
6 0 1 99 100 100 100 100 
7 0 6 94 99 99 100 100 
8 0 18 82 93 98 100 100 
9 100 53 53 22 10 0 0 
10 100 89 89 52 22 1 1 
11 100 99 99 88 61 6 0 
12 100 100 100 100 96 16 0 

 
However, the situation was reversed when guessing occurred earlier.  When broken down by 

ability levels, it was found that the decrease in the degree of misclassification or in other 

words increase in the percentage of correctly classified was observed for ability levels slightly 

below the cut-point.  The degree of correct classification was decreased at ability levels at or 

slightly above the cut-point.  As in the case of 75-item test, the classification decisions were 

accurate for very low and very high abilities.   

When the examinees started to guess towards the end of the test, the differences 

between the proportions of correctly classified for late-guessing and no-guessing scenarios 

remained stable for the two test lengths.  The only exception was observed for very high 

ability examinees, where the proportion dropped by 11% in case of a 30-item test compared 

to 4% drop in the 75-item test. When guessing occurred at the beginning of the last quarter of 

the test (after 75%), the drop in the correct classification rates from no-guessing scenario was 

much larger for a longer test for high ability examinees.  This was due to the fact that the 

number of correctly classified was higher for those examinees when they guessed earlier on 

the shorter test.  For the examinees that were slightly above the cut-point, situation was 

similar to the 75-item test, that is, the percentage of correct classifications increased when 

examinees guessed later and became accurate when guessed earlier.  The classification 
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decisions for all examinees at or above the cut-score were inaccurate in both cases when 

guessing occurred very early in the test. 

Table 15 indicates results for similar analyses when performed for a variable length 

test for Audit.  As mentioned earlier, a stopping rule pertaining to the level of confidence in 

pass/fail decisions was employed in this case.  The results were much  

Table 15: Classification of Masters/Non-Masters (Variable Length Audit) 
 
Guessing points People Passed People Classified People Class. Percentage of 

during CAT True Estimate Correctly Incorrectly Misclassifications
No Guessing 400 363 1133 67 0.06 
After 90% 400 174 974 226 0.19 

75% 400 85 885 315 0.26 
50% 400 4 804 396 0.33 
25% 400 1 801 399 0.33 

 

similar to the fixed length when guessing occurred very early (after 25%) in the test or 

did not occur at all.  Guessing at very early stage in the CAT resulted in highly inaccurate 

classification decisions for examinees at or above the cut-point in all cases.  The results in this 

case, however, were much different from the fixed length test when examinees guessed later 

in the test.  In terms of the number of people who passed when there was no guessing 

involved, results were very similar for the fixed and variable length tests.  When the 

examinees started to guess after 90% of items had been administered, the number of passing 

examinees dropped from 363 to 174, compared to a drop of 371 to 277 examinees on a 75-

item test and a drop of 366 to 270 examinees on a 30-item test.  The overall percentage of 

misclassifications was very similar for all testing modes for no-guessing situation (5% for75 

items, 7% for 30 items and 6% for variable length).  The proportion of misclassified 

examinees increased from 11% on 75-item test and 12% on 30-item test to 19% on variable 



   34

length CAT when examinees started guessing towards the end.  Similarly, this proportion was 

increased from 18% on 75-item test and 21% on 30-item test to 26% on variable length test.  

When broken down by ability, it was observed that the accuracy of decisions suffered 

much more than the fixed length tests for examinees at or above the cut-score except those 

with the highest level of ability. The percentage of misclassification at cut-point decreased 

from 56% when the examinees did not guess, to 1% when guessing started after 90% of items 

had been administered.  Similarly, these proportions decreased from 92% to 18% and 100% 

to 56% for the next higher levels of ability above the cut- score.  The results for these two 

ability  

Table 16: Percentage of Correctly Classified at each Ability Level (Variable Length 
Audit) 

 
People Passed Percentage of Correctly Classified Ability 

Levels True Estimate No Guess After 90% After 75% After 50% After 25%
1 0 0 100 100 100 100 100 
2 0 0 100 100 100 100 100 
3 0 0 100 100 100 100 100 
4 0 0 100 100 100 100 100 
5 0 0 100 100 100 100 100 
6 0 0 100 100 100 100 100 
7 0 3 97 100 100 100 100 
8 0 12 88 100 100 100 100 
9 100 56 56 1 0 0 0 
10 100 92 92 18 3 0 0 
11 100 100 100 56 21 3 1 
12 100 100 100 99 61 1 0 

levels were rather drastic when compared to fixed length CATs.  The drop in the proportion 

of correctly classified people in the above mentioned guessing scenario was approximately 

double for the examinees with ability level slightly higher the cut-point.  The drop in accuracy 

was approximately five times the drop for a 30-item fixed length test and approximately 

thirteen times for a 75-item test for examinees with abilities much higher than the cut-score.   
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It would be useful to look at the number of items that were attempted by the 

examinees before the test terminated.  The following table shows the frequency of examinees 

that  

Table 17: Number of Items Taken by Examinees at Various Ability Levels    
                    (Variable Length Audit Sub-Test) 
 

No Guess  Guessing Introduced after 90% of items 
  25 26-30 31-35 36-40 41-45 25 26-30 31-35 36-40 41-45 
1 100 0 0 0 0 100 0 0 0 0 
2 100 0 0 0 0 100 0 0 0 0 
3 100 0 0 0 0 99 1 0 0 0 
4 100 0 0 0 0 100 0 0 0 0 
5 98 2 0 0 0 96 3 1 0 0 
6 86 4 5 2 3 93 5 2 0 0 
7 64 7 5 6 18 84 11 5 0 0 
8 38 11 7 4 40 54 36 9 0 1 
9 12 13 5 3 67 26 43 21 6 4 

10 41 12 10 4 33 19 38 33 10 0 
11 85 10 3 0 2 56 10 27 5 2 
12 100 0 0 0 0 99 0 1 0 0 

Total 924 59 35 19 163 926 147 99 21 7 

           
Guessing Introduced after 75% of items Guessing Introduced after 50% of items  

  25 26-30 31-35 36-40 41-45 25 26-30 31-35 36-40 41-45 
1 100 0 0 0 0 100 0 0 0 0 
2 100 0 0 0 0 100 0 0 0 0 
3 100 0 0 0 0 100 0 0 0 0 
4 100 0 0 0 0 100 0 0 0 0 
5 100 0 0 0 0 99 1 0 0 0 
6 100 0 0 0 0 99 1 0 0 0 
7 93 7 0 0 0 98 2 0 0 0 
8 85 12 3 0 0 96 4 0 0 0 
9 68 17 15 0 0 94 6 0 0 0 

10 43 36 16 4 1 91 6 2 1 0 
11 32 37 15 13 3 76 20 4 0 0 
12 58 19 17 5 1 54 31 12 3 0 

Total 979 128 66 22 5 1107 71 18 4 0 
 

Table 17:  (cont.) 

  Guessing Introduced after 25% of items 
  25 26-30 31-35 36-40 41-45 
1 100 0 0 0 0 
2 100 0 0 0 0 
3 100 0 0 0 0 
4 99 1 0 0 0 
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5 100 0 0 0 0 
6 100 0 0 0 0 
7 100 0 0 0 0 
8 99 1 0 0 0 
9 100 0 0 0 0 

10 99 0 1 0 0 
11 98 2 0 0 0 
12 97 2 1 0 0 

Total 1192 6 2 0 0 
 

attempted a certain number of items.  The numbers of items are grouped into five classes of 

25, 26-30, 31-35, 36-40, 41-45.  The results indicated that examinees around the cut-point 

attempted lesser items once they started guessing.  It was also observed that the earlier they 

guessed, the lesser items they attempted.  However, looking at table 17, the classification 

accuracy was adversely affected for slightly higher ability examinees above the cut-point and 

not for the ones below that threshold.  In the first block of the table, a significant observation 

was that 67% of the examinees closest to the cut-point attempted 41-45 items.  This 

proportion dropped to 4% when guessing was introduced towards the end of the test.  A large 

number of those examinees attempted 26-30 items.   

 The next phase of the analyses were performed to look at the estimation accuracy of 

the fixed and variable length mastery tests.  As expected, the estimation accuracy remained 

very similar to the proficiency testing for both fixed and variable length tests.  The results of 

mastery testing are presented in figures (137) to (150).  An interesting fact was observed 

when we looked at the average information for a variable length test.  The information 

monotonically increased till it peaked for examinees around the cut-score.  After that point it 

became increasingly less till the uppermost ability level.  This indicates that the examinees 

with abilities around the cut-score were presented most informative items.  The information, 

in general, was decreased when compared with the fixed length mastery tests, being closer to 
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the information provided by 30-item test.  Interestingly, the peak disappeared when the 

examinees started guessing.  The information curve remained relatively flat over the ability 

levels when examinees guessed.  As mentioned above, a large number of examinees took 

longer test when guessing was not introduced, while that number significantly decreased 

when guessing was introduced.  The average pool information, however, followed a pattern 

very similar to a 30-item fixed length test. 

 
Conclusion 

 The study shed light on some of the most important issues in computerized adaptive 

testing.  The purpose of any assessment instrument is defied if the information obtained on 

that instrument leads to an incorrect decision.  In adaptive testing, an incorrect decision at any 

point in the test can lead to serious discrepancies towards the end.  Since each item or 

question that gets administered to an examinee has impact on the properties of the remainder 

of the test, any disruption in the test administration process is consequential.   

The act of an examinee rushing into random guessing at any point in the test could 

result in misleading estimates of that examinee’s proficiency.  As serious as it is in 

proficiency or achievement tests, the problem of inaccurate estimation could be worse in 

Mastery testing.  The declaration of examinees as Masters or Non-Masters on the basis of 

incorrect measures of their ability is no-doubt harmful.   

The results of the study clearly indicate that the error in estimation increases 

significantly once the examinee rushes to finish the test.  One could be misled into assuming 

that the low level examinees would be affected most by disruption in the item selection 

algorithm.  The results of the study showed that the high ability examinees suffered most once 
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they ran out of time.  In all cases, the error in estimates was lowest for low ability examinees, 

higher for middle ability examinees and highest for high ability examinees.   

When examinees rushed later in the test (after 75%), a slight drop was observed in the 

estimates for high ability examinees.  The estimates for low and middle ability examinees 

generally remained stable when they guessed towards the very end.  For some low and middle 

ability examinees, the estimates even improved when they guessed.  The inaccuracy became 

evident when examinees started guessing after 75% of the test had been administered.  The 

inaccuracy increased as the point in time at which guessing was introduced moved earlier.   

Increasing test length improved estimates by negligibly small amounts when guessing 

occurred later in the test.  Increasing test length proved to have adverse effects on the 

estimation accuracy when the guessing started after almost 75-80% of the test had been 

administered.  The negativity of increasing the test length was more significant for high 

ability examinees. 

When the CAT was administered with content constraints, the error in estimation and 

the test information was not affected as long as enough items of varying difficulties existed in 

the pool.  Same patterns of errors as well as test information were observed as in the case 

when the test didn’t have content constraints.  The average information was greatly affected 

when the pool lacked easy items in a content area and the examinees rushed to complete the 

test.  In order to satisfy the content requirements, the algorithm was forced to select items for 

that content area but early guessing caused loss in information at all ability levels due to the 

lack of easy informative items.  The situation got worse for very early guessers when the test 

length was increased as they  
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In case of mastery testing, the results were consequential.  As guessing was 

introduced, people were incorrectly classified.  The number of people who passed the test 

significantly decreased when guessing was introduced.  The number of misclassifications was 

larger for the variable length test compared to the fixed length test.  The results indicated that 

examinees around the cut-point suffered most when guessing was introduced for both fixed 

and variable length tests.  In case of fixed length CAT, the number of incorrectly classified 

examinees was larger for longer tests. 

When the results from simulations using simulated item parameters were compared to 

those from simulations using AICPA parameters, it was found that the estimation for early 

guessers was better in the former case.   

 
Limitations 

This study was limited in terms of several factors.  The most significant limitation of 

the research was the imposition of time limits in the absence of a time-recording option.  The 

timing conditions can be simulated more accurately if the examinees’ response times are 

actually recorded by a built-in timer or a clock.  Another limitation was the simplicity of the 

test design in terms of test content, item formats and item types.  The study focused on 

multiple-choice items only and represented major content strands on the test.   

Recommendations 

The adverse effects of the interaction of test and examinee characteristics with 

response aberrance can be reduced to some extent in several ways.  Based on the results of the 

study, several suggestions can be made to address the issue.  One suggestion is the use of an 

index where response time adjustment is included in the item selection process.  The time 

spent on an item could then be a part of the selection algorithm.  Another possibility could be 
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to build the aberrance flags into the weighted deviations model.  In other words, aberrant 

conditions could be controlled as part of the selection model.   

In case of variable length mastery tests, increasing the minimum test length could 

prevent shorter tests to be administered to examinees.  A minimum test length of 25 items 

proved to be problematic and resulted in numerous false classification decisions when 

aberrance occurred.    

The use of Bayesian estimation with stronger priors has proven to provide better 

estimates than Maximum Likelihood estimation.  The same finding was reinforced by this 

research.  The estimates were largely affected by aberrance when the rushed guessing was 

introduced early in the test.  In real testing environment, rushed guessing is observed towards 

the later part of the test for most of examinees depicting aberrant response patterns.   Hence 

Bayesian estimation can prove to be a better way to estimate ability for majority of the 

population.  It is also expected that for early guessers, the MLE would lead to estimates much 

further from the truth compared to Bayesian estimates.  Further research is however needed to 

shed light on this result.   

It would be imperative to conclude by emphasizing on the well-stated fact that 

creating richer pools can always reduce the gravity of the problem.  Frequently occurring 

aberrance could lead to unexpected utilization of the pool, hence it is highly desirable to have 

a large pool with informative items at all ability levels.   
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Ability Distributions for November Administrations of Audit and ARE 
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P-P Plots for AICPA Item Parameters 
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        (9) Normal P-P for Audit b                  (10) Normal P-P for ARE b 
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CAT Administration for a Low Ability Examinee who Guesses at a Certain Point in the Test (30 items)
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CAT Administration for a Middle Ability Examinee who Guesses at a Certain Point in the Test (30 items)
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CAT Administration for a High Ability Examinee who Guesses at a Certain Point in the Test (30 items)
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CAT Administration for a Low Ability Examinee who Guesses at a Certain Point in the Test (75 items)
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CAT Administration for a Medium Ability Examinee who Guesses at a Certain Point in the Test (75 items)
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CAT Administration for a High Ability Examinee who Guesses at a Certain Point in the Test (75 items)
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   Error in Ability Estimation for Various Guessing Behaviors at Two Test Lengths

 (43)
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           Responses for a High Ability Examinee for Various Guessing Behaviors
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     Error in Estimation due to Variable Proportions of Guessing Examinees

 (49)

 Note: Guessing introduced for 60% of examinees (flagged) at each ability level
 Scenario A: 20% of flagged examinees begin guessing after 25% of items had been administered

  80% guess towards the end (after 90% of items have been administered)
  Scenario B: 20% of flagged examinees begin guessing after 50% of items had been administered

  80% guess towards the end
  Scenario C: 20% of flagged examinees begin guessing after 75% of items had been administered

  80% guess towards the end 
  Scenario D: All flagged examinees begin guessing towards the end (after 90% of items)
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          Average Test Information at Ability Levels at Various Guessing Points
(Guessing Introduced for All vs. 30% of Examinees)

 (50)

 (51)
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Distribution of Examinees in True and Estimated Ability Intervals

Ability Est. Tr.
-4.99 thru -4 71 0
-3.99 thru -3 225 0
-2.99 thru -2 315 0
-1.99 thru -1 381 200
-0.99 thru 0 175 400
.01 thru 1 33 400

1.01 thru 2 0 200
2.01 thru 3 0 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 300 0
-3.99 thru -3 501 0
-2.99 thru -2 320 0
-1.99 thru -1 76 200
-0.99 thru 0 3 400
.01 thru 1 0 400

1.01 thru 2 0 200
2.01 thru 3 0 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 0 0
-3.99 thru -3 0 0
-2.99 thru -2 37 0
-1.99 thru -1 158 200
-0.99 thru 0 417 400
.01 thru 1 401 400

1.01 thru 2 168 200
2.01 thru 3 19 0

Total 1200 0
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Distribution of Examinees in True and Estimated Ability Intervals

Ability Est. Tr.
-4.99 thru -4 0 0
-3.99 thru -3 4 0
-2.99 thru -2 57 0
-1.99 thru -1 215 200
-0.99 thru 0 416 400
.01 thru 1 367 400

1.01 thru 2 137 200
2.01 thru 3 4 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 0 0
-3.99 thru -3 19 0
-2.99 thru -2 83 0
-1.99 thru -1 324 200
-0.99 thru 0 397 400
.01 thru 1 310 400

1.01 thru 2 67 200
2.01 thru 3 0 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 23 0
-3.99 thru -3 160 0
-2.99 thru -2 301 0
-1.99 thru -1 361 200
-0.99 thru 0 262 400
.01 thru 1 91 400

1.01 thru 2 2 200
2.01 thru 3 0 0

Total 1200 0
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(60) 

Frequency of True and Estimated Abilities
Proficiency - 90% - 30 items
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Distribution of Examinees in True and Estimated Ability Intervals

Ability Est. Tr.
-4.99 thru -4 186 0
-3.99 thru -3 511 0
-2.99 thru -2 324 0
-1.99 thru -1 131 200
-0.99 thru 0 42 400
.01 thru 1 6 400

1.01 thru 2 0 200
2.01 thru 3 0 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 0 0
-3.99 thru -3 2 0
-2.99 thru -2 45 0
-1.99 thru -1 150 200
-0.99 thru 0 422 400
.01 thru 1 391 400

1.01 thru 2 168 200
2.01 thru 3 22 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 0 0
-3.99 thru -3 3 0
-2.99 thru -2 52 0
-1.99 thru -1 214 200
-0.99 thru 0 418 400
.01 thru 1 369 400

1.01 thru 2 138 200
2.01 thru 3 6 0

Total 1200 0

(61)

(62) 

(63)

Frequency of True and Estimated Abilities
Proficiency - 25% - 30 Items
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Distribution of Examinees in True and Estimated Ability Intervals

Ability Est. Tr.
-4.99 thru -4 0 0
-3.99 thru -3 16 0
-2.99 thru -2 98 0
-1.99 thru -1 316 200
-0.99 thru 0 472 400
.01 thru 1 236 400

1.01 thru 2 61 200
2.01 thru 3 1 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 24 0
-3.99 thru -3 149 0
-2.99 thru -2 328 0
-1.99 thru -1 337 200
-0.99 thru 0 283 400
.01 thru 1 77 400

1.01 thru 2 2 200
2.01 thru 3 0 0

Total 1200 0

Ability Est. Tr.
-4.99 thru -4 149 0
-3.99 thru -3 471 0
-2.99 thru -2 363 0
-1.99 thru -1 149 200
-0.99 thru 0 56 400
.01 thru 1 12 400

1.01 thru 2 0 200
2.01 thru 3 0 0

Total 1200 0

(64) 

(65)

(66)

Frequency of True and Estimated Abilities
Variable Length Mastery - 75%
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        RMSE of Estimates around True Ability for 5 Guessing Scenarios
           (Performance Testing with AICPA Parameters for 30 and 75 Items on AUDIT)

(67)   (68)     (69)

              (70)
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        Bias in Estimates around True ability for 5 Guessing Scenarios
           (Performance Testing with AICPA Parameters for 30 and 75 Items on AUDIT)
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         CAT Administration for a Low Ability Examinee who Guesses at a Certain Point in the Test (AUDIT--30 Items)
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         CAT Administration for a Middle Ability Examinee who Guesses at a Certain Point in the Test (AUDIT--30 Items)
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         CAT Administration for a High Ability Examinee who Guesses at a Certain Point in the Test (AUDIT--30 Items)
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         CAT Administration for a Low Ability Examinee who Guesses at a Certain Point in the Test (AUDIT--75 Items)
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         CAT Administration for a Middle Ability Examinee who Guesses at a Certain Point in the Test (AUDIT--75 Items)
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         CAT Administration for a High Ability Examinee who Guesses at a Certain Point in the Test (AUDIT--75 Items)
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Average Test Information at Ability Levels at various 
guessing points (Audit--30 items)
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   Pool Utilization Index at each Ability Level for 5 Guessing Scenarios
        (Performance Testing with AICPA Parameters for 30 and 75 items on AUDIT      

without/with Content Constraints)

 (109)
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(110)
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   Pool Utilization Index at each Ability Level for 5 Guessing Scenarios
        (Mastery Testing with AICPA Parameters for Fixed/Variable Length AUDIT)      

  (111)

30 items 75 items
25 126.48 90.74
50 118.98 83.67
75 112.29 79.55
90 110.51 77.59
NG 108.90 76.67

 (112)

     Variable Length 
25 129.98
50 125.85
75 122.66
90 116.10
NG 111.52
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Average Rescaled Test Information in each Content Area at each Ability Level
    (Performance Testing with AICPA Parameters for 75 Items on AUDIT)     

 (113)     (114)

 (115)       (116)
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Average Rescaled Test Information in each Content Area at each Ability Level
    (Performance Testing with AICPA Parameters for 30 Items on AUDIT)     

 (117)     (118)

(119)       (120)
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Average Test and Pool Information at each Ability Level for 5 Guessing Scenarios
(Performance Testing with AICPA Parameters for 30 and 75 Items on AUDIT with Content Constraints)     

(121)         (122)

 

(123)       (124)
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RMSE of Estimates around True Ability for 5 Guessing Scenarios
(Performance Testing with AICPA Parameters for 30 and 75 Items on AUDIT with Content Constraints     

   b-Parameter Increased by a Constant for Content Strand 1)

(125)   (126)      (127) 
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Average Test and Pool Information at each Ability Level for 5 Guessing Scenarios
                        (Performance Testing with AICPA Parameters for 75 Items on AUDIT with Content Constraints)     

   b-Parameter Increased by a Constant for Content Strand 1)

 (129)      (130)

 (131)       (132)
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Average Rescaled Test Information at each Ability Level for 5 Guessing Scenarios
   (Performance Testing with AICPA Parameters for 30 Items on AUDIT with Content Constraints)     

   b-Parameter Increased by a Constant for Content Strand 1)

(133)     (134)
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RMSE of Estimates around True Ability for 5 Guessing Scenarios
(Fixed Length Mastery Testing with AICPA Parameters for 30 and 75 Items on AUDIT with Content Constraints)

(137)  (138)     (139)
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  Average Test and Pool Information at each Ability Level for 5 Guessing Scenarios
(Fixed Length Mastery Testing with AICPA Parameters for 30 and 75 Items on AUDIT)     

(141)         (142)

(143)         (144)
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        RMSE of estimates around true ability for 5 guessing scenarios
 (Variable Length Mastery testing with AICPA parameters for AUDIT)

(145)  (146)     (147)

 (148)
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     Average Test and Pool Information at each Ability Level for 5 Guessing Scenarios
(Variable Length Mastery Testing with AICPA Parameters -- AUDIT)

            (149)

            (150)

Average Pool Information at Ability Levels at Various Guessing 
Points (Variable Length Mastery Audit)
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