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SSD School Safety and Discipline Survey (see NHES)
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SUDAAN SUrvey DAta ANalysis, a computer statistical package
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TFS Teacher Follow-up Survey
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Introduction

Introduction

committed to the policy of explaining its statistical methods to its customers and

of seeking to avoid misinterpretation of its published data. The reason for this
policy is to assure customers that proper statistical standards and techniques have been
observed, to guide them in the appropriate use of information from NCES, and to
make them aware of the known limitations of NCES dara.

This first edition of the NCES Handbook of Survey Methods continues this commitment
by presenting current explanations of how each survey program in NCES obtains and
prepares the data it publishes. NCES statistics are used for many purposes, and some-
times data well suited to one purpose may have limitations for another. This handbook
aims to provide users of NCES data with the most current information necessary to
evaluate the suitability of the statistics for their needs, with a focus on the methodolo-
gies for survey design, data collection, and data processing. It is intended to be used as
a companion report to Programs and Plans of the National Center for Education Statistics,
which provides a summary description of the type of data collected by each program at
the Center.

Since its inception, the National Center for Education Statistics (NCES) has been

NCES Role and Organization

Among federal agencies collecting and issuing statistics, NCES is a general-purpose
statistical collection agency in the broad field of education. The Center’s data serve the
needs of Congress, other federal agencies, national education associations, academic
education researchers, business, and the general public. NCES is a component of the
Institute of Education Sciences (IES), formerly the Office of Educational Research and
Improvement (OERI), within the Department of Education.

Within NCES, the Statistical Standards Program, under the direction of the NCES
Chief Statistician, provides expertise in statistical standards and methodology, technol-
ogy, and customer service activities across subject matter lines. Specific survey programs
of NCES have developed around subject matter areas. As a result, the rest of NCES is
organized according to subject matter areas, with each of the survey programs falling
under one of the following four NCES divisions:

> Assessment
» Early Childhood, International, and Crosscutting Studies
» Elementary/Secondary and Libraries Studies

» Postsecondary Studies

Organization of the Handbook

The handbook contains 28 chapters. Chapters 1 to 26 each focus on one of the 26
major NCES survey programs. To facilitate locating similar information for the various

NCES HANDBOOK OF SURVEY METHODS

LAYOUT OF
HANDBOOK
CHAPTERS

4

4

4

Overview
Uses of Data
Key Concepts
Survey Design

Data Quality &
Comparability

Contact
Information

Methodology &
Evaluation
Reports

15



introduction

NCES HANDBOOK OF SURVEY METHODS

programs, the information in each of these chapters is
presented in a uniform format with the following stan-
dard sections and headings:

1. Overview. This section includes a description of the purpose
of the survey, the type of information collected in the
survey, and the periodicity of the survey.

2. Uses of Data. This section summarizes the range of issues
addressed by the data collected in the survey.

3. Key Concepes. This section provides the definitions of a few
important concepts specific to the survey.

4. Survey Design. This section describes the target population,
the sample design, the data collection and processing
procedures, the estimation methods, and future plans for
the survey. Note that the handbook does not include a list
of the data elements collected by each survey. That
information can be found in the survey questionnaires,
electronic codebooks, or data analysis systems, many
available through the NCES web site (http://nces.ed.gov).
However, some general remarks about the data collected
can be made here:

» All race/ethnicity data are collected by Office of
Management and Budget (OMB) standards.

b All data on individuals can be disaggregated by sex.

» All data on individuals can also be disaggregated by
Black, White, and Other, and, for some surveys, data
can be disaggregated by Hispanic and Asian/Pacific
Islander.

» All elementary/secondary student-level data collections
include information on limited-English proficiency
and student disability.

» School-level data collections include information on
programs and services offered.

5. Data Quality and Comparability. This section describes
the appropriate method to use for estimating sampling
error for sample surveys and also presents important
findings related to nonsampling error such as coverage error,
unit and item nonresponse error, and measurement error.
In addition, this section provides summary descriptions of
recent design and/or questionnaire changes as well as
information on comparability of similar data collected in
other studies.

6. Contact Information. This section lists the name of the
main contact person for each survey along with a telephone
number, e-mail address, and mailing address. Note that at
NCES, telephone numbers are assigned according to
survey program; staff members leaving one survey program
for another have to change telephone numbers. To find
out the current number for a particular staff member, see

the NCES Staff Directory (http://nces.ed.gov/ncestaft/).
To find out the current contacts for a particular survey
program, please check the program’s web site (NCES survey
web site addresses are listed in appendix D).

7. Methodology and Fvaluation Reporss. This section lists the
primary recent methodological reports for the survey. Use
the NCES number provided to find a particular report
through the NCES Electronic Catalog (http://nces.ed.gov/
pubsearch/). Each NCES survey Web site also contains a
list of that survey’s publications.

Note that some of the chapters include cautions to data
users. The cautions usually appear in section 5, Data
Quality and Comparability. For example, in chapter 5,
section 5, caution is urged in the interpretation of change
estimates between the 1991-92 and 1994-95 Teacher
Follow-up Survey (TFS) because specific questions were
not always worded the same in both TFS surveys. In
chapter 11, section 5, users of Academic Library Survey
data are reminded to be careful when comparing state
estimates since nonresponse varies by state. These
cautions are italicized throughout the report.

The first 26 chapters are organized under the following
subject matter rubrics:

» Early Childhood Education Survey

» Chapter 1: Early Childhood Longitudinal Study
(ECLS)

b Elementary and Secondary Education Surveys
» Chapter 2: Common Core of Data (CCD)
b Chapter 3: Private School Universe Survey (PSS)
b Chapter 4: Schools and Staffing Survey (SASS)
b Chapter 5: SASS Teacher Follow-up Survey (TFS)

» Chapter 6: National Education Longitudinal Study
of 1988 (NELS:88)

» Chapter 7: National Longitudinal Study of the
High School Class of 1972 (NLS-72)

» Chapter 8: High School and Beyond (HS&B)
Longitudinal Study

b Library Surveys
b Chapter 9: SASS School Library Survey (SLS)
b Chapter 10: Public Libraries Survey (PLS)
b Chapter 11: Academic Libraries Survey (ALS)

» Chapter 12: State Library Agencies (StLA) Survey

BESTCOPY AVAILABLE
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» Chapter 13: Federal Libraries and Information
Centers Survey

» Postsecondary and Adult Education Surveys

» Chapter 14: Integrated Postsecondary Education
Data System (IPEDS)

» Chapter 15: National Study of Postsecondary
Faculty (NSOPF)

» Chapter 16: National Postsecondary Student Aid
Study (NPSAS)

» Chapter 17: Beginning Postsecondary Students
(BPS) Longitudinal Study

» Chapter 18: Baccalaureate and Beyond (B&B)
Longitudinal Study

» Chapter 19: Survey of Earned Doctorates (SED)
» Educational Assessment Surveys

» Chapter 20: National Assessment of Educational
Progress (NAEP)

» Chapter 21: Third International Mathematics and
Science Study (TIMSS)

» Chapter 22: IEA Reading Literacy Study (IEA)
» Chapter 23: National Adult Literacy Survey (NALS)

» Chapter 24: International Adule Literacy Survey
(IALS)

» Household Surveys

» Chapter 25: National Household Education Surveys
(NHES) Program

» Chapter 26: Current Population Survey—October
and September Supplements (CPS)

Chapters 27 and 28 cover multiple surveys or survey
systems. The formart is similar to that for chapters 1 to

NCES HANDBOOK OF SURVEY METHODS

26, but is somewhat abbreviated to allow adequate
coverage of multiple surveys within each chapter.

» Small Special-Purpose NCES Surveys
» Chapter 27: Fast Response Surveys
» Fast Response Survey System (FRSS)

» Postsecondary Education Quick Information
System (PEQIS)

b Chapter 28: Other NCES Surveys and Studies
» School Crime Supplement (SCS)
b School Survey on Crime and Safety (SSOCS)
» High School Transcript (HST) Studies
b Library Cooperatives Survey (LCS)
» Civic Education Study (CivEd)

To avoid repetition within the handbook, some of the
statistical terms and procedures that are referred to in
multiple chapters of the handbook are defined in Appen-
dix A, Glossary of Statistical Terms.

Appendix B describes the various ways in which NCES
publications and data files may be obtained. It also pro-
vides the reader with information on how to obtain a
license for restricted-use data files.

Appendix C provides a list of the web-based and standalone
tools for use with each of the NCES surveys.

Appendix D contains a list of the web site addresses for
each of the NCES surveys.

Appendix E contains an index.
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Chapter 1: Early Childhood Longitudinal

Study (ECLS)

1. OVERVIEW

nal surveys sponsored by NCES, and the first to provide data about young

children. The ECLS program has been designed to include two overlapping
cohorts: a birth cohort and a kindergarten cohort. The birth cohort component (ECLS-
B) will follow a sample of children born in 2001 from birth through the 1 grade, while
the kindergarten component (ECLS-K) will follow a sample of children who were in
kindergarten in the 1998-99 school year through the 5* grade. ECLS will provide a
comprehensive and reliable data set with information about the ways in which children
are prepared for school and how schools and early childhood programs affect the lives
of the children who attend them.

T he Early Childhood Longitudinal Study program is one of four active longitudi-

Purpose

ECLS provides national data on (1) children’s status at birth and at various points
thereafter; (2) children’s transitions to nonparental care, eatly education programs, and
school; and (3) children’s experiences and growth through the 5* grade. These data
enable researchers to test hypotheses about the effects of a wide range of family, school,
community, and individual variables on children’s development, early learning, and
early performance in school.

Components
ECLS has two cohorts—the kindergarten cohort study (ECLS-K) and the birth cohort
study (ECLS-B)—and each of these has its own components.

Kindergarten cobort study. ECLS-K collects data from children, parents, classroom
teachers, special education teachers, school administrators, and student records. The
various components are described below.

Direct child assessments. The direct child assessments consist of three cognitive domains
(reading, mathematics, and general knowledge); a psychomotor assessment (fall kinder-
garten only), including fine and gross motor skills; and height and weight measurements.
An English language proficiency screener, the Oral Language Development Scale (OLDS),
is administered if the school records indicate that the child’s home language is not
English. The child has to demonstrate a certain level of English proficiency to be admin-
istered the ECLS-K cognitive assessment in English. If a child speaks Spanish at home
and does not have the English skills required by the ECLS-K battery, the child is admin-
istered a Spanish version of the OLDS, and the mathematics and psychomotor
assessments are administered in Spanish. Each cognitive assessment domain subtest
includes a routing test (to determine a child’s approximate skills) and level tests.

EARLY CHILDHOOD
LONGITUDINAL
SAMPLE SURVEY:
BIRTH COHORT
AND
KINDERGARTEN
COHORT

ECLS collects data
from:

» Children
» Parents/guardians

» Child care
providers and
preschool
teachers

» Teachers

» School
administrators
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Parent interviews. Parents/guardians are asked to provide
key information about their children on subjects such as
family demographics (e.g., age, relation to child, race/
ethnicity), family scructure (household members and com-
position), parent/guardian involvement, home educational
activities, childcare experience, child health, parental/
guardian education and employment status, and their

child’s social skills and behaviors.

Classroom teacher questionnaire. In the base year, all kin-
dergarten teachers in the ECLS-K schools were asked to
provide information on their educational backgrounds,
teaching practices, experiences, and the classroom set-
tings where they taught. Kindergarten teachers who taught
ECLS-K-sampled children also completed a child-specific
questionnaire that collected information on each child’s
social skills and approaches to learning, academic skills,
and education placements. In cthe 1* grade and later waves
of the study, only teachers of the sampled children are
included.

Special Education Teacher Questionnaire. The special edu-
cation teacher questionnaires were introduced in the
spring data collecrion. ECLS-K supervisors reviewed ac-
commodation and inclusion information for children who
received special education services. During the
preassessmenc visit, field supervisors specified primary
special education teachers of sampled children and listed
special education staff working with each child (e.g.,
speech pathologists, reading instructors, audiologists).
These questionnaires were given to special education
teachers who taught sampled children. If a child received
special education services from more than one special
education teacher, a field supervisor determined the child’s
primary special education teacher. Items in the special
education teacher questionnaires addressed topics such
as the child’s disability, Individual Education Program
goals, the amount and type of services used by sampled
students, and communication with parents and general
education teachers.

School Administrator Questionnaire. School administra-
tors are asked abourt school characreristics (e.g., school
type, enrollment, and student body composition), school
facilities and resources, community characteristics and
school safety, school policies and practices, school-fam-
ily-community connections, school programs for special
populations, staffing and teacher characteristics, school
governance and climate, and their own characteristics.

Student Records Abstract. School staff members are asked
to complete a student records abstract form for each

sampled child after the school year closed. These instru-
mencs were used to obrain information about the child’s
attendance record, the presence of an individualized edu-
cation plan, the type of language or English proficiency
screening that the school used, and (in the kindergarten
year collection) whether the child participated in Head
Stare prior to kindergarten. A copy of each child’s report
card was also requested.

School Facilities Checklist. The checklist collects informa-
tion abour the (1) availability and condition of the selected
schools’ facilities such as classrooms, gymnasiums, toi-
lets, etc.; (2) presence and adequacy of security measures;
(3) presence of environmental factors that may affect the
learning environment; and (4) overall learning climate of
the school. An additional set of questions on portable
classrooms was added to the spring-1¥-grade data collec-
tion.

Birth cobort study. The ECLS-B, implemented in Oc-
tober 2001, is designed to study children’s early learning
and development from birth through 1% grade. Over the
course of the study, data will be collected from multdiple
sources, including birth certificates, children, parents,
nonparental care providers, teachers, and school admin-
istrators. These components are described below.

Birth certificates. These records provide information on
the date of birth, child’s sex, parents’ education, parents’
race and echnicity (including Hispanic origin), mother’s
marital status, mother’s pregnancy history, prenatal care,
medical and other risk factors during this pregnancy and
complications during labor and birth, and child’s health
characreristics (such as congenital anomalies and abnor-

mal conditions of the baby and the baby’s APGAR score).

Parent/guardian interviews. A parent/guardian interview
is conducted in the children’s home at each data collec-
tion point to capture information abour the children’s
early health and development, their experiences with fam-
ily members and others, the parents/guardians as
caregivers, the home environment, and the neighborhood
in which chey live. In most cases, the parent/guardian
interviewed is the child’s mother or female guardian.

Child assessments. Beginning at 9 months, children par-
ticipate in activities designed to measure important
developmental skills in the cognitive, social, emotional,
and physical domains. ECLS-B uses adapted forms of
the Bayley Scales for Infant Development (BSID-II) and
the Nursing Child Assessment Teaching Scale (NCATS).
The children’s height, weight, and middle upper arm
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circumference are assessed at the 9-month home visit. In
addition, during the home visit children’s psychomotor
skills and emotion regulation will be assessed. At the 18-
month home visit, the Massey Attachment Sort (MAS)
will be used to assess children’s levels of attachment with
their caregivers. (For further derails, see Assessment

Design.)

Care provider and preschool teacher interviews. Individu-
als and organizations who provide regular care for a child
will be interviewed with the permission of the child’s par-
ents. They will be asked abour their backgrounds, teaching
practices, and experience, the children in their care, and
children’s learning environments. This information will
be collected when the children are 18 months of age and
again at 48 months.

School administrator/teacher questionnaires. Once the chil-
dren enter formal schooling, school administrators and
teachers will provide information on the physical and
organizational characteristics of their schools and on the
schools’ learning environments, educational philosophies,
and programs. Teachers will also provide information on
the classroom, and they represent important potential
sources of information about children’s cognitive and
social development.

Father questionnaire. Fathers will complete a self-admin-
istered questionnaire reviewing the particular role fathers
play in the development of their children, providing in-
formation about children’s well-being and the acrivities
fathers engage in with their children as well as key infor-
mation about themselves as caregivers. This information
will be collected when the children are 9 and 18 months
old and at least two additional times during the study.

Periodicity
Fach of the ECLS cohorts has its own follow-up schedule.

The ECLS-K schedule is for data collection in the fall
and spring of the kindergarten year (1998-99), a 30 per-
cent fall 1%-grade subsample (1999), and a full sample for
spring of the 1% (2000), 3 (2002), and 5" (2004) grades.

The ECLS-B schedule is for data collection at 9 months
(2001-02), 18 months (2002-03), 30 months (2003-04),
48 months (2005), kindergarten (2006 and 2007), and 1*
grade (2007 and 2008). Note that because of age require-
ments for school entry, children sampled in ECLS-B will
be entering kindergarten, and thus 1% grade, in two dif-
ferent years.
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2. USES OF DATA

ECLS-K provides information critical to establishing
policies that can respond sensitively and creatively to di-
verse learning environments. In addition, ECLS-K will
enable researchers to study how a wide range of family,
school, community, and individual variables affect early
childhood success in school. The information collected
during the kindergarten year serves as baseline darta to
examine how schooling shapes later development. The
longitudinal nature of the study will enable researchers to
study children’s reading achievement, growth in math-
ematics, and knowledge of the physical and social worlds
in which they live. It will also permit researchers to relate
trajectories of growth and change to variations in
children’s school experiences in kindergarten and the early

grades.

Like the kindergarten cohort study, ECLS-B has two goals,
descriptive and analytic. The study will provide descrip-
tive data on children’s health status at birth; children’s
experiences in the home, nonparental care, and school;
and children’s development and growth through 1% grade.
The study will also collect data that can be used to
explore the relationships between children’s developmen-
tal outcomes and their family, health care, nonparental
care, school, and community. Data collected during the
first year of life (around 9 months) will serve as a baseline
for examining how children’s home environment, health
status, health care, and early childcare and education shape
their development. The longitudinal nature of the study
will enable researchers to study children’s physical,
social, and emotional growth and to relate trajectories of
growth and change to variations in children’s experience.

3. KEY CONCEPTS

IRT scale scores. These scores are overall, criterion-ref-
erence measures of status at a point in time. They are
useful in identifying cross-sectional differences among
subgroups in overall achievement level and provide a sum-
mary measure of achievement useful for correlations
analysis with status variables. The IRT scale scores are
used as longitudinal measures of overall growth. Gain
scores may be obrained by subtracting children’s scale
scores at two points in time.

Standardized scores (T-scores). These scores provide
norm-referenced measurements of achievement; that is,
estimates of achievement level relative to the population
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as a whole. A high mean T-score for a particular sub-
group indicates that the group’s performance is high in
comparison to other groups. A change in mean T-scores
over time reflects a change in the group’s status with
respect to other groups. In other words, they provide
information on status compared to children’s peers.

Proficiency probability scores. These scores are crite-
rion-referenced measures of proficiency in specific skills.
Because each proficiency score targets a particular set of
skills, they are ideal for studying the details of achieve-
ment. They are useful as longitudinal measures of change
because they show not only the extent of gains burt also
where on the achievement scale the gains are taking place.
The following proficiencies were identified in the read-
ing and mathematics assessments:

Reading proficiencies:
» Letter recognition: identifying upper- and lower-case letters
by name

» Beginning sounds: associating letters with sounds at the
beginning of words

» Ending sounds: associating letters with sounds at the end

of words
» Sight words: recognizing common words by sight

» Comprehension of words in context: reading words in
context

Mathematics proficiencies:
» Numberand shape: identifying some one-digit numerals,
recognizing geometric shapes, and one-to-one counting of
up to 10 objects

» Relative size: reading all single-digit numerals, counting
beyond 10, recognizing a sequence of pattetns, and using
nonstandard units of length to compare objects

» Ordinality, sequence: reading two-digit numerals,
recognizing the next number in a sequence, identifying
the ordinal position of an object, and solving a simple
word problem

» Addition/subtraction: solving simple addition and
subtraction problems

» Multdplication/division: solving simple multiplication and
division problems and recognizing more complex number
patterns

Racel/ethnicity. New Office of Management and Bud-
get guidelines were followed under which a respondent
could select one or more of five dichotomous race

categories. In addition, a sixth dichotomous variable was
created for those who simply indicated that they were
multiracial without specifying the race. Each respondent
additionally had to identify whether the child was His-
panic. Using the six dichotomous race variables and the
Hispanic ethnicity variable, a race/ethnicity composite
variable was created. The categories were: White, non-
Hispanic; Black or African-American, non-Hispanic;
Hispanic, race specified; Hispanic, no race specified;
Asian; Native Hawaiian or other Pacific Islander; Ameri-
can Indian or Alaskan Native; and more than one race
specified, non-Hispanic.

Socioeconomic scale. The socioeconomic scale (SES)
variable was computed ac the household level for the set
of parents who completed the parent interview in ECLS-
K. The SES variable reflects the socioeconomic status of
the household at the time of data collection. The compo-
nents used to create the SES variable were: father/male
guardian’s education, mother/female guardian’s education,
father/male guardian’s occupation, mother/female
guardian’s occupation, and household income. Each
parent’s occupation was scored using the average of the
1989 General Social Survey prestige scores for the 1980
Census occupational category codes that correspond to

the ECLS-K occupation code.

4. SURVEY DESIGN

Target Population

Representative samples of kindergartners and babies will
be studied longitudinally for 6 or more years. Kindergar-
ten children enrolled during the 1998-99 school year will
be the baseline for the ECLS-K cohort, babies born dur-
ing 2001 will consist of the baseline for the ECLS-B cohort.

Sample Design
The sampling design is discussed separately for the kin-
dergarten and birth cohorts.

Kindergarten Cobort (ECLS-K). ECLS-K is following
a nationally representative cohort of children from

kindergarten through 5% grade.

Base Year Survey. A nationally representative sample of
22,782 children enrolled in 1,277 kindergarten programs
during the 1998-99 school year was sampled for partici-
pation in the study. These children were selected from
both public and private kindergartens, offering both full-
day and part-day programs. The sample was designed to
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support separate estimates of public and private school
kindergartners; Black, Hispanic, White, and Asian and
Pacific Islander (API) children; and children grouped

according to socioeconomic status.

The sample design for ECLS-K was a dual-frame, multi-
stage sample. First, 100 primary sampling units (PSUs)
were selected from an initial frame of 1,404 PSUs,
representing counties or groups of contiguous counties.
The 24 PSUs with the largest measures of size (where the
measure of size is the number of 5-year-olds, taking into
account a factor for oversampling 5-year-old APIs) were
designated as certainty selections and were set aside. The
remaining PSUs were partitioned into 38 strata of roughly
equal measure of size. The frame of noncertainty PSUs
was first sorted into eight superstrata by metropolitan
statistical area (MSA) status and by Census region. Within
the four MSA superstrata, the variables used for further
stratification were race/ethnicity (high concentration of
API, Black, or Hispanic), size of class, and 1988 per
capita income. Within the four non-MSA superstrata,
the stratification variables were race/ethnicity and per
capita income. Two PSUs were selected from each
noncertainty stratum using Durbin’s Method. This method
selects two first-stage units per stracum without replace-
ment, with probability proportional to size and a known
probability of inclusion. The Durbin method was used
because it allows variances to be estimated as if the units
were selected with replacement.

The school selection occurred within these PSUs. Public
schools were sampled from a public school frame (the
1995-96 Common Core of Data—CCD), and private
schools were sampled from a private school frame (the
1995-96 Private School Survey—PSS). The school frame
was freshened in the spring of 1998 to include newly-
opened schools that were not included in the CCD and
PSS and schools that were in the CCD and PSS bur did
not offer kindergarten according to these sources. A
school sample supplement was selected from the fresh-
ened frame. In fall 1998, approximately 23 kindergarten
children were selected on average from each of the sampled
schools. API children and private schools were
oversampled.

Fall- I grade. This study was a design enhancement whose
goal was to enable researchers to measure the extent of
summer learning loss and the factors that contribute to
such loss and to better disentangle school and home ef-
fects on children’s learning. Data collection was limited
10 26.7 percent of the base year children in 30 percent of
the ECLS-K originally sampled schools; that is, a total of
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5,650 (4,446 public and 1,204 private) children and 311
schools (228 public and 83 private). Data collection was
attempted for every eligible child (i.e., a base year
respondent) found still attending the school in which he
or she had been sampled during kindergarten. To contain
the cost of collecting data for a child who transferred
from the school in which he or she was originally sampled,
a random 50 percent of children were flagged wo be
followed for fall-1-grade data collection in the event that
they had transferred.

Spring-1* grade. This data collection targeted all base year
respondents. In addition, the spring student sample was
freshened to include current 1* graders who had not been
enrolled in kindergarten in 1998-99 and, therefore, had
no chance of being included in the ECLS-K base year
kindergarten sample. While all students still enrolled in
their base year schools were recontacted, only a 50 per-
cent subsample of base year sampled students who had
transferred from their kindergarten school was followed
for data collection. The sample of base year respondents
numbered 18,084 (14,248 public and 3,836 private)
children. Student freshening brought 165 1 graders into
the ECLS-K sample.

Birth Cobort (ECLS-B). ECLS-B sampled approxi-
mately 16,000 babies born in the year 2001. The sample
includes children from different racial/ethnic and socio-
economic backgrounds. Chinese children, other API
children, moderately low birth weight children (1500-
2500 grams), very low birth weight children (under 1500
grams), and twins were oversampled. There was also a
special supplemental component to oversample Ameri-
can Indian children (with an inicial sample size of 1,299).

The ECLS-B sample design consists of a two-stage sample
of PSUs and children born in the year 2001 within
sampled PSUs. The PSUs are MSAs, counties, or groups
of counties, and were selected with probability propor-
tional to a function of the expected number of births
occurring within the PSU in 2001. Births were sampled
by place of occurrence, rather than by place of current
residence. As a result, a different PSU sample had to be
selected from the PSU sample used in ECLS-K, which
uses residence-based population data. Within the sampled
PSUs, children born in the year 2001 were selected by
systematic sampling from birth certificates using the
National Center for Health Statistics (NCHS) vital sta-
tistics record system. The sample was selected on a flow
basis, beginning with January 2001 births (who were first
assessed 9 months later, in October 2001). Approximately
equal numbers of infants were sampled from each month.

Do
Do
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Different sampling rates were used for births in different
subgroups, as defined by race/ethnicity, birth weight, and
plurality (that is, whether or not the sampled newborn is
a twin).

The sample of American Indian newborns drew from
additional PSUs in three states that are not included in
the ECLS-B main study. Because these three additional
states would not allow use of their birth certificate infor-
mation, an alternate frame was used. A hospital sample
frame was chosen based on an evaluation of available
sample frames.

Due to state-imposed operational restrictions and pas-
sive and active consent procedures, certain PSUs had
low expected response rates. For states where expected
response rates were only slightly lower than planned, a
larger sample was selected in order to achieve adequate
numbers of respondents. Substitutions were made for
PSUs in states where very low response rates were
expected. The original PSU was matched with potential
substitute PSUs on the criteria of median income,
percent of newborns in poverty, percent of minority new-
borns, population density, and birth rate. American Indian
PSUs were also matched on tribal similarity. A
Mabhalonobis distance measure of similarity was used to
create initial rankings. Sampling rates from the original
PSU were applied within the substitute PSU to obtain
the original expected yield.

Assessment Design
The design of the ECLS assessments is discussed sepa-
rately for the kindergarten and birth cohorts.

Kindergarten Cobort (ECLS-K). The design of the
ECLS-K assessment was guided by the domain assess-
ment framework proposed by the National Education
Goals Panel’s Resource Group on School Readiness. A
critical component of ECLS-K is the assessment of
children along a number of dimensions, such as physical
development, social and emotional development, and
cognitive development. These domains were chosen
because of their importance to success in school. ECLS-
K will monitor the status and growth of its children along
these domains:

¥ Physical and psychomotor development: Children’s heightand
weight will be measured at each data collection period in
ECLS-K. In the fall of kindergarten, kindergartners were
asked to demonstrate their fine and gross motor skills
through activities such as building a structure using blocks,
copying shapes, drawing figures, balancing, hopping,

—il

skipping, and walking backwards. Parents and teachers
report on other related issues such as general health,
nutrition, and physical activity.

¥ Social and emotional development: ECLS-K assessments of
social and emotional development focus on the skillsand
behaviors that contribute to social competence. Aspects of
social competence include social skills (e.g., cooperation,
assertion, responsibility, self-control) and problem behaviors
(e.g., impulsive reactions, verbal and physical aggression).
Parents and teachers are the primary sources of information
on children’s social competence and skills, at least from
kindergarten through 2" grade. The measurement of
children’s social and emotional development at grades 3
and 5 will include instruments completed by the children
themselves along with data reported by parents and
teachers.

¥ Cognitive developmenr. ECLS-K focuses on three broad
areas of competence: language and literacy, mathematics,
and general knowledge of the social and physical worlds.
The skills measured in each of these domains are a sample
of the typical and important skills that are taught in
American elementary schools and that children are expected
to learn in school. ECLS-K was developed to describe the
behaviors, skills, and knowledge within broad cognitive
domains that are most relevant to school curricula at each
grade level and to measure children’s growth from
kindergarten to 5* grade. The ECLS-K assessment
framework was based on current curricular domain
frameworks for reading, mathematics, science, and social
studies, as well as assessment frameworks such as the
National Assessment of Educational Progress. (See chapter
20.)

These assessments were developed after extensive field
testing and analysis. The final items were selected based
on their psychometric properties and content relevance.
The measure of language and literacy competency
includes vocabulary comprehension, listening and read-
ing comprehension, and basic skills (e.g., knowledge of
the alphabet, phonetics, print recognition and orienta-
tion, and sight vocabulary). The mathematics subdomain
measures the knowledge and skills necessary to solve
mathematical problems and reason with numbers. The
items measuring children’s quantitative and analytic skills
in kindergarten and 1¥ grade include recognizing num-
bers, counting, comparing and ordering numbers, and
solving word problems. Other measures of mathematical
concepts include recognizing and solving problems in-
volving graphic and numeric patterns and geometric
relationships. Items involving the interpretation of pic-
ture graphs measure beginning analysis and statistics skills.
Children’s knowledge and skills in the natural and social
sciences are measured in the general knowledge
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subdomain. The contents of this subtest, classified as
science and social sciences, survey children’s knowledge
and understanding of relevant concepts.

Each direct child domain subtest consists of a routing
test and level tests. All children are first administered a
short routing test of domain-specific items having a broad
range of complexity or difficulty levels. Performance on
the routing test is used to determine the appropriate level
assessment form that will be administered next to the
child. The use of multilevel forms for each domain subtest
minimizes the chances of administering items that are all
very easy or all very difficult for the child. Children dem-
onstrate their competency in these domains through
one-on-one, untimed sessions with a trained child asses-
sor. If necessary, the session can take place over multiple
periods.

Birth Cobort (ECLS-B). The ECLS-B direct child
assessment relies on instruments considered “gold stan-
dards” in the field. However, adaptations have been
necessary to take these instruments from a laboratory or
clinic setting to a home setting. The ECLS-B child
assessment, therefore, is designed for ease of and flex-
ibility in administration while at the same time being
psychometrically and substantively sound. The key
instruments are a shortened research edition of the BSID-

II, NCATS, and an attachment measure—MAS.

¥ Cognitive development and fine and gross motor skills: BSID-
II is considered the gold standard for assessing early
childhood development (ages 1 to 42 months). Children’s
cognitive development, as well as their receptive and
expressive language skills, are assessed through the mental
scale of the BSID-II. Children retrieve hidden toys and
look at pictures books, and their production of vowel-
consonant combinations is noted. Fine and gross motor
skills are assessed through the motor scale of the BSID-IL
Children grasp small objects and are observed crawling
and walking. The Bayley assessment was originally
expected to take about 20 minutes. However, a field test of
the 9-month ECLS-B data collection revealed that it
actually required an average of 40 minutes to complete. As
a result, modifications were implemented to the original
BSID-II. The ECLS-B contractor, Westat, worked with
experts to identify a reduced-item set that can be
administered in less time and can produce reliable, valid
scores equivalent to the full set of Bayley items. The ECLS-
B reduced-item Bayley for 9-month-olds takes
approximately 25 minutes to administer.

b Parent-child interaction: NCATS is designed to assess
parent-child interaction (ages 0 to 36 months). Parents are
asked to teach their child a task that she or he cannot do
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from a standard list using NCATS materials. Tasks include
turning pages of a book and stacking blocks. The
interaction is videotaped and later coded along six subscales.
The teaching scale provides information on child cues,
parent responsiveness, and the fostering of socio-emotional
and cognitive growth. It captures variables that are
precursors to later social and cognitive development, such
as actachment and language.

b Attachment with caregivers: The Strange Situation and the
Autachment Q-Sort (AQS) are the commonly used measures
for assessing and discussing toddlers’ attachment
relationships. These measures require a significant amount
of time to complete and are fairly complex for a field staff.
MAS is an alternative to the laboratory-based Strange
Situation measure, developed exclusively for ECLS-B. It
uses the Method of Successive Sorts (MOSS), which is
considered to be operationally easier than the Q-sort. MAS
features 39 AQS items, which have been edited to an
elementary reading level. Parents and field staff work with
adeck of cards and sort descriptions of parent/child behavior
forhow much itis like the child. Card descriptions include
scenarios to assess the child’s proximity to the parent and
exploration behavior and the occurrence of differential
responsiveness. Aspects of children’s affect, sociability, and
independence are also assessed. MAS can be completed by
respondents and field staff from different backgrounds,
and it can be completed in less than 10 minutes.

Data Collection and Processing

ECLS-K compiles data from four primary sources: chil-
dren, children’s parents/guardians, teachers, and school
administrators. Dara collection began in fall 1998 and
will continue through spring 2004. Westat has collected
the kindergarten and 1%-grade data. ECLS-B compiles
data from muldiple sources, including administrative
records, children, parents, nonparental care providers,
teachers, and school administrators. Data collection
began in 2001 and will continue through 2008. Self-
administered questionnaires, one-on-one assessments, and
telephone or personal interviews will be used to collect
the data. Westat is the 9- and 18-month data collection
contractor.

Reference dates. For ECLS-K, baseline data for the fall
were obtained from September to December 1998. For
ECLS-B, baseline data was collected from October 2001
through December 2002.

Data collection. ECLS-K and ECLS-B are discussed
separately.

Kindergarten Cobort (ECLS-K). The data collection sched-

ule for ECLS-K is based on a desire to capture information
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about children as critical events and transitions are
occurring rather than measuring these events retrospec-
tively. A large-scale field test of the kindergarten and
1#-grade assessment instruments and questionnaires was
conducted in 1995-96. This field test was used primarily
to collect psychometric data on the ECLS-K assessment
item pool and to evaluate questions in the different sur-
vey instruments. Data from this field test were used to
develop the first- and second-stage tests for the ECLS-K
kindergarten and 1%-grade direct cognitive assessment
battery and to finalize the parent, teacher, and school
administrator instruments. A pilot test of the systems
and procedures, including field supervisor and assessor
training, was conducted in April and May 1998 with 12
elementary schools in the Washington, DC metropolitan
area. Modifications to the data collection procedures,
training programs, and systems were made to improve
efficiency and reduce respondent burden. Modifications
to the parent interview to address some issues raised by
pilot test respondents were also made at this time.

Data on the kindergarten cohort were collected twice
during the base year of the study—once in the beginning
(fall) and once near the end (spring) of the 1998-99 school
year. The fall 1998 data collection obtained baseline data
on children prior to their exposure to the influences of
school, providing measures of the characteristics and
attributes of children as they entered formal school for
the first time. The data collected in spring 1999, together
with the data from the beginning of the school year, are
used to examine children’s first encounter with school.
Data were collected from the child, the child’s parents/
guardians, and teachers. For the fall 1998 and spring 1999
collections, all child assessment measures were obtained
through untimed CAPI, administered one-on-one from
the assessor to child. Most of the parent data were col-
lected through CAT]I, though some of the interviews were
collected through CAPI when respondents did not have a
telephone or were reluctant to be interviewed by tele-
phone. All kindergarten teachers with sampled children
were asked to fill out two self-administered questionnaires
providing information on themselves and their teaching
practices. For each of the sampled children they taught,
the teachers also completed a child-specific questionnaire.
In addition, school staff members were asked to com-
plete a student record abstract after the school year closed;
they were reimbursed five dollars for every student record
abstract they completed.

In fall 1999—when most of the kindergarten cohort had
moved on to 1* grade—data were collected from a 30
percent subsample of the cohort. School administrators

were contacted in late summer 1999, and parental
consents were reviewed (and re-obtained, if necessary).
The direct child assessment was administered during a
12-week field period (September—November 1999). It
was normally conducted in a school classtoom or library
and took approximately 50 to 70 minutes per child. As
in the spring-kindergarten data collection, children with
a language other than English in the home who did not
take the English ECLS-K battery in the prior were first
administered the OLDS to determine what path was
followed in fall-1% grade. Children who fell below the cut
score for the OLDS and whose language was Spanish
were administered a Spanish language version of the
OLDS and the ECLS-K mathematics assessment, and
had their height and weight measured. Children who fell
below the cut score and whose language was other than
Spanish had only their height and weight measured. The
parent interview was administered between early
September and mid-November 1999; it averaged 35
minutes, and was conducted primarily by telephone.

Spring data collection included direct child assessments,
parent interviews, teacher and school questionnaires,
student records abstracts, and the facilities checklist. As
in other rounds, the child assessments were administered
with CAPI assistance (March-June 2000), while both
CATI and CAPI were used for the parent interview
(March—July 2000). Self-administered questionnaires were
used to gather information from teachers, school admin-
istrators, and student records (March-June 2000, but field
staff prompted by telephone for the return of these
materials through October 2000). Teachers were reim-
bursed seven dollars for each child rating they completed,
and school staff were reimbursed seven dollars for every
student record abstract they completed.

A continuous quality assurance process has been applied
to all data collection activities. Data collection quality
control efforts begin with the development and testing of
the CATI and CAPI applications and the FMS. As these
applications are programmed, extensive testing of the
system is conducted. Quality control processes continue
with the development of field procedures that maximize
cooperation and thereby reduce the potential for
nonresponse bias. Quality control activities are also
practiced during training and data collection. During the
original assessor training, field staff practiced conduct-
ing the parent interview in pairs and practiced the direct
child assessment with kindergarten children brought to
the training site for this purpose. In later data collection
periods, experienced staff use a home study training pack-
age while new staff are trained in classroom sessions.
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When the fieldwork begins, field supervisors observes
each assessor conducting child assessments and makes
telephone calls to parents to validate the interview. Field
managers also make telephone calls to the schools to
collect information on the school activities for validation
purposes.

Birth Cobort (ECLS-B). A field tesc of ECLS-B instru-
ments and procedures was conducted in che fall of 1999.
The design featured many differenc tasks. For example,
while in the home, a field staff member had to complete
approximately eleven discrete tasks, and each task had
special skill requirements. Early in the field test, NCES
and the ECLS-B conrtractor found several problems re-
garding the complexity of the home visit: while separately
no one task was difficult, the total data collection proto-
col was complex, so it was necessary to simplify these
tasks in order to reduce the burden on field staff and to
ensure the reliable and valid administration of all tasks.
As a result, several modifications were made to the origi-
nal darca collection design.

A second field test of ECLS-B instruments and proce-
dures began in September 2000. A new sample was drawn
consisting of 1,062 children born between January and
April 2000. Home visits were conducted when the
children were 9 months old and again when the children
were 18 months of age. Results from this field test indi-
cated thar the changes to the design that resulted from
the first field test were successful.

The ECLS-B schedule calls for information to be gath-
ered on the babies and from the parents during an
in-home visit. The children’s mothers or primary provid-
ers participate in the 9-month and 18-month interviews.
Fathers answer a set of questions regarding their involve-
menc in their children’s lives when the babies are 9 months
of age. At the 18-month data collection point, additional
information is collected in a telephone interview with the
childcare provider {when applicable), and fathers are again
asked to answer questions about their involvement with
their children. ECLS-B uses adapted forms of BSID-II,
NCATS, and MAS.

ECLS-B uses NCATS at the 9- and 18-month data col-
lections. ECLS-B is videotaping NCATS, although it is
more typical for a health or social service professional to
complete NCATS via live coding (i.e., while the interac-
tion occurs). While the interaction lasts only about 5
minutes, the ECLS-B field staff needs to observe and
score 73 items of parent and child behavior. Given the
other tasks che field staff must learn and complete, live
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coding would limit the number of scales that could
realistically be used, thereby reducing the amount of
information that can be gathered. The videotapes will be
coded along all scales.

In addition to the parent/guardian and childcare-provider
interviews, school administrators and teachers will
provide information on the physical and organizational
characteristics of their schools and on the schools’ learn-
ing environments, educational philosophies, and
programs. Teachers also represent important potentdial
sources of information about children’s development.

Editing. Within the CATI/CAPI instruments, ECLS-K
respondent answers were subjected to both “hard” and
“soft” range edits during the interviewing process.
Responses outside the soft range of reasonably expected
values were confirmed with the respondent and entered a
second time. For hard-range items, out-of-range values
were usually not accepted. If the respondent insisted that
a response outside the hard range was correct, the asses-
sor could enter the information in a comments data file.
Data preparation and project staff reviewed these com-
ments. Out-of-range values were accepted if the comments
supported the response.

Consistency checks were also built into the CATI/CAPI
dara collection. When a logical error occurred during a
session, the assessor saw a message requesting verifica-
tion of the last response and a resolution of the
discrepancy. In some instances, if the verified response
still resulted in a logical error, the assessor recorded the
problem either in a comment or on a problem report.

The overall dara editing process consisted of running range
edits for soft and hard ranges, running consistency edits,
and reviewing frequencies of the results.

Estimation Methods

Dara are weighted to compensate for differential prob-
abilidies of selection ar each sampling stage and to adjust
for the effects of nonresponse. A hot-deck imputation

methodology is used to impute for missing values of all
components of the SES in the ECLS-K study.

Weighting. Several sets of weights were computed for
each of the four rounds of dara collection (fall-kindergar-
ten, spring-kindergarten, fall-1* grade, and spring-1*
grade). Longitudinal weights were also computed for chil-
dren with darta from multiple rounds of the study. Unlike
surveys thac have only one type of survey instrument
aimed at one type of sampling unit, the ECLS-K is a




ECLS

NCES HANDBOOK OF SURVEY METHODS

complex study with multiple types of sampling units, each
having its own survey instrument. Each type of unit was
selected into the sample through a different mechanism:
children were sampled directly through a sample of schools;
parents of the sampled children were automatically
included in the survey; all kindergarten teachers in the
sampled schools were included; special education teach-
ers were in the sample if they taught any of the sampled
children. Each sampled unit had its own survey instru-
ment: children were assessed directly using a series of
cognitive and physical assessments; parents were inter-
viewed with a parent instrument; teachers filled out at
least two different types of questionnaires depending on
the round of data collection and on whether they were
regular or special education teachers; school principals
reported their school characteristics using the school ad-
ministrator questionnaire. The stages of sampling in
conjunction with the different nonresponse level at each
stage and the diversity of survey instruments require that
multiple sampling weights be computed for use in analyz-
ing the ECLS-K data.

Essentially, weights are driven by three factors: (1) how
many points in time would be used in analysis (e.g.,
longitudinal or cross-sectional); (2) what level of analysis
would be conducted (e.g., child, teacher, or school); and
(3) whar source of data is used {e.g., child assessment,
teacher questionnaire, parent questionnaire).

In general, weights were computed in two stages. In the
first stage, base weights were computed. They are the
inverse of the probability of selecting the unit. In the
second stage, base weights were adjusted for nonresponse.
Nonresponse adjustment cells were generated using vari-
ables with known values for both respondents and
nonrespondents. Analyses using the Chi-squared Auto-
matic Interaction Detector (CHAID) were conducted to
identify variables most highly related to nonresponse. Once
the nonresponse cells were determined, the nonresponse
adjustment factors are the reciprocals of the response
rates within the selected nonresponse cells.

The base weight for each school is the inverse of the
probability of selecting the PSU multiplied by the inverse
of the probability of selecting the school within the PSU.
The base weights for eligible schools are adjusted for
nonresponse, made separately for public and private
schools.

The base weight for each child in the sample is the school
nonresponse-adjusted weight for the school attended,
multiplied by a poststratified within-school student weight
(total number of students in the school divided by the

number of students sampled in the school). The
poststratified within-school weight was calculated sepa-
rately for API and non-API children because different
sampling rates were used for these two groups. Within a
school, all API children have the same base weights and
all non-API children have the same base weights. The
parent weight, which is the weight used to produce ECLS-
K estimates, is the base child weight adjusted for
nonresponse to the parent interview. Again, these adjust-
ments were made separately for public and private schools.

Scaling. Item Response Theory (IRT) was employed to
calculate scores that could be compared regardless of
which second stage form a student took. The items in the
routing test, plus a core set of items shared among the
different second stage forms, made it possible to estab-
lish a common scale.

Imputation. SES component variables were computed
in the base year and spring-1* grade ECLS-K. The per-
centages of missing data for the education and occupation
variables were small (2 to 11 percent in the base year, 4
to 8 percent in spring-1¥ grade); however, the household
income variable had higher missing rates (28.2 percent
missing data in the base year and 11 to 33 percent in
spring-1% grade, depending on whether a detailed income
range or the exact household income was requested). A
standard (random selection within class) hot-deck impu-
tation methodology was used to impute for missing values
of all SES components in both years, although the proce-
dure used in spring-1¢ grade differed in that the initial
step in the imputation procedure was to fill in missing
values from information gathered during an earlier inter-
view with that parent, if one had taken place.

The SES component variables were highly correlated so
a multivariate analysis was more appropriate for examin-
ing the relationship of the characteristics of donors and
nonrespondents. CHAID was used to divide the data
into cells based on the distribution of the variable to be
imputed, in addition to analyzing the data and determin-
ing the best predictors.

The variables were imputed in sequential order and sepa-
rately by type of household. For households with both
parents present, the mother’s and father’s variables were
imputed separately. If this was not the case, an “unknown”
or missing category was created as an addition level for
the CHAID analysis. As a rule, no imputed value was
used as a donor. In addition, the same donor was not
used more than two times. The order of the imputation
for all the variables was from the lowest percent missing
to the highest. Occupation imputation involved two steps.

14



ECLS

-

First, the labor force status of the parent was imputed,
whether the parent was employed or not. Then the parent’s
occupation was imputed only for those parents whose
status was identified as employed either through the par-
ent interview or the first impuration step. The variable
for income was impured last using a three-stage proce-
dure, where if a respondent provided partial information
about income, this was used in the imputation process.

Future Plans
The ECLS-B cohort may be followed beyond 1% grade.

Whether this is feasible or affordable will be evaluated
over the life of the study.

5. DATA QUALITY AND
COMPARABILITY

Sampling Error

The estimators of sampling variances for ECLS statistics
take the ECLS complex sample design into account. Both
replication and Taylor Series methods have been devel-
oped. The paired jackknife replication method using 90
replicate weights can be used to compute approximately
unbiased estimates of the standard errors of the estimates.
(The fall 1%-grade subsample uses 40 replicates.) When
using the Taylor Series method, a different set of stratum
and first-stage unit identifiers should be used for each set
of weights. Both replicates and identifiers are provided

as part of the ECLS-K dara file.
Design effects. In the ECLS-K, a large number of data

items were collected from students, parents, teachers,
and schools. Each item has its own design effect that can
be estimated from the survey data. The median child-
level design effect is 4.7 for fall-kindergarten (compared
with 2.2 for the National Education Longitudinal Study
of 1988 base year student questionnaire data) and 4.1 for
spring-kindergarten (compared with 3.4 for the NELS:88
first follow up). The size of the ECLS-K design effects is
largely a function of the number of children sampled per
school. With about 20 children sampled per school, an
intraclass correlation of 0.2 might result in a design ef-
fect of abourt 5. The median design effect is 3.4 for the
panel of students common to both fall- and spring-kin-
dergarten, and the lower median design effect is due to
the smaller cluster size in the panel. The ECLS-K design
effects are slightly higher than the average of 3.8 chat was
anticipated during the design phase of the study, both for

estimates for proportions and for score estimates.
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The median teacher-level design effect is 2.5 for both
fall- and spring-kindergarten. These are lower than the
child-level design effects because the number of respond-
ing teachers per school is relatively small. The design
effect for teachers is largely a result of selecting a sample
using the most effective design for child-level statistics.

The median school-level design effect is 1.6.

A multilevel analysis was carried out to estimate compo-
nents of variance in fall- and spring-kindergarten cognitive
scores associated with the: (1) student level, (2) school
level, (3) team leader, and (4) individual test administra-
tor. This secondary analysis was motivated by Westat’s
earlier finding of larger-than-expected design effects. In
addition, the impact on the above sources of variance of
the SES indicator (parent’s education) was also estimated.
It was expected that much of the clustering of students
within neighborhood schools (hence higher design effects)
could be explained by SES.

Nonsampling Error

During the survey design phase, focus groups and cogni-
tive laboratory interviews were conducted for the purpose
of assessing respondent knowledge topics, comprehen-
sion of questions and terms, and the sensitivity of items.
The design phase also entailed testing for the CAPI
instrument and a field test thar evaluated the implemen-
tation of the survey.

Another potential source of nonsampling etror is respon-
dent bias that occurs when respondents systematically
misreport {intentionally or unintentionally) information
in a scudy. One potential source of respondent bias in
this survey is social desirability bias. If there are no
systematic differences among specific groups under study
in their tendency to give socially desirable responses, then
comparisons of the different groups will accurately
reflect differences among the groups. An associated
error occurs when respondents give unduly positive
assessments abour those close to them. For example,
parents may give more positive assessments of their
children’s school experiences than might be obtained from
school records or from the teachers.

Response bias may also potentially be introduced in the
responses of the teachers about each individual student.
Each teacher filled out a survey for each of the sampled
children they raught in which they answered questions
on the child’s socio-emotional development. Since the
survey was conducted in the fall it is possible chat the
teachers did not have adequate time to observe the
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children, and thus some of the responses may be influ-
enced by the expectations of the teacher based on which
groups (e.g., sex, race, linguistic, disability) the children
belonged to. In order to minimize bias, all items were
subjected to multiple cognitive interviews, field tests, and
actual teachers were involved in the design of the cogni-
tive assessment battery and questionnaires. NCES also
followed the criteria recommended in a working paper
on the accuracy of teacher judgments of students’
academic performances (How Accurate Are Teacher Judg-
ments of Students’ Academic Performance? NCES Working
Paper 96-08).

Respondent bias may be present in ECLS-K as in any
survey. It is not possible to state precisely how such bias
may affect the results. NCES has tried to minimize some
of these biases by conducting one-on-one, untimed
assessments, and by asking some of the same questions
about the sampled child of both teachers and parents.

Coverage error. By designing the ECLS-K child assess-
ment to be both individually administered and untimed,
both coverage error and bias were reduced. Individual
administration decreases problems associated with group
administration such as children slowing down and not
staying with the group or simply geuwing distracted. The
advantage of having untimed exams was that the study
was able to include most children with learning disabili-
ties, hearing aids, etc. The only children who were excluded
from the study were those who were blind, deaf, those
whose Individual Education Program (IEP) clearly stated
that they were not to be tested, and non-English speaking
children who were determined to lack adequate English
or Spanish to meaningfully participate in the ECLS-K
battery. Exclusion from the direct child assessment did
not exclude children from all other parts (e.g., teacher
questionnaire, parent interview).

Nonresponse error.

Unit nonresponse. Overall, 944 of the 1,277 schools (74
percent) agreed to participate in the study. More schools
participated in the spring of the base year (n=940) than
during the fall (n=880), due to the fact that some of the
schools that originally declined to participate changed
their minds and participated in the spring. Due to the
lower than expected cooperation rate for public schools
in the fall of the base year, 73 additional public schools
were included in the sample as substitutes for schools not
participating in the fall. These schools were included in
order to meet the target sample sizes for students. Substi-
wute schools are not included in the school response rate
calculations.

A nonresponse bias analysis was conducted to determine
if substantial bias is introduced due to school nonresponse
in ECLS-K. Five different approaches were used to
examine the possibility of bias in the ECLS-K sample.
First, weighted and unweighted response rates for schools,
children, parents, teachers, and school administrators were
examined to find large response rate differences by char-
acteristics of schools (e.g., urbanicity, region, school size,
percent minority, and grade range) and children (e.g.,
sex, age, race/ethnicity). Second, estimates based on
ECLS-K respondents were compared to estimates based
on the full sample. The distributions of schools by school
type, urbanicity, region, and the distributions of enroll-
ment by kindergarten type (public versus private), race/
ethnicity, urbanicity, region, and eligibility for free and
reduced-price lunch were compared for the responding
schools and all the schools on the sampling frame. Third,
estimates using ECLS-K were compared with estimated
from other data sources (e.g., Current Population
Survey, National Household Education Survey, Survey
of Income and Program Participation). Fourth, estimates
using ECLS-K unadjusted weights were compared with
estimates using ECLS-K weights adjusted for nonresponse.
Large differences in the estimates produced with these
two different weights would indicate the potential for bias.
Fifth, and last, simulations of nonresponse are being
conducted. The results of these analyses are summarized
in the ECLS-K User’s Manual; however, the findings from
these analyses suggest that there is not a bias due to school
nonresponse.

The child base-year completion rate was 92 percent; that
is, 92 percent of the children were assessed at least once
during kindergarten. About 95 percent of the children
and 94 percent of the parents who participated in the fall
of kindergarten also participated in the spring. Table 1,
on the next page, shows how the response rates for those
children continued through the spring-1%-grade collec-
tion.

Completion rates for the subsample of children included
in the Fall-1%-grade collection were 90.3 percent for the
children and 88.6 percent for parents. The completion
rate for all the children in the spring-1*-grade collection
(i.e., including the freshened sample) was 87.2 percent.
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Table 1. Unit level and overall level weighted response
rates for children sampled in kindergarten

Unit level weighted

Population completion rate
Baseyear  Baseyear Spring-
1¢t level 2 Jevel 1t grade
Child assessment 74.2 92.0 88.0
Parent interview 74.2 88.8 84.5

Overall level weighted
response rate

Baseyear  Baseyear Spring-

1% level 2™ |evel 1= grade

Child assessment 74.2 68.3 60.1
Parent interview 74.2 62.7 53.0

SOURCE: Tourangeau et al. ECLS-K Base Year Public-Use Data Files and
Electronic Codebook. Tourangeau et al. Users Manual for the ECLS-K First
Grade Restricted-Use Data Files and Electronic Codebook (NCES 2001-
101).

Measurement error. In addition to the potential
clustering effects related to shared parent SES within
schools (described in “Design Effects,” above), there was
a concern in ECLS-K that the individual mode of admin-
istration might inject additional and unwanted variance
to both the individual and between-school components
of variance in the cognitive scores. Since it is more diffi-
cult to standardize test administrations when tests are
individually administered, this source of variance could
contribute to high design effects if the individual asses-
sors differed systematically in their modes of
administration. It was found, however, that the compo-
nent of variance associated with the individual test
administration effect was negligible in all three cognitive
areas and thus had lirtle or no impact on the design effects.

A potential area for measurement error occurs with the
NCATS component of the ECLS-B home visit. The
parent-child interaction for this component of the study
is videotaped, to be coded later. The process of coding
the tapes, however, is not without its problems. The in-
teraction field staff tape must be of high quality to ensure
valid coding. For example, field staff should tape the very
beginning of the interaction and should not interrupt.
The task of coding is further complicated by the coding
staff’s experience. Like the ECLS-B home visit field staff,
ECLS-B NCATS coders do not, for the most part,
possess an extensive background in child development.
Training the coding staff to reach 90 percent reliability
has proven difficult ar times, often requiring additional
training.

NCES HANDBOOK OF SURVEY METHODS

Data Comparability

As a test for nonresponse bias, estimates from ECLS-K
are being compared with estimates from other data sources
(e.g., Current Population Survey, National Household
Education Surveys, Survey of Income and Program
Participation).

6. CONTACT INFORMATION

For content information about the ECLS project, contact:

Jerry West
Phone: (202) 502-7335
E-mail: jerry.west@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
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Chapter 2: Common Core of Data (CCD)

SURVEY OF THE
1. OVERVIEW UNIVERSE OF
ELEMENTARY AND
’ I Y he Common Core of Data (CCD) is NCES’ primary database on public SECONDARY
elementary and secondary education in the United States. Every year CCD SCHOOLS
collects information from the universe of state education agencies (SEAs) on

all public elementary and secondary schools and educarion agencies in the Unired Stares.
CCD provides descriptive data about staff and students at the school, school district,
and state levels. Information about revenues and expenditures is collected at the school
district and state levels. Some of CCD’s component surveys date back to the 1930s.
The integrated CCD was first implemented in 1987-88.

CCD collects data
through these
major components:
» Public School
Universe Survey

Purpose » Public Education
To provide basic statistical information on all children in this country receiving a public Agency Universe
education from prekindergarten through 12 grade and information on the public funds Survey

colle‘cted ax‘md t?xpended for providing public. elementary. anc‘l chondary ec%ucation. The » State Nonfiscal
specific objectives of CCD are: (1) to provide an official listing of public elementary Survey

and secondary schools and education agencies in the nation which can be used to select

samples for other NCES surveys, and (2) to provide basic information and descriptive » National Public

Education
Finance Survey

Components » School District
There are four major components to CCD: the Public School Universe Sutvey, the Finance Survey
Public Education Agency Universe Study, the State Nonfiscal Survey, and the national
Public Education Financial Survey. There are also two other surveys: a separate survey
that captures early estimates of key items collected in the component surveys (the Early
Estimates Survey) and a Census Bureau financial survey that is cross-referenced to
CCD (the School District Finance Survey). These surveys are completed by appointed
CCD Coordinators in each of the state education agencies for the 50 states, the Dis-
trict of Columbia, the Bureau of Indian Affairs schools, the Department of Defense
Dependents Schools, and 5 outlying areas (American Samoa, the Commonwealth of the
Northern Mariana Islands, Guam, Puerto Rico, and the Virgin Islands).

statistics on public elementary and secondary schools and schooling.

» Early Estimates
Survey

Public School Universe Survey. This survey collects information on all of the nearly
91,000 public elementary and secondary schools in the United States. Dara include the
school’s mailing address, telephone number, operating status, locale (ranging from large
central city to rural), and type (“regular” or focused on a special area such as vocational
education). The survey also collects student enrollment {membership) for every grade
taught in the school; number of students in each of five racial/ethnic groups; number of
students eligible for free lunch programs; and number of classtoom teachers (reported
as full-time equivalents). Beginning in 1998-99, several variables were added: location
address (if different from mailing); Title I, magnet, and charter school status; number
eligible for reduced price lunch programs; migrant students enrolled previous year; and
breakout of enrollment by race and sex within grade.
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Public Education Agency Universe Survey. This
survey serves as a directory of basic information on more
than 16,000 public education agencies. It collects the
agency’s mailing address, telephone number, county
location, metropolitan status, and type of agency. The
survey includes for the currenz year the total number of
students enrolled (membership) in grades prekindergarten
through 12; number of ungraded students; number of
students with Individual Education Programs (IEPs); and
number of instructional, support, and administrative staff.
It includes for the previous year the number of high school
graduates, other completers, and grade 7-12 dropouts.
Dropout data were first collected in the 199293 CCD,
reflecting dropouts for the 1991-92 school year. Items
that were added in 1998-99 include location address,
migrant students provided services during the previous
summer, limited English proficiency (LEP) students
provided services, and the number of diploma recipients
and other high school completers by race and sex.

State Nonfiscal Survey. This survey collects informa-
tion on all students and staff aggregated to the state level,
including number of students by grade level; counts of
full-time equivalent staff; and high school completers by
race/ethnicity. Data on student enrollment and staffing
are for the current school year. Data on high school
completers and dropouts are for the previous year.

National Public Education Financial Survey
(NPEFS). This survey collects detailed finance data at
the state level, including average daily attendance, school
district revenues by source (local, state, federal), and
expenditures by function (instruction, support services,
and noninstruction) and object (salaries, supplies, etc.).
It also reports capital outlay and debt service expendi-
tures.

Early Estimates Survey. This survey collects numbers
of students enrolled in public elementary and secondary
schools, high school graduates, and teachers, as well as
total revenues and expenditures for the operation of pub-
lic elementary and secondary schools. The survey is
designed to allow NCES to report key state-level statis-
tics during the year to which they
apply—compared to 1-2 years later for the other CCD

school

surveys. All Early Estimates data are subject to revision.

School District Finance Survey. This survey collects
detailed data by school district, including revenues by
source, expenditures by function and subfunction, and
enrollment. These data are collected through the Bureau

of Census’ F-33, Annual Survey of Local Government
Finances. Data were collected from all districts in the
decennial census year (e.g., 1990) and years ending in 2
and 7, and from a large sample in remaining years.
Beginning with fiscal year 1995, this is a census. The
F-33 data goes back to fiscal year 1980; NCES began to
substantially support the survey beginning with the FY
92 collection.

Periodicity

Annual. Some of the component surveys were initiated
during the 1930s. CCD, in its integrated form, was
introduced in 1986-87.

2. USES OF DATA

CCD collects three categories of information: (1) gen-
eral descriptive information on schools and school
districts, including name, address, phone number, and
type of locale; (2) data on students and staff, including
demographic characteristics (e.g., race/ethnicity); and (3)
fiscal data covering revenues and current expenditures.
The datasets within CCD can be used separately or jointly
to provide information on many topics related to educa-
tion. The ease of linking CCD data with other datasets

makes CCD an even more valuable resource.

CCD is not only a source of data for demonstrating rela-
tionships between different school, district, and state
characteristics, but it also provides a historical record of
schools or agencies of interest. This information can shed
light on how and why education in the United States is
changing. The types of schools or districts that have
changed the most with respect to a measured character-
istic (e.g., proportion of Hispanic students) can be
identified, and reasons for these changes can be indepen-
dently investigated. Similarly, the impacts of state and
local education policies and practices can be assessed
through an examination of changes in school and district
characteristics. For example, districts that have shown
substantial improvement in their racial balance or inter-
racial exposure indices can be identified. The policies
and practices employed by these districts can then be
examined. By identifying the presence of significant
changes and where these changes are occurring, CCD
data can help policymakers and practitioners better tar-
get their efforts and help researchers develop more sharply
focused hypotheses for investigating key education issues.
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3. KEY CONCEPTS

The concepts described below pertain to the levels of
dara collection (school, agency, state) in CCD. For a com-
prehensive list of CCD terms and definitions, refer to
the glossaries in CCD reports (e.g., Key Statistics) and
technical user guides available on the Internet and

CD-ROM.

Public Education Agency. An agency with administra-
tive responsibility for providing instruction or specialized
services to one or more elementary or secondary schools.
Most of these agencies are regular school districes (also
known as local education agencies or LEAs), which are
locally administered and directly responsible for educat-
ing children. Other agencies include supervisory unions
(providing administrative systems for smaller regular dis-
tricts with which they are associated); regional education
service agencies (offering research, data processing,
special education or vocational program management,
and other services to a number of client school districts);
state-operated school districts (e.g., for the deaf and blind);
[ederally-operated school districes (e.g., operated by the
Bureau of Indian Affaits); and other agencies not meeting
the definitions of the preceding categories (e.g.,
operated by a Department of Corrections).

Public Elementary/Secondary School. An institution
that is linked with an educazion agency, serves students,
and has an administrator. It is possible for more than
one CCD-defined school to exist at a single location (e.g.,
an elementary and secondary school sharing a building,
each with its own principal). One school may also spread
across several locations (e.g., a multiple “store front” learn-
ing center managed by a single administrator).

CCD classifies schools by type. Regular schools provide
instruction leading ultimately toward a standard high
school diploma; they may also offer a range of special-
ized services. Special education and vocational schools have
the provision of specialized services as their primary pur-
pose. Other alternative schools focus on an instructional
area not covered by the first three types (e.g., developing
basic language and numeracy skills of adolescents at risk
of dropping out of school).

Some schools do not report any students in membership
(i.e., enrolled on the official CCD reporting day of
October 1). This occurs when students are enrolled in
more than one school bur are reported for only one. For
example, stcudents whose instruction is divided between
a regular and a vocational school may be reported only in
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membership for the regular school. In other cases, a school
may send the students for which it is responsible to
another school for their education—a situation most likely
in a small community that does not have sufficient stu-
dents to warrant keeping a school open every year.

4. SURVEY DESIGN

Target Population
All public elementary and secondary schools (nearly
91,000), all LEAs (more than 16,000) and SEAs through-
out the United States, including the District of Columbia,
the overseas Department of Defense Dependents Schools,
and five outlying areas.

Sample Design
CCD collects information from the universe of state-
level education agencies.

Data Collection and Processing

CCD dara are voluntarily obtained from state adminis-
trative records of information collected and edited by the
SEA during its regular reporting cycle for the state.

Reference dates. Most data for the nonfiscal surveys are
collected for a particular school year (September through
August). The official reference date is October 1 or the
closest school day to October 1. Special education, free-
lunch eligible, and racial/ethnic counts may be taken on
December 1 or the closest school day to that date. Stu-
dent and teacher dara are reported for the current school
year, whereas data for high school graduates, other
completers, and dropouts reflect the previous year. Fiscal
darta are for the previous fiscal year, thus FY 98 repre-
sents the 1997-98 school year.

Data collection. Survey instruments are usually distrib-
uted to the states in January. A State CCD Coordinator,
appointed by the Chief State School Officer, is respon-
sible for overseeing the completion of the surveys (the
Coordinator for the fiscal surveys is often a different per-
son than for the nonfiscal surveys). To assure comparable
data across states, NCES provides the CCD Coordina-
tor with a set of standard critical definitions for all survey
items. In addition, data conferences and training
sessions are held art least yearly. The state’s data plan iden-
tifies any definitional differences between the state’s
recordkeeping and CCD’s collection, and any adjustments
made by the state to achieve comparability. Counts across
CCD surveys may not be identical, but differences should
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be consistent and the state is asked to describe the
reason for the discrepancy.

NCES provides the state with general information col-
lected during the previous survey on each district and
school (e.g., name, address, phone number, locale code,
and type of school/district). This information must be
verified as correct by the CCD Coordinator or recoded
with the correct information. The Coordinator must also
assign appropriate identification codes to new schools
and agencies, and update the operational status codes for
schools and agencies that have closed.

CCD data are compiled into prescribed formats and
submitted. Nonfiscal data are submitted via diskette or
the Internet. Fiscal data are submitted via the web,
Internet, diskette, or paper. CCD requests that the data
be submitted by March 15 (or the Monday following
March 15 if March 15 occurs on a weekend); the CCD
nonfiscal closing date to submit the previous year’s data
is October 1. For fiscal data, the closing date for the
current survey year collection is the Tuesday following
Labor Day. Corrections to submirtted fiscal data are
accepted until October 1, but only corrections that lower
a state’s current expenditure per pupil are accepted after
the “Labor Tuesday” deadline for use in the formula for
allocating Tide I and other ED funding to state and local
school systems.

Editing. Completed surveys undergo comprehensive ed-
iting by NCES and the states. Where data are determined
to be inconsistent, missing, or out of range, NCES
contacts the SEAs for verification. States are given the
edit software that NCES uses to review their data. They
are also asked to confirm prepared summaries of the
collected information. At this time, the states may revise
data collected in the previous survey cycle. NCES exam-
ines the data from the 120 largest school districts on a
record-by-record basis, setting up fail-safe edit checks to
catch unexplained anomalies. In addition, records are
processed through a post-edit to replace blanks and
nonmeaningful zeroes with meaningful responses. After
editing, final adjustments for missing data are performed.

Early Estimates Survey. The State Coordinators receive
survey forms in October and are requested to return them
as soon as possible by mail or fax. Coordinators who do
not respond by late November are contacted by telephone.
All data are checked for reasonableness against prior years’
reports, and follow-up calls are made to resolve any ques-
tions. When states do not supply a count or estimate,
NCES estimates a value. State-supplied estimates that

indicate a 10 percent increase or decrease greater than
the national average is replaced with NCES estimated
values. Early estimates represent the best information
available midway through the school year and are reported
by NCES in the current school year. All early estimates
are subject to later revision.

Estimation Methods

NCES estimates missing values to improve data compa-
rability across states. Only state-level data are estimated
on a regular basis. Missing values in the Public School
and Agency Universe Surveys are generally left as
missing, with a few exceptions.

There are two basic estimation methods: imputation and
adjustment. Imputation is performed when the missing
value for a data item is not reported at all, indicating that
subtotals and torals containing the category are
underreported. Imputation assigns a value to the missing
item, and the subtotals and totals containing this item
are increased by the amount of the imputation. Adjust-
ment corrects a situation in which a value reported for
one item contains a value for one or more additional
items not reported elsewhere. The original value is
reduced by an appropriate amount, which is distributed
to the items missing a value. All totals and subtotals are
then recalculated. If it is not possible to impute or adjust
for a missing value, the item remains blank and is counted
as “missing.”

Every cell in the data file has a companion cell with a flag
indicating whether the data contents were reported by
the state (R) or placed there by NCES using one of
several methodologies: adjustment (A); imputation based
on the prior year’s data (P); imputation based on a method
other than the prior year’s data (I); totaling based on the
sum of internal or external detail (T); or combining with
data provided elsewhere by the state (C).

Estimating state-level nonfiscal data. NCES imputes
and adjusts some reported values for student and staff
counts at the state level {including the District of Colum-
bia). Imputations for prekindergarten students are
petformed first, followed by staff imputations and then
other adjustments. No imputations or adjustments are
made to racial/ethnic data.

Estimating state-level fiscal data. NCES also imputes
and adjusts revenue and expenditure data. The federal
standard, defined in Financial Accounting for Local and
State School Systems, 1990, is used in the adjustments to
distributed expenditure and revenue data. Adjustments
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are also used to distribute direct state support expendi-
tures to specific objects and functions. In come cases,
local revenues from student activities and food services
are imputed.

Early Estimates Survey. NCES imputes values for Early
Estimates data when the states themselves do not provide
preliminary counts or their own estimates of counts.

Future Plans

Because it is an ongoing annual survey, CCD engages in
continuous planning with its data users and providers.
Changes are likely in 2004 due to the newly revised NCES
Financial Accounting Handbook and new reporting imple-
mentation guidelines set by the Government Accounting
Standards Board. The 2004 CCD will also incorporate
tabulation guidelines for the newly approved racial and
ethnic definitions.

NCES has contracted with the Census Bureau to
produce a standardized district finance file and file
documentation (meeting formal NCES requirements) for
fiscal years 1990 to 1998. This work is still in progress.

5. DATA QUALITY AND
COMPARABILITY

The data in CCD are obtained from the universe of SEAs,
which are provided with a common set of definitions for
all data items requested. In addition, NCES provides
crosswalk software which converts a state’s existing
accounting reports to the federal standard, as indicated
in Financial Accounting for Local and State School Systems,
1990. This ensures the most comparable and compre-
hensive information possible across states. As with any
survey, however, there are possible sources of error, as
described below.

Sampling Error
Because CCD is a universe survey, its data are not sub-
ject to sampling errors.

Nonsampling Error

Coverage error. A recent report, Coverage Evaluation of
the 1994-95 Common Core of Data: Public Elementary/
Secondary Education Agency Universe Survey (NCES 97—
505), found that overall coverage in the Agency Universe
Survey was 96.2 percent (in a comparison to state educa-
tion directories). “Regular” agencies—those traditionally

NCES HANDBOOK OF SURVEY METHODS

responsible for providing public education—had almost
total coverage in the 1994-95 survey. Most coverage
discrepancies were attributed to nontraditional agencies
that provide special education, vocational education, and
other services.

Nonresponse error.

Unit nonresponse. The unit of response in CCD is the
state education agency. Under current NCES standards,
the regular components of CCD are likely to receive at
least partial information from every state, resulting in a
100 percent unit response rate.

Item nonresponse. Any data item missing for one school
district is generally missing for other districts in the same
state. The following items have higher than normal
nonresponse: free-lunch-eligible students by school;
nonregular agencies; and dropouts. Some states assign all
ungraded students to one grade and therefore do not re-
port any ungraded students.

Several items have shown marked improvement in
response during recent years. Student enrollment was only
reported for 80 percent of the districts in 1986-87, but
is now available for about 100 percent. Reports of
student race/ethnicity at the school level increased from
63 percent in 1987-88 (when first requested) to nearly
100 percent today.

Measurement error. Measurement error typically
results from varying interpretations of NCES definitions,
differing recordkeeping systems in the states, and
failures to distinguish between zero, missing, and
inapplicable in the reporting of data. NCES attempts to
minimize these errors by working closely with the state

CCD Coordinators.

Definitional differences. Although states follow a common
set of definitions in their CCD reports, the differences
in how states organize education lead to some limitations
in the reporting of data, particularly regarding dropouts.
CCD definitions appear to be less problematic for NPEFS
Coordinators, although data on average daily awtendance
in NPEFS are not comparable across states. States
provide figures for average daily attendance in accordance
with state law; NCES provides a definition for states to
use in the absence of state law. Because of this lack of
comparability, student membership counts from the State
Nonfiscal Survey are used as the official state counts.

Because not all states follow the CCD dropout definition
and reporting specifications, dropout counts cannot be
compared accurately across states. For states that do not
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comply with the CCD definition, the dropout count is
blanked out in the database and considered missing.
Currently, there is considerable variation across local,
state, and federal dawa collections on how to define
dropouts. CCD’s definition differs from that in other
data sources, including the High School and Beyond Study,
the National Education Longitudinal Study of 1988, and
the Current Population Survey (CPS, conducted by the
Bureau of the Census). Although the collection of drop-
out information in CCD was designed to be consistent
with procedures for the CPS, differences remain. CCD
dropout data are obtained from state administrative
records (whereas CPS obrains this information from a house-
hold survey). CCD includes dropouts in grades 7 through
12 (whereas CPS includes only grades 10 through 12).

States also vary in the kinds of high school completion
credentials on which they collect data. Some issue a single
diploma regardless of the student’s course of study.
Others award a range of different credentials depending
upon whether the student completed the regular curricu-
lum or addressed some other individualized set of
education goals. Unreported information is shown as
missing in CCD dara files and published tables unless it
is possible to impute or adjust a value (see section 4,
Estimation Methods).

Changes in state reporting practices. Basic characteristics
of a school or district do not change frequentdy. How-
ever, a minor change in local or statewide reporting
practices (such as two or three Coordinators instructing
schools to review 4/ of their general information) can
have a large impact on the reliability and validity of CCD
items. In 1990-91, a significant proportion (7 percent)
of schools, primarily in three states, reported a change in
locale code from the prior survey. While this undoubt-
edly provided better information on school locales in these
states, data became less comparable across years. Such
changes are rare, however, and tend to be clustered by
state and year.

Data Comparability

Most CCD items can be used to assess changes over
time by stare, district, and school. However, checks of
the prevalence and patterns of nonresponse should be
performed to assess the feasibility of any analysis. There
may also be discontinuities in the data resulting from the
introduction of new survey items, changes in state
reporting practices, etc., and there may be inconsisten-
cies across reporting levels in the numbers for the same
data element (e.g., number of students).

Content changes. As new items are added to CCD,
NCES encourages the states to incorporate into their
own survey systems the items they do not already collect
so that these data will be available in future rounds of
CCD. Over time, this has resulted in fewer missing data
cells in each state’s response, thus reducing the need to
impute dara. Users should keep in mind, however, that
while the restructuring of dara collection systems can
produce more complete and valid data, it can also make
data less comparable over time. For example, prior to
fiscal year 1989, public revenues were aggregated into
four categories and expenditures into three functions.
Because these broad categories did not provide
policymakers with sufficient detail to understand changes
in the fiscal conditions of states, the survey was expanded
in 1990 to collect detailed data on all public revenues and
expenditures within states for regular prekindergarten to
grade 12 education.

Comparisons within CCD. A major goal of CCD is to
provide comparable information across all surveys. The
surveys are designed so that the schools in the Public
School Universe are those reflected in the Public Agency
Universe, and so that the dara from these universes are
reflected in the state aggregate surveys. While counts may
not always be equal across reporting levels or even within
the same level, differences should be consistent and
explainable. For example, counts of students by race/
ethnicity in the Public School Universe may not always
be comparable to student counts by grade because these
counts may be taken at different times.

For the most part, the total number of students in a regu-
lar district is close to the aggregated number of students
in all of the district’s schools. Since 1990, there has
typically been agreement between these counts in at least
85 percent of the districts. Membership numbers in the
Public School and Agency Universes may legitimately differ
if: (1) chere are students served by the district but not
accounted to any school (e.g., hospitalized or homebound
students), or (2) there are schools operated by the state
Board of Education rather than by a local agency. To avoid
confusion, NCES publishes the numbers of students and
staff from the State Nonfiscal Survey as the official counts
for each state.

Teacher counts may also vary across reporting levels. Teach-
ers are reported in terms of full-time equivalency (FTE),
rounded to the nearest tenth, in the Public School
Universe. FTE teacher counts are rounded to the nearest
whole number in the State Nonfiscal Survey.
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Comparisons with the Early Estimates Survey. Early
estimates are reported midway through the school year
and do not undergo the verification and editing proce-
dures required for the other CCD surveys. All early
estimates are subject to revision once the data from the
other CCD surveys are verified and adjustments com-
pleted. Numbers for a given data item in Early Estimates
publications are likely to differ somewhat from numbers
for that same data item reported in later NCES publica-
tions. Nevertheless, comparisons of estimated change
from 1994-95 to 1995-96 (as reported in the Early Esti-
mates Survey) and actual change (as reported in the regular
CCD surveys) reveal differences of less than one per-
centage point for membership, high school graduates,
current expenditures, and revenues. Of the five changes
compared, only teachers showed a larger discrepancy,
with Early Estimates projecting an increase of 1.5 percent
and CCD reporting an actual decrease of 0.1 percent
between the two surveys. For nearly all states, the early
estimates were within 10 percent of the final reported
CCD counts for these items.

6. CONTACT INFORMATION

For content information on CCD, contact the following
individuals:

Public School Universe and Public Education
Agency Universe:

John Sietsema

Phone: {(202) 502-7425

E-mail: john.sietsema@ed.gov

State Nonfiscal Report:
Beth Young
Phone: (202) 502-7480
E-mail: beth.young@ed.gov

National Public Education Finance Survey,
and School District Finance Survey:

Frank Johnson

Phone: (202) 502-7362

E-mail: frank.johnson@ed.gov
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Early Estimates Survey:
Lena McDowell
Phone: (202) 502-7396
E-mail: lena.mcdowell@ed.gov

Frank Johnson
Phone: (202) 502-7362
E-mail: frank.johnson@ed.gov

Mailing Address for All Contacts:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

Data Quality and Comparability

Coverage Evaluation of the 1994-95 Common Core of Data:
Public Elementary/Secondary Education Agency Universe
Survey, NCES 97-505, by S. Owens and ]. Bose.
Washington, DC: 1997.

Coverage Evaluation of the 1994-95 Common Core of Data:
Public Elementary/Secondary School Universe Survey,
NCES Working Paper 2000-12, by T. Hamann. Wash-
ington, DC: 2000.

Customer Service Survey: Common Core of Data Coordi-
nators, NCES Working Paper 97-15, by L. Hoffman.
Washington, DC: 1997.

Disparities in Public School District Spending 1989-90: A
Multivariate, Student-weighted Analysis, Adjusted for
Differences in Geographic Cost of Living and Student
Need, NCES 95-300, by T.B. Parrish, C.S.
Matsumoto, and W.J. Fowler. Washington, DC: 1995.

Survey Design

Evaluation of the 1996-97 Nonfiscal Common Core of Data
Surveys Data Collection, Processing, and Editing Cycle,
NCES Working Paper 1999-03, by T.A. Hamann.
Washington, DC: 1999.
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Chapter 3: Private School Universe Survey

(PSS)

1. OVERVIEW

tion of data on private elementary and secondary schools a priority. In 1988, NCES

introduced a proposal to develop a Private School Data Collection System that
would improve on the irregular collection of private school information dating back to
1890. Since 1989, the U.S. Bureau of the Census has conducted the biennial Private
School Universe Survey (PSS) for NCES. PSS collects information comparable to that
collected on public schools in the Common Core of Data (CCD—see chapter 2). PSS
data are complemented by more in-depth information collected in the private school
sample surveys that are parc of the Schools and Staffing Survey (SASS—see chapter 4).
The next PSS data collection will take place during the 2003-04 school year. The next
SASS is planned for the 2003-04 school year.

In recognition of the importance of private education, NCES has made the collec-

Purpose

To (1) build an accurate and complete universe of private schools to serve as a sampling
frame for NCES surveys of private schools, and (2) generate biennial daca on the total
number of private schools, teachers, and students.

Components

PSS consists of a single survey that is completed by administrative personnel in private
schools. An early estimates survey designed to allow early reporting of key statistics was
discontinued after the 1992-93 school year.

Private School Universe Survey. This survey collects data on private elementary and
secondary schools, including; religious orientation, level of school, size of school, length
of school year, length of school day, total enrollment (K-12), race/ethnicity of students,
number of high school graduates, number of teachers employed, program emphasis,
and existence and type of kindergarten program.

Periodicity

Biennial. The next PSS will be administered in 2003—-04 and then every 2 years chereaf-
ter. Earlier surveys were conducted in 1989-90, 1991-92, 1993-94, 1995-96, 1997-98,
1999-2000, and 2001-02.

2. USES OF DATA

PSS produces private school data similar to that for public schools in CCD. Profiles of
private education providers can be developed from PSS data to address a variety of
policy- and research-relevant issues, including the growth of religiously-affiliated schools,

BIENNIAL SURVEY
OF THE UNIVERSE
OF PRIVATE
SCHOOLS

PSS collects data on:

» Student
enrollment

» Teaching staff

» High school
graduates

» School religious
affiliation
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the number of private high school graduates, the length
of the school year for various private schools, and the
number of private school students and teachers.

NCES uses an indirect estimate approach as an alterna-
tive to the current procedures for the production of state
estimates of the number of private schools in the nation
and the associated numbers of students, teachers, and
graduates. (See Indirect State-level Estimation for the
Private School Survey, NCES 1999-351).

3. KEY CONCEPTS

Some key concepts related to PSS are described below.

Private School. A school that is not supported prima-
rily by public funds. It must provide instruction for one
or more of grades K through 12 (or comparable ungraded
levels), and have one or more teachers. Organizations or
institutions that provide support for home schooling but
do not offer classtoom instruction for students are not
included. Private schools are assigned to one of three
major categories and, within each major category, to one
of three subcategories:

» Catholic: parochial, diocesan, private;

¥ Other religious: affiliated with a conservative Christian school
association, affiliated with a national denomination,

unaffiliated; and

» Nonsectarian: regular program emphasis, special program
empbhasis, special education.

Schools with kindergarten, but no grade higher than
kindergarten, are referred to as kindergarten-terminal
(K-terminal) schools; these schools were first included in
the 1995-96 PSS. Schools meeting the pre-1995 defini-
tion of a private school (i.e., including any of grades
1 through 12) are referred to as traditional schools.

Elementary School. A school with one or more of grades
K~6 and no grade higher than grade 8. For example,
schools with grades K-6, 1-3, or 6-8 are classified as
elementary schools.

Secondary School. A school with one or more of grades
7-12 and no grade lower than grade 7. For example,
schools with grades 9-12, 7-8, 10-12, or 7-9 are classi-
fied as secondary schools.

Combined School. A school with one or more of grades
K—6 and one or more of grades 9-12. For example, schools
with grades K-12, 6-12, 6-9, or 1-12 are classified as

combined schools. Schools in which all students are
ungraded (i.e., not classified by standard grade levels) are
also classified as combined.

Teacher. Any full-time or part-time teacher whose school
reports that his or her assignment is teaching in any of
grades K-12.

4. SURVEY DESIGN

Target Population

All private schools in the United States that meet the
NCES definition. The PSS universe consists of a diverse
population of schools. It includes both schools with a
religious orientation (e.g., Catholic, Lutheran, or
Jewish) and nonsectarian schools with programs ranging
from regular to special emphasis and special education.

Sample Design

NCES uses a dual frame approach for building its
private school universe. The primary source of the PSS
universe is a /isz frame containing most private schools in
the country. The list frame is supplemented by an area
frame, which contains additional schools identified dur-
ing a search of randomly selected geographic areas around
the country. The two frames are used together to esti-
mate the population of private schools in the United States.

List frame. In an effort to ensure a complete population
list of all private elementary and secondary schools in the
United States, NCES updates the list frame every 2 years
in preparation for the next PSS administration. This
frame, developed over more than a decade, is assembled
from lists provided by several sources, including private
school associations and state departments of education.
The lists from these sources are matched against the most
recent PSS universe. Nonmatches are added to the uni-
verse as births.

The basis of the current survey’s list frame is the previ-
ous PSS. In order to expand coverage to include private
schools founded since the previous survey, NCES requests
lists of schools from the 50 states and the District of
Columbia in advance of each survey administration. Re-
quests are made to state education departments, as well
as to other departments such as health or recreation. NCES
also collects membership lists from about 26 private school
associations and religious denominations. Schools on the
state and association lists are compared to the base list,
and any school not matching a school on the base list is
added to the universe list.
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Prior to the 1995-96 survey, only schools that included
at least one of grades 1-12 were included in PSS (now
referred to as traditional schools). As of 1995-96, PSS
also collects data from schools for which kindergarten is
the highest grade (referred o as K-terminal schools). NCES
also removed from the PSS eligibility criteria the require-
ments that a school have 160 days in the school year and
4 hours per day conducting classes. The list of K-termi-
nal schools for the 1999-2000 PSS was assembled from
state and association lists and information obrained from
questionnaires sent to about 5,800 programs identified

in the 1997-98 PSS as prekindergarten only.

Area frame. The list frame is supplemented by an arez
frame containing additional private schools identified
during a search of telephone books and other sources in
randomly selected geographic areas around the country.
Each area’s list is created from a set of predetermined
sources within that area and then matched against the
updared list frame universe to identify schools missing
from the updated list frame.

The United States is divided into 2,054 primary sam-
pling units (PSUs), each consisting of a single county,
independent city, or cluster of geographically contiguous
areas. During the firsc NCES area search for private
schools conducted in 1983, eight PSUs with populations
greater than 1.7 million were selected with certainty for
the private school survey; these same eight PSUs have
been retained as certainty PSUs in all PSS administra-
tions. In addition to these certainty PSUs, the area frame
consists of two sets of sample PSUs: (1) a 50 percent
subsample (overlap) of the area frame sample PSUs from
the previous PSS, maintaining a reasonable level of reli-
ability in estimates of change, and (2) a sample of PSUs
selected independently from the previous PSS sample
(nonoverlap). A minimum of two nonoverlap PSUs are
allocated to each of the 16 strata, which are defined as
follows: (a) four Census regions (Northeast, Midwest,
South, West); (b) metro/nonmetro status (two levels); and
(c) whether the PSU’s percentage of private school enroll-
ment exceeds the median percentage of private enrollment
of the other PSUs in the census region/metro status strata
(two levels). Within a stratum, che sample PSUs are
selected with probability proportional to the square root
of the population in each of the PSUs.

The 1999-2000 area sample included a total of 125
distince PSUs (sampled geographic areas). Within each
of these PSUs, the Census Bureau attempted to find all
eligible private schools. A block-by-block listing of all

private schools in a sample of PSUs was not attempted.
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Instead, regional field staff created the frame by using
sources such as the yellow pages, local Catholic dioceses,
religious institutions, local education agencies, and local
government offices. Once the area search lists were
constructed, they were matched against the list frame.
Schools not matching the list frame were considered part
of the area frame.

Due to differences in methodology and definition, the
resulcs of the 1993-94 and subsequent area search frames
are not strictly comparable to results in earlier years. Prior
to 1993, an initial eligibility screening was performed
over the telephone for area frame schools before the
questionnaire was mailed out. Ineligible schools were
declared out of scope at that time, and eligible schools
were either interviewed over the telephone or sent a ques-
tionnaire. In the 1993-94 PSS, screener questions were
added to the survey instrument for cthe purpose of deter-
mining eligibility. Ineligible schools were not eliminated
until after the questionnaires were returned. In the 1995—
96 PSS, all area frame schools were placed in the
telephone follow-up phase of PSS, and ineligiblé schools
were again eliminated based on responses to screener
questions.

Since 1995-96, schools are no longer required to have
160 days in the school year or to conduct classes for at
least 4 hours per day to be included. The combination of
these changes resulted in an increased number of schools
surveyed in the last two surveys.

Data Collection and Processing

The data collection phase consists of (1) a mailout/
mailback stage and (2) a telephone follow-up stage. The
U.S. Bureau of the Census is the collection agent.

Reference dates. The official reference date for report-
ing PSS information is October 1.

Data collection. In October of the survey year, the
Census Bureau mails PSS questionnaires to the private
schools. (Data collection for the 1999-2000 PSS coin-
cided with the data collection phase of the private school
component of the 1999-2000 SASS: the private schools
selected for SASS were excluded from PSS, and the
schools selected for SASS received a SASS private school
questionnaire only, while the remaining private schools
were sent a PSS questionnaire. The PSS questionnaire
used the same wording as the SASS questionnaire, but
contained only a subset of the SASS questionnaire items.
After data collection, the data for the SASS cases were
merged into the PSS universe.) If no response is received
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within a month, a second questionnaire is mailed.
Reminder postcards are sent 1 week after each question-
naire mailout. Three to 4 months after the initial mailout,
the Census Bureau begins telephone follow up of schools
that have not responded to either mailout; the schools
from the area frame operation are added at this time.
Interviewing takes place at the Census Bureau’s computer-
assisted telephone interviewing (CATI) facilities. For
schools that cannot be contacted by telephone, additional
follow up is conducted in the Census Bureau’s Regional

Offices.

The 1999-2000 PSS return rate (i.e., the total number
of recurns—interviews, noninterviews, and out-of-
scopes—divided by the total number of schools in the
Private School Universe) was 40 percent at the end of the
first mailout and 62 percent at the end of the second
mailout. Follow-up efforts achieved a final unweighted
return rate of 100 percent.

Editing. Most of the mailback questionnaires are
scanned; those that must be keyed are 100 percent key-
verified. For dara collected during the telephone follow-up
phase, preliminary quality assurance and editing checks
take place at the time of the interview. The data collec-
tion instrument is designed to alert interviewers to
inconsistencies reported by the respondent so that any
necessary corrections can be made ar this time. Data
from the CATI facilities are transmitted to Census head-
quarters for further processing. All data then undergo
extensive editing at the Census Bureau’s headquarters.

The edits include:

» range checks to eliminate out-of-range entries;

b consistency edits to compare dara in different fields for
consistency;

» blanking edits to verify that skip patterns on the
questionnaire were followed; and

b interview status recodes (ISR), performed prior to the
weighting process to assign

» the final interview status to the records (i.e., interview,
noninterview, or out-of-scope, as described above).

Estimation Methods

Weighting adjusts the number of schools in the area frame
sample up to a fully representative number of schools
missing from the list frame, and adjusts the survey data
from both the area and list components for school
nonresponse. Imputation is used to compensate for item
nonresponse.

Weighting. PSS data from the area frame component
are weighted to reflect the sampling rates (probability of
selection) in the PSUs. Survey data from both the list and
area frame components are adjusted for school
nonresponse. This represents a departure from proce-
dures used in the 1989 survey, which adjusted for total
nonresponse (i.e., school nonresponse) and for partial
nonresponse associated with four specific PSS data
elements. Since 1991, only one weight has been required,
due to a newly developed and complex imputation
process used to compensate for item nonresponse. When
estimates are produced for schools and other data
elements, the same PSS school weight should be used. A
brief description of the components comprising the PSS
weight follows:

W, the PSS weight for all data items for the i school is:
W, = BW,x NR,

where: BW,is the inverse of the selection probability

for school i (BW,= 1 for list frame schools;
BW, = inverse of the PSU probability of selec-

tion for area frame schools), and

NR_is the weighted ratio of the sum of the
in-scope schools to the sum of the in-scope
responding schools in cell ¢, using BW, as the
weight.

The cells used in NR_are school association by school
level, by size, by urbanicity for list frame schools; the
cells used in NR, for area frame schools are certainty/
noncertainty PSU by school affiliation by school level. If
the number of schools in cell ¢ is less than 15 or NR is
greater than 1.5, then cell ¢ is collapsed. List frame cells
for traditional schools were collapsed within enrollment
category, urbanicity and grade level. Associations were
never collapsed together. List frame cells for k-terminal
schools were collapsed within enrollment category and
urbanicity before the associations were collapsed. Area
frame cells for traditional schools were collapsed within
grade level before affiliation cells (Catholic, other reli-
gious, nonsectarian) were collapsed. Area frame cells for
k-terminal schools were collapsed within affiliation.

Imputation. Since the 1991-92 PSS, imputation has
been used to compensate for item nonresponse in records
classified as interviews (i.e., required items are com-
pleted). All items that are missing data are imputed. The
firse survey, the 1989-90 PSS, used weighting adjust-

ments for both interviews and noninterviews.
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Imputation occurs in two stages. The first stage (internal)
impuration uses data from other items for the same school
in the current PSS and data from the previous PSS. If an
item cannot be imputed during the first stage processing,
it is imputed during the second stage. The second stage
(donor) process uses a hot-deck imputation methodology
that extracts data from the record for a reporting school
(donor) similar to the nonrespondent school. All records
(donors and nonrespondents) on the file are sorted by
variables that describe certain characteristics of the
schools, such as school type, affiliation, school level, en-
rollment, and urbanicity.

For a few items, there are cases where entries are cleri-
cally imputed. The data record, sample file record, and
the questionnaire are reviewed and an entry consistent
with the information from those sources is imputed. This
procedure is used when: (1) no suitable donor is found,
(2) the computer method produces an imputed entry that
is unacceptable, and (3) the nature of the item requires
an actual review of the data rather than a computer-gen-
erated value.

Recent Changes

Several changes to the questionnaire were introduced in
the last few PSS cycles. Three major revisions were made
to the 1993-94 PSS. First, a new design was implemented
to facilitate respondent reporting by clearly indicating
skip patterns through the use of arrows as well as words
and by minimizing the number of questions asked on
each page. Second, content on prekindergarten programs
was expanded to collect the type of prekindergarten pro-
gram in addition to the prekindergarten student and
teacher counts requested in earlier surveys. Third, data
on the racial/ethnic makeup of the school’s student body
were collected for the first time.

Modifications made to the 1995-96 PSS included
adding nursery and prekindergarten, transitional kinder-
garten, and transitional first grade enrollment counts to
the enrollment item. Questions regarding the length of
school day and number of days per week for kindergar-
ten, transitional kindergarten, and transitional first grade
were also added. “Early childhood program/day care
center” was added as a category for type of school. Items
on types of prekindergarten programs and the number of
prekindergarten teachers were deleted.

In the 1997-98 PSS, the following items were added 1o
the survey instrument: (1) whether or not the school is
coeducational (and if yes, the number of male students;

if no, whether the school is all female or all male); and (2)
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whether or not the school has a library or library media
center.

There were few changes in the 1999-2000 PSS. One
religious affiliation—Church of God in Christ—was
added, and three associations were added—Association
of Christian Teachers and Schools, National Coalition of
Girls’ Schools, and state or regional independent school
association. The item that previously collected data on
the number of graduates that applied to 2-year or 4-year
colleges was changed to collect data on the percentage of
graduates who went on to attend three types of schools:
2-year colleges, 4-year colleges, and technical or other
specialized schools.

Future Plans
PSS will continue as a biennial survey.

5. DATA QUALITY AND
COMPARABILITY

Sampling Error

Only the area frame contributes to the standard error in
PSS. The list frame component of the standard error is
always 0. Estimates of standard errors are computed
using half-sample replication.

Because the area frame sample of PSUs is small (125 out
of a total of approximarely 2,000 eligible PSUs), there is
a potential for unstable estimates of standard errors. This
is particularly true when the domain of interest is small
and there may not be enough information to compute a
standard error. Stabilizing the standard error estimate
given the level of detail of the PSS estimates would
require a much larger PSU sample. The current area frame
is designed to produce regional estimares.

Nonsampling Error

Coverage error. Undercoverage is one possible source
of nonsampling error. Because PSS uses a dual frame
approach, it is possible to estimate the coverage or com-
pleteness of PSS. A capture-recapture methodology is
used to estimate the number of private schools in the
United States and to estimate the coverage of private
schools. The coverage rate for schools was equal to 97
percent in the 1999-2000 PSS.

A study evaluating the quality of PSS frame coverage in
comparison to the commercial Quality Education Data
database of schools is discussed by Hynshik Lee, John
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Burke, and Keith Rust in their paper “Evaluating the
“Coverage of the U.S. National Center for Education
Statistics’ Public and Private School Frames Using Darta
from the National Assessment of Educational Progress,”
published in the Proceedings of the Second International
Conference on Establishment Surveys.

Nonresponse error.

Unit nonresponse. The unweighted unit response rate for
traditional schools in the 1999-2000 PSS was 93.1
percent, and the weighted response rate was 92.7
percent. For K-terminal schools in the 1999-2000 PSS,
the unweighted response rate was 98.4 and the weighted
response rate was 98.6 percent.

Item nonresponse. For traditional schools, all but three
items in the 1999-2000 PSS had unweighted response
rares greater than 90 percent. The chree lower rates (rang-
ing from 76.1 percent to 82.8 percent) pertained to che
percentage of graduates who went to 4-year colleges,
2-year colleges, and technical or other specialized schools.
Imputation is used to compensate for item nonresponse.

Measurement error. NCES seeks to minimize measure-
ment error by developing survey content in consultation
with representatives of private school associations,
reviewing extensively the questionnaire and instructions
before distribution, requiring that the daca that are not
scanned are 100 percent key-verified, and processing the
survey dara through an extensive series of edits to verify
accuracy and consistency.

Intersurvey Consistency in

NCES Private School Surveys

PSS and the private school component of SASS were
fielded in the same school year for the fitst time in 1993—
94. Even though these two surveys measure some of the
same variables (schools, teachers, and students), the 1993—
94 results were not in agreement due to sampling and
other errors. PSS results are likely to be the more accu-
rate since PSS serves as the sampling frame for the SASS
private school component (a sample of around 3,000
schools). Special methodological studies of these two sur-
veys have been done, including empirical results of
actempts to ensure thac the 1993-94 PSS numbers of
schools, teachers, and students was the same as the 1993—
94 SASS numbers of private schools, private school
teachers, and private school students—see Inzersurvey
Consistency in NCES Private School Surveys (NCES Work-
ing Paper 95-16) and Intersurvey Consistency in NCES
Private School Surveys for 1993—-94 (NCES Working
Paper 96-27).

Data Comparability

While changes to survey design and content generally
result in improved dara quality, they also impact the
comparability of data over time. Recent changes to PSS
and the comparability of PSS dara both within PSS itself

and with other data sources are discussed below.

Design change. Changes in the survey design of the
1995-96 PSS resulted in an increased number of private
schools in the survey population. First, seven new asso-
ciation lists were obtained, adding 512 new schools to
the list frame. In previous years, the area frame was
relied upon to include these schools. Second, the area
search results were not strictly comparable to those in
previous years due to procedural differences. The 1995-
96 PSS was the first survey to verify the control of schools
marked as public in the screener item. Final determina-
tion of school control was based on a review of the
school’s name and other identifying information. As a
result, several schools marked as public but obviously
private were added back into PSS. They were counted as
interviews if the required data were provided or as
noninterviews if the required dara were missing. Third,
the eligibility criteria for PSS were changed to no longer
require schools to have 160 days in the school year or to
conduct classes for at least 4 hours per day. Fourth, the
PSS definition of a school was expanded to include pro-
grams where kindergarten is the highest grade (K-terminal
schools). Additional lists of programs which might have
a kindergarten were requested from nontraditional
sources, and the area search was expanded to search for
programs with a kindergarten. Some schools meeting the
traditional PSS definition of a school (any of grades 1-12
or comparable ungraded levels) were discovered on these
lists. When added to PSS, these schools also increased
the estimates of traditional schools.

Note that even when the population of schools is about
the same from one survey to the next, it may represent a
different set of schools. For example, the number of
schools was around 27,000 in both 1997-98 and 1999-
2000, although abour 1,700 schools were added to the
PSS universe in 1999-2000. This suggests that a nearly
equal number of schools dropped our of the universe
between 1997-98 and 1999-2000.

Questionnaire changes. Several modifications have been
made to both the format and content of the PSS ques-
tionnaire since 1991-92. A number of items were added
(including race/ethnicity of students), and some items
were deleted or modified.
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Comparisons within PSS. Comparisons of the 1999-
2000 PSS estimates with those from previous surveys
show no significant change in the estimates for the num-
ber of private schools; however, the estimates do indicate

an increase in the estimate for the number of teachers -

and number of private school students.

Comparisons with the Current Population Survey.
A comparison of the PSS estimates of K~12 students
enrolled in all private schools in the 1999-2000 school
year with the household survey estimate from the Octo-
ber 1999 Supplement of the Current Population Survey
{CPS) shows that the PSS estimate of 5,254,485 is lower
than the CPS estimate of 5,532,000; the 95 percent con-
fidence interval on the CPS estimate ranges from
5,314,000 to 5,750,000. The 1997-98 PSS estimate was
larger than the CPS estimate (5,179,180 to 4,883,000,
respectively) and fell above the upper 95 percent confi-
dence interval on the CPS estimate. The 1995-96 PSS
estimates of K~12 students was within the CPS confi-
dence interval (5,146,753 o 5,324,000, respectively).
Prior to 1995-96, the PSS estimate did not include
kindergarten enrollment from K-terminal schools, whereas
the CPS has always included kindergarten enrollment from
K-terminal schools.

Comparisons with National Catholic Educational
Association data. Comparisons of the PSS estimare for
Catholic schools with the National Catholic Educational
Association (NCEA) dara for the 1999-2000 school year
show a similarity in school counts bur a difference in the
student counts. Beginning in the 1997-98 school year,
the NCEA computed FTE teacher counts giving each
part-time teacher a weight of 0.333. Therefore, the FTE
teacher counts are not strictly comparable between PSS
and NCEA. The survey methodologies used by NCES
and NCEA are quite different; NCES surveys private
schools directly while NCEA surveys archdiocesan and
diocesan offices of education and some state Catholic
conferences. The NCEA 1999-2000 school year count
of 8,144 schools was within the 95 percent confidence
interval of the 1999-2000 PSS estimate for Catholic
schools (ranging from 8,054 to 8,150). However, the
NCEA K-12 student count of 2,500,416 was lower than
the 95 percent confidence interval of the 1999-2000 PSS
estimate for Catholic students (ranging from 2,501,659
t0 2,520,422). Both the NCEA teacher count of 157,134
and the PSS estimate of 149,600 include part-time and
full-time teachers in the computation of full-time equiva-
lents (the 95 percent confidence interval of the PSS
estimate ranges from 149,188 to 150,012).
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NCES publication criteria for PSS. NCES criteria
for the publication of an estimate are dependent on the
type of survey—sample or universe. To publish an
estimate for a sample survey, at least 30 cases must be
used in developing the estimate. For a universe survey, a
minimum of three cases must be used. PSS includes both
types of surveys: (1) a sample survey of PSUs (area frame)
which collects data on schools not on the list frame (the
number of PSUs changes for each administration), and
(2) a complete census of schools belonging to the list
frame. NCES has established a rule that published PSS
estimates must be based on art least 15 schools. If the
estimate satisfies chis criterion and the coefficient of varia-
tion (standard error/estimate) is greater than 25 percent,
then the estimate is identified as having a large coeffi-
cient of variation and the reader is referred to a table of
standard errors.

6. CONTACT INFORMATION

For content information on PSS, contact:

Stephen Broughman
Phone: (202) 502-7315
E-mail: stephen.broughman®@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

Methodology discussed in Technical Notes.

General

Private School Universe Survey, 1999-2000, NCES 2001-
330, by S.P. Broughman and L.A. Colaciello.
Washington, DC: 2001.

Private School Universe Survey, 1997-98, NCES 1999~
319, by S.P. Broughman and L.A. Colaciello. Wash-
ingron, DC: 1999.

Private School Universe Survey, 1995-96, NCES 98-229,
by S. Broughman and L. Colaciello. Washington, DC:
1998.
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Private School Universe Survey, 1993—-94, NCES 96-143,
by S. Broughman. Washington, DC: 1996.

Private School Universe Survey, 1991-92, NCES 94-350,
by S. Broughman, E. Gerald, L.T. Bynum, and K.
Stoner. Washington, DC: 1994.

Private School Universe Survey, 1989-90, NCES 93-122,
by E. Gerald, M. McMillen, and S. Kaufman. Wash-
ington, DC: 1992.

Survey Design
Diversity of Private Schools, NCES 92-082, by M.
McMillen and P. Benson. Washington, DC: 1992.

Intersurvey Consistency in NCES Private School Surveys,
NCES Working Paper 95-16, by E. Scheuren and B.
Li. Washington, DC: 1995.

Intersurvey Consistency in NCES Private School Surveys
for 1993-94, NCES Working Paper 96-27, by F.
Scheuren and B. Li. Washington, DC: 1996.

Data Quality and Comparability

“Evaluating the Coverage of the U.S. National Center
for Education Statistics’ Public and Private School
Frames Using Data from the National Assessment of
Educational Progress,” The Second International Con-
ference on Establishment Surveys: Survey Methods for
Businesses, Farms, and Institutions (pp. 89-98), by H.
Lee, J. Burke, and K. Rust. Arlington, VA: American
Staristical Association, 2000.

Improving the Coverage of Private Elementary-Secondary
Schools, NCES Working Paper 96-26, by B.J. Jack-
son and R.L. Frazier. Washington, DC: 1996.

“Improving the Coverage of Private Elementary-Second-
ary Schools,” in Selected Papers on the Schools and Staff-
ing Survey: Papers Presented at the 12997 Meeting of
the American Statistical Association, NCES Working
Paper 97-41, by B.]. Jackson, N.R. Johnson, and
R.L. Frazier. Washington, DC: 1997.

Indirect State-Level Estimation for the Private School Sur-
vey, NCES 99-351, by B.D. Causey, L. Bailey, and
S. Kaufman. Washington, DC: 1999.
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Chapter 4: Schools and Staffing Survey

(SASS)

1. OVERVIEW

’ I Y he Schools and Staffing Survey (SASS) provides data on public and private
schools, principals, school districts, and teachers. SASS gathers information
about many topics, including various characteristics of elementary and second-

ary students, some of the professional and paraprofessional staff who serve them, the

programs offered by schools, principals’ and teachers’ perceptions of school climate and
problems in their schools, teacher compensation, and district hiring practices. SASS is

a unified ser of surveys thar facilitates comparison between public and private schools

and allows linkages of teacher, school, school district, and principal data. SASS has

been administrated four times since 1987-88, most recently in 1999-2000.

Purpose

To collect the information necessary for a complete picture of American elementary
and secondary education. SASS is designed to provide national estimates for public
elementary, secondary, and combined schools and teachers; state estimates of public
elementary and secondary schools and teachers; and estimates for private schools and
teachers at the national level and by private school affiliation. The focus in 1999-2000
shifted from teacher supply and demand issues to the measurement of teacher and
school district capacity. Among the topics examined to measure teacher capacity are
teacher qualifications, teacher career paths, and professional development. Among the
topics examined to measure school capacity are school organization and decisionmaking,
curriculum and instruction, parental involvement, school safety and discipline, and
school resources.

Core Components

SASS consists of four core components; these are administered to districts, schools,
principals, and teachers. The district questionnaire is sent to a sample of public school
districts. The school questionnaires are sent to a sample of public schools and private
schools, as well as all charter schools in operation as of 1998-99, and all schools oper-
ated by the Bureau of Indian Affairs (BIA) or American Indian/Alaska Native tribes.
The principal and teacher questionnaires are sent to a sample of principals and teachers
working at the schools which received the school questionnaire. (The Teacher Follow-
up Survey is a fifth component, bur has its own chapter—see chapter 5.)

School District Survey (formerly titled the Teacher Demand and Shortage
Survey—TDS). This survey is mailed to each sampled local education agency (LEA).
The respondents are contact people identified by LEA personnel. If no contact person
is identified, the questionnaire is addressed to “Superintendent.” The School District
Questionnaire consists of items about student enrollments, number of teachers, teacher
recruitment and hiring practices, teacher dismissals, existence of a teacher union, length

SAMPLE SURVEY
OF PUBLIC,
PRIVATE,

CHARTER, AND BIA

SCHOOLS

SASS collects data
on:

» School districts
» Principals

» Schools

» Teachers

» Library media
centers
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of the contract year, teacher salary schedules, school
choice, magnet programs, graduation requirements, and
professional development for teachers and administra-
tors. The 1999-2000 School District Questionnaire added
new items on the percentage of payroll dedicated to school
staff benefits, oversight of home-schooled students and
charter schools, use of school performance reports, mi-
grant education, and procedures for recruiting and
dismissing teachers. Some items that appeared previously
have been dropped, such as layoff data and counts of
students by grade level (the latter is available through
CCD). The School District Questionnaire is mailed only
to public school districts. Comparable questions for BIA,
charter schools, and private schools appear on those
schools’ questionnaires.

School Principal Survey (formerly titled the School
Administrator Survey). This survey is mailed to prin-
cipals/heads of schools. The 1999-2000 School Principal
Questionnaire appears in four versions: one for princi-
pals or heads of public schools, one for heads of private
schools, one for heads of charter schools, and one for
heads of BIA schools. The four versions contain only
minor differences in phrasing to reflect differences in
governing bodies and position titles in the schools. The
questionnaires collect information about principal/school
head demographic characteristics, training, experience,
salary, and judgments about the seriousness of school
problems. The 1999-2000 School Principal Question-
naire also covers new data on: principals’/school heads’
frequency of engaging in various school and school-re-
lated activities; perceived degree of influence of principals
and other groups (state, local, school, and parents) in
setting performance standards for students; barriers (e.g.,
personnel policies, inadequate documentation, lack of
support, stress) to dismissing poor or incompetent teach-
ers; rewards or sanctions for success or failure o meet
district or state performance goals; and means for assess-
ing progress on school improvement plans.

School Survey. The SASS School Questionnaire is sent
to public schools, private schools, BIA schools, and char-
ter schools. (The Charter School Questionnaire is
described below.) School Questionnaires are addressed
to “Principal” although the respondent could be any
knowledgeable school staff member (e.g., vice principal,
head teacher, or school secretary). Items cover grades
offered, number of students enrolled, staffing patterns,
teaching vacancies, high school graduation rates, pro-
grams and services offered, and college application rates.
The 1999-2000 version for public, private, and BIA
schools incorporates new items on: computers (number,

—l

access to the Internet, and whether there is a computer
coordinator in the school); availability of certain types of
curricular options; how special education students’ needs
are met; changes in the school year or weekly schedule;
the enrollment capacity of schools; and whether schools
have programs for disruptive students.

Public Charter School Questionnaire. As a continuation of
a national study of charter schools, NCES added a new
SASS component on charter schools. All charter schools
in operation as of 1998-99 were surveyed in the 1999~
2000 SASS. For the first time, there will be comparable
data on public, private, BIA, and charter schools. A num-
ber of questions that only apply to charter schools are
asked, including: when the charter was granted, and by
whom; what types of regulations were waived, and their
importance; whether the school is new or was converted
from a pre-existing school; and whether the school oper-
ates within a school district or not. A small number of
school library media center items have also been incor-
porated into the charter school questionnaire, such as
whether the school has a library media center, the num-
ber of school library media center staff, and the number
of students who used the library media center in the past
week. Charter schools that operate on their own are asked
some of the district items, such as school hiring prac-
tices and graduation requirements.

Teacher Survey. This survey is mailed to a sample of
teachers from the SASS sample of schools. It is sent out
in four versions—to teachers in public schools, private
schools, charter schools, and BIA schools. The four ver-
sions, however, are virtually identical, except that charter
school teachers who worked in the school prior to its
becoming a charter school are asked if they supported
the conversion. The SASS Teacher Questionnaire
collects data from teachers about their education and train-
ing, teaching assignment, certification, workload, and
perceptions and attitudes about teaching. The 1999-2000
SASS Teacher Questionnaire expands data collection on
teacher preparation, induction, organization of classes,
and professional development. It also collects data on a
new topic: use of computers. The only eligible respon-
dent for each teacher questionnaire is the teacher named
on the questionnaire label. As of the 1993-94 SASS, ad-
ministrators are eligible for both the Teacher Survey and
the Principal Survey, if they teach a regularly scheduled

class.

Additional Components
In addition to the core data collection described above,
SASS featured additional components focusing on library
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media specialists/librarians and a student records com-
ponent in 1993-94, and on library media centers in
1993-94 and 1999-2000. One year following each SASS,
a Teacher Follow-up Survey (TFS) is mailed to a sample
of participants in the SASS Teacher Survey. See chapter
5 for a complete description of TFS.

Library Media Center Survey. This component was
added in the 1993-94 SASS. The School Library Media
Center Questionnaire asks public, private, and BIA
schools abour their access to and use of new information
technologies. The survey collects data on library collec-
tions, media equipment, use of technology, staffing,
student services, expenditures, currency of the library
collection, and collaboration between the library media
specialist and classroom teachers. Schools could respond
to the School Library Media Center Questionnaire in
the usual paper and pencil mode or by using a web-based
survey form on the Internet in 1999-2000. (See chapter
9 for complete description of this
survey.)

a more

Library Media Specialist/Librarian Survey. This
questionnaire was mailed to a subsample of the SASS
sample of public, private, and BIA schools in 1993-94.
This survey solicited data that could be used to describe
school librarians—for example, their educational back-
ground, experience, and demographic
characteristics. Because much of the collected informa-
tion was comparable to that obtained in the Teacher
Questionnaires, comparisons between librarians and

work

classroom teachers can be made.

Student Records Component. This questionnaire, along
with a roster of sampled students, was mailed to a
subsample of the SASS sample of public and private
schools in 1993-94. This survey solicited information
about a student that could be answered by a school
administrator using the student’s school record. The
information about selected students was not obtained from
the students themselves. The survey provided informa-
tion on the types of services students received, and the
types of math and science courses in which they were
enrolled. The students can be linked to their schools and
teachers.

Periodicity

From 1987-88 to 1993-94, SASS core components were
on a 3-year cycle, with the TFS conducted 1 year after
SASS. After a G-year hiatus, SASS was fielded in 1999—
2000, with the TFS following in 2000-01. Subsequent
SASS administrations are scheduled on a 4-year cycle.
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2. USES OF DATA

SASS is the largest, most extensive survey of school
districts, schools, principals, teachers, and library media
centers in the United States today. It includes data from
public, private, and Bureau of Indian Affairs school
sectors. Moreover, SASS is the only survey that studies
the complete universe of public charter schools. There-
fore, SASS provides a multitude of opportunities for
analysis and reporting on issues related to elementary
and secondary schools.

SASS data have been collected four times over the period
between 1987 and 2000. Many questions have been
asked of respondents at multiple time points, allowing
researchers to examine trends on these topics over time.
SASS asks similar questions of respondents across sec-
tors, including public, public charter, Bureau of Indian
Affairs, and private schools. The consistency of ques-
tions across sectors and the large sample sizes allow for
exploration of similarities and differences across sectors.

SASS dara are representative at the state level for public
school respondents and at the private school affiliation
level for private school respondents. Thus, SASS is in-
valuable for analysts interested in elementary, middle, and
secondary schools within or across specific states or pri-
vate school affiliations. The large SASS sample allows
extensive disaggregation of data according to the charac-
teristics of teachers, administrators, school, and school
districts. For example, researchers can compare urban
and rural settings, and the working conditions of teach-
ers and administrators of differing demographic
backgrounds.

SASS collects extensive data on teachers, principals,
schools, and school districts. Information on teachers
includes their qualifications, early teaching experience,
teaching assignments, professional development, and
attitudes about the school. School questions include
enrollment, staffing, the types of programs and services
offered, school leadership, parental involvement, and
school climate. At the district level, information is sought
on the recruitment and hiring of teachers, professional
development programs, student services, and other
relevant topics.

SASS darta can be very useful for researchers performing
their own focused studies on smaller populations of teach-
ers, administrators, schools, or school districts. SASS
can supply data at the state, affiliation, or national level
that provide valuable contextual information for
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localized studies; localized studies can provide illustra-

tions of broad findings produced by SASS.

Users of restricted-use SASS dara can link school
districts and schools to other data sources. For instance,
1999-2000 SASS restricted-use data sets include selected
information taken from the NCES Common Core of
Data, but researchers can augment the data sets by
adding more data from the CCD—either fiscal or
nonfiscal data.

3. KEY CONCEPTS

Because of the large number of concepts in SASS
surveys, only those pertaining to the level of daca collec-
tion (LEA, school, teacher, library) are described in this
section. For additional terms, the reader is referred to
glossaries in SASS reports.

Local Education Agency (LEA). A public school
district that is defined as a government agency employ-
ing elementary and secondary level teachers and
administratively responsible for providing public elemen-
tary and/or secondary instruction and educational support
services. Districts that do not operate schools but em-
ploy teachers are no longer included as of the 1999-2000
SASS. For example, some states have special education
cooperatives that employ special education teachers who
teach in schools in more than one school district.

Public School. An institution that provides educational
services for at least one of grades 1-12 (or comparable
ungraded levels), has one or more teachers to give
instruction, is located in one or more buildings, receives
public funds as primary support, and is operated by an
education agency. Schools in juvenile detention centers
and schools located on military bases and operated by
the Department of Defense are included.

Private School. An institution that is not in the public
system and that provides instruction for any of grades
1-12 (or comparable ungraded levels). The instruction
must be given in a building that is not used primarily as
a private home. Private schools are divided into three
categories: (1) Catholic: parochial, diocesan, private
order; (2) Other religious: affiliated with a Conservative
Christian school association, affiliated with a national
denomination, unaffiliated; (3) Nonsectarian: regular,
special program emphasis, special education. The three
nonsectarian school categories are determined not by
governance but by program empbhasis. This classification
disentangles private schools offering a conventional

academic program (regular) from chose which either serve
special needs children (special education) or provide a
program with a special emphasis (e.g., arts, vocational,
alternative).

Charter School. A charter school is a public school that,
in accordance with an enabling state statute, has been
granted a charter exempting it from selected state or
local rules and regulations. A charter school may be a
newly created school or it may previously have been a
public or private school.

BIA School. A school funded by the Bureau of Indian
Affairs, U.S. Department of the Interior. These schools
may be operated by the BIA, a tribe, a private contrac-
tor, or a local education agency (school district).

Library media center (LMC). A library media center
is an organized collection of printed, audiovisual, or com-
puter resources that (a) is administered as a unit, (b) is
located in a designated place or places, and (c) makes
resources and services available to students, teachers, and
administrators.

Teacher. A full-time or part-time teacher who teaches
any regularly scheduled classes in any of grades K-12.*
Includes administrators, librarians, and other professional
or support staff who teach regularly scheduled classes on
a part-time basis. Itinerant teachers are also included, as
well as long-term substitutes who are filling the role of a
regular teacher on a long-term basis. An itinerant teacher
is one who teaches at more than one school (e.g., a mu-
sic teacher who teaches three days per week at one school
and two days per week at another). Short-term substitute
teachers and student teachers are not included.

4. SURVEY DESIGN

Target Population

Local Education Agencies (LEAs) that employ elemen-
tary and/or secondary level teachers (e.g., public school
districts, state agencies that operate schools for special
student populations such as inmates of juvenile correc-
tional facilities, Department of Defense, etc.) and
cooperative agencies that provide special services to more
than one school district; public, private, BIA, and char-
ter schools with students in any of grades 1-12; principals
of those schools, as well as library media centers; and
teachers in public, private, BIA, and charter schools who

*A teacher teaching only kindergarten students is in scope, provided the
school serves students in a grade higher than kindergarten.
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teach students in grades K-12 in a school with at least a
1= grade.

Sample Design

SASS uses a stratified probability sample design. Details
of strarification variables, sample selection, and frame
sources are provided below.

Schools are selected first. For the public school sample,
the first level of stratification is by the five types of school:
(a) BIA schools; (b) Native American schools (i.e., schools
with 19.5 percent or more Native American students);
(c) schools in Delaware, Nevada, and West Virginia (where
it is necessary to implement a different sampling
methodology to select at least one school from each LEA
in the state); (d) charter schools; and (e) all other schools.
Schools falling into more than one group are assigned in
hierarchical order. In the second level of stratification,
Native American schools are stratified by Arizona,
California, Minnesota, Montana, New Mexico, North
Dakota, Oklahoma, South Dakota, Washington, and all
other states (except Alaska, since most Alaskan schools
have high Native American enrollment), and schools in
Delaware, Nevada, and West Virginia are stratified first
by state and then by LEA. Within each second level there
were three grade level strata (elementary, secondary, and
combined schools).

Within each stratum, all non-BIA and non-Charter schools
are systematically selected using a probability proportion-
ate to size algorithm. The measure of size used for the
schools on CCD was the square root of the number of
teachers in the school as reported on the CCD file. Any
school with a measure of size larger than the sampling
interval was excluded from the probability sampling
operation and included in the sample with certainty.

The Common Core of Data (CCD) Public School Uni-
verse serves as the public school sampling frame. (See
chapter 2 for a complete description of CCD.) The frame
includes regular public schools, Department of Defense-
operated military base schools, and special purpose schools
such as special education, vocational, and alternative
schools. Schools outside the United States and schools
that teach only prekindergarten, kindergarten, or
postsecondary students are deleted from the file. The
following years of CCD were used as the public school
frame for the last three rounds of SASS:

» 1997-98 CCD for the 1999-2000 SASS public school

sample;

» 1991-92 CCD for the 1993-94 SASS; and

NCES HANDBOOK OF SURVEY METHODS

» 1988-89 CCD for the 1990-91 SASS.

In the 1987-88 SASS, the 1986 Quality of Education
Data (QED) survey was used as the sampling frame.

For private schooks, the sample is stratified within each of
the two types of frames: (1) a list frame, which is the
primary private school frame, and (2) an area frame,
which is used to identify schools not included on the list
frame and to thereby compensate for the undercoverage
of the list frame. For list frame private schools, the schools
are stratified by affiliation and school association mem-
bership, grade level, and region. All schools in the area
frame that are in noncertainty PSUs are included with
certainty and those in certainty PSUs are included in the
list frame and sampled there. Within each stracum, schools
are sampled systematically using a probability propor-
tionate to size algorithm. The measure of size used in
1999-2000 SASS is the square root of the 1997-98 PSS
number of teachers in the school. Any school with a
measure of size larger than the sampling interval was ex-
cluded from the probability sampling process and included

in the sample with certainty.

The most recent Private School Survey (PSS), updated
with the most recent association lists, serves as the
private school sampling frame. For example, the 1997-
98 PSS, updated with 26 lists of private schools provided
by private school association as well as 51 lists of private
schools from the 50 states and the District of Columbia,
was used as the private school frame for the 1999-2000
SASS. (See chapter 3 for a complete description of PSS.)
The 1991-92 and the 1989-90 PSS were the basis for
the private school frame for the 1993-94 and 1990-91
SASS, respectively. The 1986 Quality of Education Data
(QED) survey was used as the sampling frame for the
1987-88 SASS.

Since the 1993-94 SASS, all Bureau of Indian Affairs
(BIA) schools are selected with certainty; in 1990-91, 80
percent of BIA schools were sampled. The Indian School
frame for the 1999-2000 SASS consists of a list of schools
that the BIA operated or funded during the 1997-98
school year. The list is obtained from the U.S. Depart-
ment of the Interior. The BIA list is matched against
CCD, and the schools on the BIA list which do not match
CCD are added to the universe of schools.

A charter school frame was added in the 1999-2000 SASS.
All charter schools are selected with certainty. The char-
ter school frame consists of a list of charter schools
developed for the Institute of Education Sciences (IES).
This list includes only charter schools that were open
(reaching students) during the 1998-99 school year.
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Each sampled school receives a school questionnaire and
the principal of each sampled school receives a principal
questionnaire.

For the 1999-2000 SASS, as in 1993-94, the library
media center sample was a subsample of the SASS school
sample. Each sampled library media center receives a
library media center questionnaire.

A sample of teachers is selected within each sampled
school. First, the sampled schools are asked to provide a
list of their teachers and selected characteristics. In 1999—
2000, teachers were stratified into one of five teacher
types in the following hierarchical order: Asian or Pacific
Islander; American Indian, Aleut, or Eskimo; Bilingual/
English as a Second Language (ESL); New; and Experi-
enced. For new/experienced teachers in public schools,
oversampling was not required due to the large number
of sample schools with new teachers. Therefore, teachers
were allocated to the new and experienced categories
proportional to their numbers in the school. However,
for private teachers, new teachers were oversampled.
Before teachers were allocated to the new/experienced
strata, schools were first allocated an overall number of
teachers to be selected.

The school-level file that included the number of teach-
ers at the school for the five teacher strata was sorted by
school type (public, private, charter), school strata, school
order of selection, and school control number. Within
each school and teacher stratum, teachers were selected
systematically with equal probability. Using the teacher
probabilities of selection, take every, and start-withs,
sample teachers were selected from each stratum across
schools. The within-school probabilities of selection were
computed so as to give all teachers within a school stra-
tum the same overall probability of selection
(self-weighted). However, since the school sample size of
teachers was altered due to the minimum constraint (i.e.,
at least one teacher/school) or maximum constraint (i.e.,
no more than either twice the average stratum allocation
or 20 teachers/school), the goal of achieving self-weight-
ing for teachers was lost in some schools. Each sampled
teacher receives a teacher questionnaire.

Once public schools are selected, the districts associated
with these schools—except in the states of Delaware,
Nevada, and West Virginia—are in the sample as well.
In Delaware, Nevada, and West Virginia, all districts were
defined as school sampling strata, placing all districts in
each of these three states in the district sample. {In some
SASS administrations a sample of districts not associ-
ated with schools is taken, but not in the 1999-2000

SASS.) The district sample is selected using a systematic
equal probability algorithm. Each sampled school
district receives a school district questionnaire.

The approximate sample sizes for the 1999-2000 SASS
are 14,500 schools and administrators, 75,000 teachers,
5,700 school districts, and 13,400 school library media
centers.

Data Collection and Processing

The 19992000 Schools and Staffing Survey (SASS) was
primarily a mailout/mailback survey with computer-
assisted telephone interviewing (CATI) and telephone
follow up. The School Library Media Center Survey could
also be answered through a web-based survey form on
the Internet. All survey modes were administered by the
U.S. Bureau of the Census.

Reference dates. Data for SASS components are
collected during a single school year. Most darta items
refer to that school year. Questions on enrollment and
staffing refer to October 1 of the school year. Questions
for teachers about current teaching loads refer to the most
recent full week that school was in session, and questions
on professional development refer to the past 12 months.

Data collection. The data collection procedures begin
with advance mailings to school districts and schools prin-
cipals explaining the nature and purpose of SASS. The
advance mailing to principals includes a request to
submit a list of all teachers in their schools. Follow up to
the teacher listing form request includes a reminder post-
card, a second mailing of the teacher listing form request,
and finally telephone calls to all nonrespondents. The
teacher sample is selected using these lists.

The school district, principal, and library media center
questionnaires are mailed out first, followed by the school
questionnaires, and then the teacher questionnaires.
Reminder postcards are mailed within 1 to 4 weeks after
the initial mailing for each type of questionnaire. A
second copy of the questionnaire is mailed to cases that
fail to respond to the first mailout within 6 weeks of the
reminder postcard.

About 6 weeks after the second mailing for each type of
questionnaire, Census Bureau staff members begin
telephoning sample units that have not returned
questionnaires. Most follow up is done through calls made
by Census staff in three centralized locations, using
computer-assisted telephone interviewing (CATI) to
collect the questionnaire data.
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Finally, nonrespondent school districts, private schools,
BIA schools, charter schools, and public and private school
teachers are called or visited by field representatives (FRs).
These FRs complete paper copies of the questionnaires
as they collect the data. In some cases where the respon-
dent is unwilling to participate in an interview, the FR
attempts to persuade him/her to return a mailed ques-
tionnaire. (Due to budgetary constraints, FRs collected
data from a subsample of public and private school teacher
nonrespondents in 1999-2000.)

Processing. As of the 1999-2000 SASS, imaging tech-
nology was used instead of data keying. After data entry,
the files of scanned data from paper questionnaires are
merged with those from the computer-assisted telephone
interviews (CATT). The next step is to make a prelimi-
nary determination of each case’s interview status (ISR);
that is, whether it is an interview, a noninterview, or out
of scope. Then interview records on the data files are
processed through a computer pre-edit program designed
to identify inconsistencies and invalid entries. Census
staff reviews the problem cases and make corrections
whenever possible.

After pre-edit corrections are made, all records (i.e., from
all survey components) classified as interviews at this point
are subject to a set of computer edits: a range check, a
consistency edit, and a blanking edit. After the comple-
tion of these edits, the records are put through another
edit to make a final determination of whether the case is
eligible for the survey, and, if so, whether sufficient data
have been collected for the case to be classified as an
interview. A final interview status recode (ISR) value is
assigned to each case as a result of the edit.

Estimation Methods

Sample units are weighted to produce national and state
estimates for public elementary and secondary school
surveys (i.e., schools, teachers, administrators, school
districts, and school library media centers); and national
estimates for BIA, charter school, and public “combined”
school surveys (i.e., schools, teachers, administrators, and
school library media centers). The private sector is
weighted to produce national and affiliation group esti-
mates. These estimates are produced through the
weighting and imputation procedures discussed below.

Weighting. Estimates from SASS sample data are
produced by using weights. The weighting process for
each component of SASS includes adjustment for
nonresponse using respondents’ data, and adjustment of
the sample torals to the frame totals to reduce sampling
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variability. The exact formula representing the construc-
tion of the weight for each component of SASS is provided
in each administration’s sample design report (e.g., 1993—
94 Schools and Staffing Survey: Sample Design and
Estimation, NCES 96-089). The construction of weights
is also discussed in the Quality Profiles (NCES 2000-308
and NCES 94-340). Since data for SASS were collected
at the same time as for PSS in 1993-94 and 1999-2000,
in both those years the number of private schools
reported in SASS was made to match the number of
private schools reported in PSS.

Imputation. In all administrations of SASS, all item
missing values are imputed for records classified as
interviews. SASS uses a two-stage imputation procedure.
The first stage imputation process uses a logical or
deductive type of imputation method, such as:

(1) Using data from other items on the same questionnaire;

(2) Extracting data from a related SASS component (different
questionnaire); and

(3) Extracting information about the sample case from the
Private School Survey or the Common Core of Data, the
sampling frames for private and public schools.

In addition, some inconsistencies between items are
corrected by ratio adjustment during the first stage
imputation.

The second stage imputation process is applied to all
items with missing values that were not imputed in the
first stage. This imputation uses a hot-deck imputation
method, extracting data from a respondent (donor) with
similar characteristics to the nonrespondent. If there is
still no observed value after collapsing to a certain point,
the missing values are imputed by clerical imputation.

Recent Changes

During the 6-year hiatus becween the 1993-94 SASS and
the 1999-2000 SASS, a redesign effort was undertaken.
NCES involved various programs in the Department of
Education and the wider education research and policy

community in the planning process for the SASS redesign.
Design changes from 1993-94 to 1999-2000:

» For the private sector, the sample was reallocated to publish
estimates for one additional association, making a total of
20 associations.

» A list of Department of Defense (DOD) schools was
obtained and included on the sampling frame giving SASS
complete coverage of domestic DOD schools.
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» The Department of Education, Institute of Education
Sciences (IES), provided a list of public charter schools,
giving SASS coverage of charter schools open in the 1998~
1999 school year. Questionnaires were prepared to include
some items specific to charter schools.

» The variance methodology was altered: in earlier SASS
administrations, it was assumed that there was no variance
associated with certainty schools, and that all error from
certainty schools reflected bias. In 1999-2000, it was
decided to assume that nonresponse from certainty schools
followed a random process and so certainty schools could
have variance due to this random process.

» Additional size classes were introduced into all weighting
procedures and were customized by state and private school
association.

» The control of the overlap with the previous SASS was
dropped and replaced with a procedure designed to
minimize the overlap between SASS and National

Assessment of Educational Progress (NAEP) sample schools.

» Thebootstrap variance system was refined to produce more
stable variance estimates.

» The LMC sample size was first expanded to include all
SASS schools and then, for cost and burden reasons,
reduced to exclude charter schools. The charter school
questionnaire included a small selection of questions from
the LMC questionnaire.

Content changes from 1993-94 to 1999-2000.
For the 1999-2000 school year, these components were
dropped from SASS:

» The Library Media Center Specialist/Librarian component
of the 1993-94 SASS was dropped.

» The student records component of the 1993-94 SASS
was dropped.

Changes were also made to existing SASS components,
based on two extensive field tests.

» Additions to School Questionnaire. number of computers,
access to the Internet, whether there is a computer
coordinator in this school, availability of certain types of
curricular options, how special education students’ needs
are met, changes in the school year or weekly schedule, the
enrollment capacity of schools, and whether schools have
programs for disruptive students. A charter school
questionnaire was added to this series; it incdluded elements
of the District and Library Media Center Questionnaire
since those two components did not add a separate charter
school questionnaire.

» Deletions to School Questionnaire: layoff data and counts of
students by grade level.

» Additions to Principal Questionnaire: principals’/school
heads’ frequency of engaging in various school and school-
related activities, perceived degree of influence of principals
and other groups (state, local, school, and parents) in setting
performance standards for students, barriers {e.g., personnel
policies, inadequate documentation, lack of support, stress)
to dismissing poor or incompetent teachers, rewards or
sanctions for success or failure to meet district or state
performance goals, and means for assessing progress on
school improvement plan. A charter school questionnaire
wasadded to this series.

» Deletions to Principal Questionnaire: degrees earned—other
than highest (including their dates, in what field they
were earned, and at which college or university a bachelor’s
degree was earned), the location and grade levels of the
previous school at which respondent was principal, breaks
in service, year when eligible to retire, and benefits received

inaddition to salary.

» Additions to Teacher Questionnaire: training, teacher
induction, teacher professional development, curriculum
development, computer usage and decisionmaking
practices. A charter school questionnaire was added to this
series.

» Additions to School District Questionnaire: percentage of
payroll dedicated to school staff benefits, oversight of home-
schooled students and charter schools, use of school
performance reports, migrant education, and procedures
for recruiting and dismissing teachers.

Internet reporting option. In addition to the paper SASS
forms, an Internet reporting option was developed for
the public and private Library Media Center Question-

naire.

Questionnaire printing. The 1999-2000 SASS was the
first administration of SASS to use customized printing
of questionnaires. For SASS, it was used to:

» Print respondent’s identification information on any page.

» Provide information to specific respondents to avoid
definitional problems.

» Splic-panel wording for an LMC test.
» Personalize letters to respondents.
Future Plans

SASS administrations are now scheduled on a 4-year cycle.
The next administration will be in 2003-2004.

42

BEST COPY AVAILABLE



SASS

L
5. Data Quality and Comparability

Sampling Error

The estimators of sampling variances for SASS statistics
take the SASS complex sample design into account. For
an overview of the calculation of sampling errors, see the
SASS Quality Profiles (NCES 2000-308 and NCES 94—
340).

Direct variance estimators. The balanced half-sample
replication (BHR) method, also called balanced repeated
replication (BRR) method, was used to estimate the sam-
pling errors associated with estimates from the 1987-88
and 1990-91 SASS. Given the replicate weights, the sta-
tistic of interest (such as the number of 12 grade teachers
from the School Survey) can be estimated from the full
sample and from each replicate. The mean square error
of the replicate estimates around the full sample estimate
provides an estimate of the variance of the statistic.

A bootstrap variance estimator was used for the 1993—
94 and the 1999-2000 SASS. The bootstrap variance
reflects the increase in precision due to large sampling
rates because the bootstrap is done systematically with-
out replacement, as was the original sampling. Bootstrap
samples can be selected from the bootstrap frame, repli-
cate weights computed, and variances estimated with
standard BHR software. The bootstrap replicate basic
weights (inverse of the probability of selection) were sub-
sequently reweighted. For more information about the
bootstrap variance methodology and how it applies to
SASS see: “A Bootstrap Variance Estimator for System-
atic PPS Sampling” in NCES Working Paper 200004,
Selected Papers on Education Surveys: Papers Presented at
the 1998 and 1999 ASA and 1999 AAPOR Meetings (this
paper describes the methodology used in 1999-2000
SASS), “A Bootstrap Variance Estimator for the Schools
and Staffing Survey” and “Balanced Half-sample Replica-
tion with Aggregation Units” in NCES Working Paper
94-01, Schools and Staffing Survey (SASS), Papers Pre-
sented at the Meetings of the American Statistical Association;
“Comparing Three Bootstrap Methods for Survey Data”
by Randy Sitter, in the Technical Report Series of the
Laboratory for Research in Statistics and Probability,
published by Carleton University in 1990; “Properties of
the Schools and Staffing Survey Bootstrap Variance
Estimator” in NCES Working Paper 96-02, Schools and
Staffing Survey (SASS): 1995 Selected papers presented at
the 1995 Meeting of the American Statistical Association;
and “The Jackknife, the Bootstrap and other Resampling
Plans,” an article by Bradley Efron in Society for Indus-
trial and Applied Mathematics, (SIAM) No. 38, 1982.
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The replicate weights for all three rounds of SASS are
used to compute the variance of a statistic, Y, as stated
below.

Variance(Y) = %Z (Y. -1)°

where: ¥ = the estimate of Y using the rth set of
replicate weights, and

n = the number of replicates (n=88 for
1999-2000 SASS).

SASS variances can be calculated using the 88 replicates
of the full sample that are available on the dara files with
software such as WesVarPC. For examples of other soft-
ware that support BRR, see K.M. Wolter’s Introduction
to Variance Estimation (New York: Springer-Verlag, 1985).

Average design effects. Design effects (Deff5) measure
the impact of the complex sample design on the accuracy
of a sample estimate, in comparison to the alternative
simple random sample design. For the 1990-91 SASS,
an average design effect was derived for groups of statis-
tics, and within each group, for a set of subpopulations.
Standard errors of 1990-91 and 1993-94 SASS statistics
of various groups for various subpopulations can then be
calculated approximately from the standard errors based
on the simple random sample (using SAS or SPSS) in
conjunction with the average design effects provided. For
example, average design effects for selected variables in
the Public School Survey are 1.60 (public sector) and
1.36 (private sector); in the Principal Survey, 4.40
(public sector) and 4.02 (private sector), and in the Teacher
Survey, 3.75 (public sector) and 2.52 (private sector).
Examples illustrating the use of SASS average design ef-
fect tables are provided in Design Effects and Generalized
Variance Functions for the 1990-91 Schools and Staffing
Survey (SASS), Volume I, Users Manual (NCES 95-342-1).

Generalized variance functions (GVF). GVF tables
were developed for use in the calculation of standard er-
rors of totals, averages, and proportions of interest in the
1990-91 SASS components. The 1990-91 GVFs can be
used for the 1993-94 SASS because no major design
changes were adopted between 1990-91 and 1993-94.
Examples illustrating the use of the GVF tables are pro-
vided in Design Effects and Generalized Variance Functions
for the 1990-91 Schools and Staffing Survey (SASS), Vol-
ume I, User’s Manual (NCES 95-342-1). Note that the
GVF approach, unlike the design effect approach described
above, involves no need to calculate the simple random
sample variance estimates.
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Nonsampling Error

Coverage error. SASS surveys are subject to any cover-
age error present in CCD and PSS, the NCES dara files
that serve as their principal sampling frames. The report
Coverage Evaluation of the 1994—-95 Common Core of Data:
Public Elementary/Secondary Education Agency Universe
Survey (NCES 97-505) found that overall coverage in
the Agency Universe Survey was 96.2 percent (in a com-
parison to state education directories). “Regular”
agencies—those traditionally responsible for providing
public education—had almost total coverage in the 1994-
95 survey. Most coverage discrepancies were attributed
to nontraditional agencies that provide special education,
vocational education, and other services. However, there
is potential for undercoverage bias associated with the
absence of schools built between the construction of the
sampling frame and time of the SASS survey administra-
tion. Further research on coverage can be found in
“Evaluating the Coverage of the U.S. National Center
for Education Statistics' Public Elementary/Secondary
School Frame” (Hamann 2000) and “Evaluating the Cov-
erage of the U.S. National Center for Education Statistics’
Public and Private School Frames Using Data from the
National Assessment of Educational Progress” (Lee,
Burke, and Rust 2000).

A capture-recapture methodology was used to estimate
the number of private schools in the United States and to
estimate the coverage of private schools in the 1999-
2000 PSS; the study found that the PSS school coverage
rate is equal to 97 percent. (See chapter 2 for a descrip-
tion of CCD and chapter 3 for a description of PSS.)

Nonresponse error.

Unit nonresponse. The weighted unit response rates for
public schools have been higher than the weighted unit
response rates for private schools in the first three rounds
of SASS (rates for 19992000 are not available at this
time). See table 2. For more information on the analysis
of nonresponse rates, refer to An Analysis of Response Rates
in the 1993-94 Schools and Staffing Survey (NCES 98—
243) and An Exploratory Analysis of Response Rates in the
1990-91 Schools and Staffing Survey (SASS) (NCES 96—
338).

Item nonresponse. The percentage of items with
response rates of 90 percent or more was generally high
across the first three rounds of SASS (rates for 1999~
2000 are not available at this time): for example, in
1993-94, for public schools, 91 percent of the School
District Surveys had item response rates of 90 percent or
more, 92 percent of Principal Surveys, 83 percent of

School Surveys, and 91 percent of Teacher Surveys. Item
response rates gradually increased between 1987-88 and
1993-94. They ranged from 11 to 100 percent in the
1987—-88 SASS, 25 to 100 percent in the 1990-91 SASS,
and 50 to 100 percent in the 1993-94 SASS. (See the
SASS Data File User’s Manuals, NCES 96-142 and NCES
93-144-1.)

Measurement error. Results reported in An Analysis of
Response Rates in the 1993—94 Schools and Staffing Survey
(NCES 98-243) support the contention that, without
follow up to mail surveys, nonresponse error would be
much greater than it is and that the validity and reliabil-
ity of the data would be considerably reduced. However,
because of the substantial amount of telephone follow
up, there is concern about possible bias due to differ-
ences in the mode of survey collection. Other possible
sources of measurement error include long, complex
instructions that respondents either do not read or do
not understand, navigation problems related to the for-
mat of the questionnaires, and definitional and
classification problems. See also Measurement Error Studies
at the National Center for Education Statistics (NCES 97—
464).

Table 2. Summary of overall weighted unit response rates
for selected SASS questionnaires

Questionnaire 1987-88 1990-91 1993-94
School District Survey 90.8 . 935 93.9
Public Principal Survey 94.4 96.7 96.6
Public School Survey 91.9 953 92.3
Public Teacher Survey* 82.9 85.9 83.8
Private Principal Survey 79.3 90.1 87.6
Private School Survey 78.6 83.9 83.2
Private Teacher Survey* 69.6 75.5 729
BIA Principal Survey t t 98.7
BIA School Survey t t 99.3
BIA Teacher Survey t t 86.5

tNot applicable

*The overall teacher response rates are the percentage of teachers responding
in schools that provided teacher lists for sampling. The response rates to the
Public Teacher Survey itself ranged from 86.4 (in 1987-88) to 90.3 per-
cent (in 1990-91) and to the Private Teacher Survey from 79.1 (in 1987-88)
to 83.6 percent (in 1990-91).

SOURCE: Choy, Medrich, and Henke, Schools and Staffing in the United
States: A Statistical Profile, 1987-88 (NCES 92-120). Gruber, 1990-91
Schools and Staffing Survey: Data File User's Manual (NCES 93-144-1).
Gruber, Rohr, and Fondelier, 1993-94 Schools and Staffing Survey: Data
File User’s Manual (NCES 96-142). Jabine, Quality Profile for SASS: As-
pects of the Quality of Data in the Schools and Staffing Surveys (SASS) NCES
94-340.
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Several NCES working papers also address measurement
error. Reports that study the 1993-94 SASS include:
Cognitive Research on the Teacher Listing Form for the Schools
and Staffing Survey (NCES Working Paper 96-05); Fur-
ther Cognitive Research on the Schools and Staffing Survey
(SASS) (NCES Working Paper 97-23); Report of Cogni-
tive Research on the Public and Private School Teacher
Questionnaires for the Schools and Staffing Survey 1993—
94 School Year (NCES Working Paper 97-10), and
Response Variance in the 1993-94 Schools and Staffing
Survey: A Reinterview Report (NCES Working Paper
98-02). Reports that study the 1991-92 SASS include:
1991 Schools and Staffing Survey (SASS) Reinterview Re-
sponse Variance Report (NCES Working Paper 94-03) and
The Results of the 1991-92 Teacher Follow-up Survey (TFS)
Reinterview and Extensive Reconciliation (NCES Working
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6. CONTACT INFORMATION

For content informartion on SASS, contact:

Kathryn Chandler
Phone: (202) 502-7486
E-mail: kathryn.chandler@ed.gov

SASS e-mail: sassdata@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651
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Chapter 5: SASS Teacher Follow-up
Survey (TFES)

1. OVERVIEW SAMPLE FOLLOW-

UP SURVEY OF

PUBLIC, PRIVATE,
he SASS Teacher Follow-up Survey (TFS) is a follow-up survey of elementary CHARTER, AND BIA
and secondary school teachers who participated in the Schools and Staffing SCHOOL TEACHERS
Survey (SASS, see chapter 4). TFS is conducted for NCES by the U.S. Bureau

of the Census in the school year following the SASS data collection. TFS consists of all

sampled teachers who left teaching within the year after the SASS was administered and SASS collects data

a subsample of those who continued teaching, including those who remained in the on:
same school as in the previous year and those who changed schools. > Stayers
» Movers
Purpose
» Leavers

To provide estimates of teacher attrition, retention, and mobility in public and private
schools and to project demand for teachers; to provide national data on the character-
istics of teachers who leave teaching, their reasons for leaving, and their current
occupational status; and to provide information on the career paths of persons who
remain in teaching. TFS is designed to support estimates of public elementary, second-
ary, and combined school teachers and private school teachers at the national level.

Components

TFS is comprised of two questionnaires: one for those who leave the teaching profes-
sion (former teachers), and one for those who remain in the teaching profession. These
questionnaires ask teachers about their current status, occupational changes and plans,
reasons for staying in (or leaving) teaching, and attitudes about the teaching profession.
Eligible survey respondents are teachers in public, public charter (as of 2000-2001),
private, and Bureau of Indian Affairs (BIA) elementary and secondary schools in the 50
states and the District of Columbia.

Teacher Followup Survey Questionnaire for Former Teachers. This questionnaire
collects information on former teachers to ascertain information on current occupa-
tion; primary activity; plans to remain in current position; plans for further education,
plans for returning to teaching; reasons for leaving teaching; possible areas of satisfac-
tion or dissatisfaction with teaching; salary; marital status; number of children; and
other information that may be related to attrition; and reasons for retirement.

Teacher Followup Survey Questionnaire for Continuing Teachers. This question-
naire collects information on continuing teachers to ascertain occupational status
(full-time, part-time); primary teaching assignment by field; teaching certificate; level of
students taught; areas of satisfaction or dissatisfaction; new degrees earned or pursued;
expected duration in teaching; marital status; number of children; academic year base
salary; time spent performing school related tasks; use of technology for teaching and
learning; effectiveness of school administration; and reasons for leaving previous school.
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Periodicity

The first administration of TFS was in the 1988-89 school
year with a sample from the 1987-88 SASS of about
2,500 teachers who had left teaching and 5,000 who were
still in teaching. The size of the sample is approximately
the same for every cycle of TFS. There have been three
more administrations of TFS, 1991-92 and 1994-95,
and 2000-2001. Each collection of TFS is a follow up to
the SASS sample of the previous year.

2. USES OF DATA

Data from TFS are used for a variety of purposes by
Congress, state education departments, federal agencies,
private school associations, teacher associations, and
educarional organizations. TFS can be used to address
issues related to teacher turnover. Leavers, movers, and
stayers can be profiled and compared in terms of teach-
ing qualifications, working conditions, attitudes toward
teaching, job satisfaction, salaries, benefits, and other
incentives and disincentives for remaining in or leaving
the teaching profession. TFS also provides a measure of
national teacher attrition in the various fields and up-
dates information on the education, other training, and
career paths of teachers. In addition, sampled teachers
can be linked to SASS data to determine relationships
between local district and school policies/practices, teacher
characteristics, and teacher attrition and retention.

3. KEY CONCEPTS

For additional terms, see the glossaries in TFS reports,
in particular Characteristics of Stayers, Movers, and Leavers:
Results from the Teacher Followup Survey: 1994-95 (NCES
97-450).

Leavers. Teachers who left the teaching profession in the
year after the last SASS administration.

Movers. Teachers who were still teaching in the year af-
ter the last SASS administration but had moved to a
different school.

Stayers. Teachers who were teaching in the same school
in the year after the last SASS administration as in the
year of the SASS administration.

Itinerant Teacher. An individual who teaches at more
than one school; for example, a music teacher who teaches
three days per week at one school and two days per week
at another.

4. SURVEY DESIGN

Target Population

The universe of elementary and secondary school teach-
ers who teach in public, private, public charter (as of
1999-2000), and BIA schools in the 50 states and the
District of Columbia in schools that had any of grades
1-12 during the school year of the last SASS administra-
tion. This population is divided into two components—
those who left teaching after that school year (former
teachers) and those who continued teaching (current teach-
ers).

Sample Design

TFS surveys a sample of teachers who were interviewed
in the previous SASS Teacher Survey. The TFS sample is
a stratified sample allocated to allow comparisons of
stayers, movers, and leavers by sector, experience, and
teaching level. The sample is stratified in the following
order: (1) Sector {public, private, and, as of the 2000-
2001 TFS, charter); (2) Teacher status (leavers, stayers,
movers, unknown); (3) Experience (new/experienced);
and (4) Teaching level (elementary, secondary).

Within each public TFS stratum, teachers who respond
to the previous SASS Teacher Survey are sorted by sub-
ject (i.e., the subject that the teacher teaches the most
classes in), Census region, urbanicity, school enrollment,
and SASS teacher control number. Within each private
TFS stratum, responding teachers are sorted by subject,
association membership (list frame), affiliation (area
frame), urbanicity, school enrollment, and SASS teacher
control number.

After they are sorted, teachers are selected within each
stratum using a probability proportional to size (pps) sam-
pling procedure. The measure of size is the teacher weight
for the previous SASS. (Note that the SASS teacher weight
used in 1993-94 did not include a teacher adjustment
factor—a ratio adjustment to the school questionnaire
report of teacher head counts—since the TFS sampling
needed to be completed before the SASS teacher weight
was finalized. See 1993-94 Schools and Staffing Survey:
Sample Design and Estimation, NCES 96-089.)

The 1994-95 TFS surveyed approximately 7,200 teach-
ers who had been interviewed in the 1993-94 SASS
Teacher Survey. (See chapter 4 for information on the
SASS sample design.) A total of 5,025 public school teach-
ers, 2,098 private school teachers, and 50 BIA school
teachers were selected, of whom 4,528, 1,751, and 44,
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respectively, were interviewed. The target sample sizes
for the 2000-2001 TFS include 4,900 stayers and 3,400
leavers.

Data Collection and Processing
The TFS is conducted using mailed questionnaires with
telephone follow up. The U.S. Bureau of the Census is

the collection agent.

Reference dates. Most data items refer to teacher status
at the time of questionnaire completion. Some items re-
fer to the past school year, past semester, past 12 months,
or the next school year.

Data collection. In September of the year of survey
administration, the Census Bureau mails teacher status
forms to schools that provided lists of teachers for the
previous SASS. On this form, the school principal (or
other knowledgeable staff member) is asked to report the
current occupational status of each teacher who was
sampled in the previous SASS by indicating whether he/
she is still at the school in a teaching or nonteaching
capacity, or left the school to teach elsewhere or for a
nonteaching occupation. If school staff indicate a sample
teacher has moved, the Census Bureau tries to obtain the
correct home address from the U.S. Postal Service.

The following January, the TFS questionnaires are mailed
to selected teachers and former teachers. The Question-
naire for Former Teachers is sent to sample persons
reported by school administrators as having left the teaching
profession. The Questionnaire for Current Teachers is
sent to sample persons who are reported as still teaching
at the elementary or secondary level. The questionnaires
are mailed to home addresses when available. Otherwise,
they are mailed to the sample teacher’s school as listed in
the previous SASS administration.

In February, the Census Bureau mails a second question-
naire to each sample person who did not return the first
questionnaire. Also, for those who returned the first form
and indicated that it does not apply to them (because
their status was incorrectly reported by their school in
the last SASS administration), the appropriate question-
naire is mailed to them at this time.

In late March, Census interviewers begin calling sample
persons who did not return a mail questionnaire. In ad-
dition to these nonresponse follow-up cases, some
“nonmailable” cases (cases with incomplete addresses)
are assigned for telephone follow up. If the interviewers
are unable to contact a sample teacher through a contact
person or through directory assistance, they call the sample

NCES HANDBOOK OF SURVEY METHODS

person’s school to obtain information about the person’s
current address or employer. Interviewers use the
Telephone Questionnaire for the Teacher Followup Sur-
vey to collect the data. This allows the data for current
and former teachers to be recorded on the same form.
Telephone follow up of nonrespondents is completed by
the end of the school year.

Editing. Questionnaires undergo several stages of edit-
ing. Upon receipt, clerks assign codes to each
questionnaire to indicate its status {e.g., complete inter-
view, refusal, deceased) and then perform a general clerical
edit that includes reviewing all entries for legibility and
making corrections. For the Questionnaire for Former
Teachers, clerks assign industry and occupation codes to
the respondent’s current job. For the Questionnaire for
Continuing Teachers, respondents teaching in a different
state are assigned a new state FIPS code.

Once the data are keyed, the next step is to make a
preliminary determination of each case’s interview
status—that is, whether it is an interview, a noninterview,
or out-of-scope for the survey. The data file is then
divided into two files: (1) former teachers (leavers) and
(2) current teachers (stayers and movers). Records classi-
fied as interviews in the preliminary interview status check
are then submitted to a series of computer edits: range
checks, consistency edits, and blanking edits. Next, the
records undergo a final edit to determine whether the
case is eligible for inclusion in the survey and, if so,
whether sufficient data have been collected for the case
to be classified as an interview. A final interview status
recode (ISR) value is then assigned to each case.

Estimation Methods
Estimates from TFS sample data are produced using
weighting and imputation procedures.

Weighting. The TFS weighting process includes adjust-
ment for nonresponse using respondents’ data and
adjustment of the sample totals to the frame totals to
reduce sampling variability. The exact formula for TFS
weight construction is provided in 1993-94 Schools and
Staffing Survey: Sample Design and Estimation (NCES 96—
089).

Imputation. In all administrations of TFS, all item miss-
ing values are imputed for records classified as interviews.
Values are imputed by using data from (1) other items on
the questionnaire or the previous SASS Teacher Survey
record for the same respondent, or (2) data from the
record for a respondent with similar characteristics
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(commonly known as the nearest neighbor “hot-deck”
method for imputing for item nonresponse).

Although most imputation is carried out through
compurer processing, there are some cases where entries
are clerically imputed for a few items. In these cases, the
daca record, the SASS teacher file record, and in some
cases, the questionnaire are reviewed, and an encry
consistent with the information from those sources is
imputed. This procedure is used when (1) there is not a
suitable record to use as adonor, (2) the computer method
produces an entry that is outside the acceptable range for
the item, or (3) there are very few cases where an item is
unanswered (usually less cthan 10).

Recent Changes

Changes between the 1994-95 and 2000-2001 TFS in-
clude new items added to measure the impact of
retirement policies on teacher supply and the addition of
items on general instructional practices across elemen-
tary, secondary, and combined schools, particularly as
they pertain to the use of computers and other technol-
ogy in schools. The teacher time use section was also
expanded to measure specific demands on teacher time.
In some cases, the number of response categories were
collapsed for the 2000-01 TFS in response to resules of
focus group analysis, and several items were slighdy al-
tered from the 1994-95 TFS to make them more
consistent with the comparable items from the 1999~
2000 SASS Teacher Questionnaire.

Future Plans

After a 6-year hiatus, SASS was fielded in 1999-2000,
and TFS in 2000-2001. Subsequent administrations are
scheduled on a 4-year cycle.

5. DATA QUALITY AND
COMPARABILITY

Sampling Error

Since the TFS sample is a proper subsample of the SASS
teacher sample, the SASS teacher replicates are used for
the TFS sample. See the discussion of sampling error
and variance estimation in chapter 4 on SASS. In the
case of TFS, the TFS basic weight for each TFS teacher
is multiplied by each of the SASS replicate weights (n=48
for the 1993-94 SASS; n=88 for the 19992000 SASS)
divided by the SASS teacher full-sample intermediate
weight for that teacher. To calcularte the replicate weights
which should be used for variance calculations, these TFS
replicate basic weights are processed through the remain-

der of the TFS weighting system.

Nonsampling Error
Coverage error. A potential bias may be introduced into

TFS because the TFS frame only includes teachers who
responded to SASS.

Nonresponse error.

Unit nonresponse. The total weighted response rate in the
1994-95 TFS was 91.6 percent. Rates were similar for
current and former teachers: 91.8 percent for current
teachers and 88.8 for former teachers. There was greater
variation by school type, with private schools generally
having lower response rates than public and BIA schools
(87.2 percent versus 92.3 and 99.5 percent, respectively).

Cumulacive overall response rates for TFS surveys are
the product of the SASS Teacher List response rate, the
SASS Teacher Survey response rate, and the TFS Teacher
response rate. (See table below.)

Table 3. Weighted response rates for 1993-94 SASS Teacher List, 1993-94 SASS Teacher Survey, 1994-95 TFS, and the

cumulative overall response rates

Sector ! Weighted percent of schools providing teacher lists
Public Private , for 'thc 1993-94 SASS Te'ac'hcr Survey.
- Weighted percent of eligible sample teachers
SASS Teacher List responding to the 1993-94 SASS Teacher Survey.
response rate' 95.0 91.0 3 This rate does not include the 5 percent of the
public schools that did not provide teacher lists.
SASS Teacher Survey 4 This rate does not include the 9 percent of the
response rate? *88.2 “80.2 private schools that did not provide teacher lists.
5 Includes stayers and movers.
Current Former Current Former § Weighted percent of eligible sample teachers re
teachers®  teachers teachers  teachers sponding to the 1994-95 Teacher Follow-up Survey.
Teacher Follow-up Survey
response rate® 925 89.2 87.2 87.6 SOURCE: Whitener, Gruber, Rohr, and Fondelier,
1994-95 Teacher Followup Survey Data File Users
Cumulative overall Manual Restricted-Use Version (NCES Working Pa-
response rate 77.5 74.7 63.6 63.9 per 1999-14).
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Item nonresponse. Several items in the 1994-95 TFS had
a response rate of less than 80 percent. In the Teacher
Followup Survey Questionnaire for Former Teachers, the
item asking years to retirement had a response rate be-
low 80 percent. In the Teacher Followup Survey
Questionnaire for Current Teachers, items with response
rates below 80 percent included one item on type of
certificate held in field, three items referring to before-
tax earning from teaching and other employment during
the summer of 1994, two items on jobs outside the school
system during the current school year, and an item on
the number of dependents other than spouse and

children.

Measurement error. Reinterviews were conducted for
the purpose of measuring response variance in the 1994—
95 TFS. The reinterview was conducted through two
reinterview questionnaires—one for mail cases and an-
other for telephone cases. Each questionnaire contained
a subset of questions from the original questionnaire.
Seventy-eight percent of the questions evaluated displayed
high response variance; only 5 percent displayed low re-
sponse variance (all but one of the 54 questions on teaching
methods had moderate or high response variance). This
reinterview study again confirmed that “mark all thac apply”
questions tend to be problematic. See Response Variance
in the 1994-95 Teacher Follow-up Survey (NCES Work-
ing Paper 98-13). A similar reinterview study is planned
for the 2000-01 TFS.

Data Comparability

Caution must be used in the interpretation of change esti-
mates between the TFS surveys prior to 1994-95 and those
of 1994-95 and later because of wording changes in the
TFS surveys.

6. CONTACT INFORMATION

For content information on TFS, contact:

Kathryn Chandler
Phone: (202) 5027486
E-mail: kathryn.chandler@ed.gov

Kerry Gruber
Phone: (202) 502-7349
E-mail: kerry.gruber@ed.gov

SASS e-mail: sassdata@ed.gov
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Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651
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Longitudinal Study of 1988 (NELS:88)

1. OVERVIEW

he National Education Longitudinal Study of 1988 (NELS:88) is the third

I major secondary education longitudinal survey sponsored by NCES. The first

two surveys—the National Longitudinal Study of the High School Class of

1972 (NLS-72) and the High School and Beyond (HS&B) Study—examined the educa-

tional, vocational, and personal development of young people, beginning in high school.

(See chapters 7 and 8 for descriptions of these studies.) NELS:88 provides new data

about critical transitions experienced by students from 8% grade through high school

and into postsecondary education or the workforce. It expands the knowledge base of

the two previous studies by surveying adolescents at an earlier age and following them
into the 21% century.

The NELS:88 base year survey included a national probability sample of 1,052 public
and private 8%-grade schools, with almost 25,000 participating students across the United
States. Three follow-up surveys were conducted at 2-year intervals from 1990 to 1994.
During 1994 (third follow up), most sample members were 2 years out of high school.
A fourth follow up was conducted in 2000. In addition to surveying and testing
students, NELS:88 gathered information from the parents of students, teachers, school
administrators, and high school transcripts.

Purpose

To (1) provide trend data about critical transitions experienced by young people as they
leave elementary school and progress through high school into postsecondary institu-
tions or the workforce, and (2) provide darta for trend comparisons with results of the

NLS-72 and HS&B studies.

Components

NELS:88 has collected survey data from students, dropouts, parents, teachers, and
school administrators. Supplementary information has been gathered from high school
transcripts and course-offering data provided by the schools, a Base Year Ineligible
Study, and a High School Effectiveness Study. The various components are described
below.

Base Year Survey. The base year survey was conducted during the spring school term
in 1988, and included the following:

Student Questionnaire (8*-Grade Questionnaire). Students were asked to fill out a ques-
tionnaire that included items on their home background, language use, family, opinions
about themselves, plans for the future, job and chores, school life, schoolwork, and
activities. Students also completed a series of curriculum-based cognitive tests in four
achievement areas—reading, mathematics, science, and social studies (history/government).

LONGITUDINAL
SAMPLE SURVEY
OF THE 8'-GRADE
CLASS OF 1988;
BASE-YEAR
SURVEY AND FOUR
FOLLOW UPS
THROUGH 2000

NELS:88 collected
data from:

» Students and
dropouts

» School
administrators

» Teachers
» Parents

» High school
transcripts

» High school
course offerings

» High School
Effectiveness
Study
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Parent Questionnaire. One parent of each student com-
pleted a questionnaire requesting information about both
parents’ background and socioeconomic characteristics,
aspirations for their children, family willingness to com-
mit resources to their children’s education, the home
educational support system, and other family character-
istics relevant to achievement.

Teacher Questionnaire. A teacher questionnaire was
administered to selected 8™-grade teachers responsible
for instructing sampled students in two of the four test
subjects—mathematics, science, English, and social
studies. The questionnaire collected information in three
areas: teachers’ perceptions of the sampled students’
classroom performances and personal characteristics; cur-
riculum content of areas taught; and teachers’ background
and activities. Two teachers responded for each student.

School Administrator Questionnaire. Completed by an
official in the participating school, this questionnaire
collected information about school, student, and teacher
characteristics; school policies and practices; the school’s
grading and testing structure; school programs and facili-
ties; parent involvement in the school; and school climate.

First Follow-up Survey. The first follow-up survey was
conducted in spring 1990. It collected information from
students, teachers, and school administrators, but not
parents. The student sample was freshened to be nation-
ally representative of students enrolled in the 10* grade
in spring 1990. In addition, three new components were
initiated: the Dropout Questionnaire, the Base Year
Ineligible (BYT) Study, and the High School Effectiveness
Study (HSES).

Students were again requested to complete a question-
naire and take cognitive tests. The Student Questionnaire
collected background information and asked students
about such topics as their school and home environments,
participation in classes and extracurricular activities, cur-
rent jobs, goals and aspirations, and opinions about
themselves. Dropouts were asked similar questions in a
separate Not Currently In School Questionnaire (or Drop-
our Questionnaire), which also requested specific
information about reason(s) for leaving school and
experiences in and out of school. Dropouts were also
given cognitive tests.

School administrators provided information about their
high schools in the School Administrator Questionnaire,
and two teachers for each student completed the Teacher
Questionnaire. There were different Teacher Question-
naires for English, mathematics, science, and history. The

School Administrator and Teacher Questionnaires
provided information about school administration, school
programs and services, curriculum and instruction, and
teachers’ perceptions about their students’ learning.

Second Follow-up Survey. The second follow-up sur-
vey, conducted in 1992, repeated all components of the
first follow-up study and reinstated the Parent Question-
naire. The student sample was again freshened to be
nationally representative of students enrolled in the 12
grade in spring 1992. A new Transcript Study provided
archival data on the academic experience of high school
students. Students in high schools designated in the first
follow up for HSES were surveyed and tested again in
both the main second follow-up survey and a separate
HSES survey.

As in the previous waves, students were asked to
complete a questionnaire and cognitive tests. The cogni-
tive tests were designed to measure 12%-grade achievement
and cognitive growth between 1988 and 1992 in math-
ematics, science, reading, and social studies (history/
citizenship/geography). The questionnaire asked students
abour such topics as academic achievement; perceptions
about their curricula and schools; family structures and
environments; social relations; and aspirations, attitudes,
and values relating to high school, occupations, and
postsecondary education. The Student Questionnaire also
contained an Early Graduate Supplement, which asked early
graduates to document the reasons for and circumstances
of their early graduation. Students who were first-time
participants in NELS:88 completed a New Student Supple-
ment, containing basic demographic items requested in
the base year but not repeated in the second follow up.
First follow-up dropouts were resurveyed and retested.
School administrators completed the School Administra-
tor Questionnaire, and one mathematics or science teacher
for each student completed the Teacher Questionnaire.

Third Follow-up Survey. The third follow-up survey,
conducted in 1994, contained only the Student Ques-
tionnaire, which collected information on issues of
employment and postsecondary education. Specific con-
tent areas included academic achievement; perceptions
and feelings about school and/or job; work experience
and work-related training; application and enrollment in
postsecondary education institutions; sexual behavior,
marriage, and family; and values, leisure time activities,
volunteer activities, and voting behavior.

Fourth Follow-up Survey. The fourth follow-up survey,
conducted in 2000, contained only the Student Ques-
tionnaire, which collected information on issues of
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employment and postsecondary education. Specific con-
tent areas included academic achievement; perceptions
and feelings about school and/or job; work experience
and work-related training; application and enrollment in
postsecondary education institutions; sexual behavior,
marriage, and family; and values, leisure time activities,
volunteer activities, and voting behavior.

Supplemental Studies. The following supplemental
studies were conducted during the course of the NELS:88
project:

Base Year Ineligible (BYI) Study. The BYI Study was added
to the first follow-up survey to ascertain the status of
students who were excluded from the base year survey
due to a language barrier or physical or mental disability
that precluded them from completing a questionnaire and
cognitive tests. Any students found to be eligible at this
time were included in the follow-up surveys.

Followback Study of Excluded Students (FSES). This study—
a part of the second follow-up survey—was a continuation

of the first follow-up Base Year Ineligible Study.

Transcript Study. This study collected high school
transcripts during the second follow-up survey. Complete
transcript records were collected for (1) students attend-
ing sampled schools in spring 1992; (2) dropouts (including
those in alternative programs) and early graduates; and
(3) sample members who were ineligible for any wave of
the survey due to mental or physical disability or
language barriers.

High School Effectiveness Study (HSES). To facilitate
longitudinal analysis at the school level, a School Effects
Augmentation was implemented in the first follow-up
survey to provide a valid probability sample of 10*-grade
schools. From the pool of NELS:88 first follow-up schools,
a probability subsample of 251 urban and suburban schools
in the 30 largest Metropolitan Statistical Areas was
selected for the HSES; 248 of these schools were final
HSES participants in the first follow up. The NELS:88
national or “core” student sample in these schools was
augmented to obtain a within-school representative
student sample large enough to support school effects
research (e.g., the effects of school policies and practices
on students). These schools and students were followed
up in 1992—when the majority of the students were in
12% grade—as part of both the main NELS:88 second
follow-up survey and the HSES survey. The HSES also
provided a convenient framework for a constructed
response testing experiment in 1992. The test contained
four questions that required students to derive answers
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from their own knowledge and experience (e.g., write an
explanation, draw a diagram, solve a problem). Math-
ematics tests were assigned to half of the schools that
were willing to commit the extra time required for such
testing; the other half were assigned science tests. The
second follow-up HSES was also enhanced by the collec-
tion of curriculum offerings in the Course Offerings
Component. (See below.)

Course Offerings Component. This component was added
to the second follow up to provide curriculum data that
can serve as a baseline for studying student outcomes.
Course offerings were collected from the HSES schools.
(See above.) These data illuminate trends when contrasted
to the transcript studies conducted as part of the 1982
HS&B and the 1987, 1990, 1994, and 1998 National
Assessment of Educational Progress.

Periodicity

Biennial from 1988 to 1994. A fourth follow up was
conducted in 2000. A Base Year Ineligible Study was
conducted in 1990 as part of the first follow up; a
continuation study, the Followback Study of Excluded
Students, was conducted in 1992 as part of the second
follow up. A High School Effectiveness Study was
conducted in the first and second follow ups. A Tran-
script Study was implemented in the second follow up.

2. USES OF DATA

The NELS:88 project was designed to provide trend data
about critical transitions experienced by students as they
leave elementary school and progress through high school
and into postsecondary education or the workforce. Its
longitudinal design permits the examination of changes
in young people’s lives and the role of school in promot-
ing growth and positive life outcomes. The project collects
policy-relevant data about educational processes and out-
comes, early and late predictors of dropping out, and
school effects on students’ access to programs and equal
opportunity to learn. These data complement and
strengthen state and local efforts by furnishing new infor-
mation on how school policies, teacher practices, and
family involvement affect student educational outcomes
(e.g., academic achievement, persistence in school, and
participation in postsecondary education).

NELS:88 data can be analyzed in three ways: cross-wave,
cross-sectional, and cross-cohort (by comparing NELS:88
findings with those of the NLS-72 and HS&B studies).
By following young adolescents at an earlier age (8" grade)
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and into the 21* century, NELS:88 expands the base of
knowledge established in the NLS-72 and HS&B stud-
ies. NELS:88 first follow-up data provide a comparison
point to high school sophomores 10 years eatlier, as stud-
ied in HS&B. Second follow-up data allow trend
comparisons of the high school class of 1992 with the
1972 and 1980 seniors studied in the NLS-72 and HS&B
studies, respectively. The third follow up allows compari-
sons with NLS-72 and HS&B related to postsecondary
outcomes. The three studies together provide measures
of educational atrainment in the United States and rich
resources for studying the reasons for and consequences
of academic success and failure.

More specifically, NELS:88 darta can be used to investigate:

b transitions from elementary to secondary school: how students
are assigned to curricular programs and courses; how such
assignments affect their academic performance as well as
future career and postsecondary education choices;

¥ academic growth over time: family, community, school, and
classroom factors that promote growth; school classroom
characteristics and practices that promote learning; effects
of changing family composition on academic growth;

P features of effective schooks: school attributes associated with
student academic achievement; school effects analyses;

» dropout process: contextual facrors associated with dropping
out; movement in and out of school, including alternative

high school programs;
¥ role of the school in belping the disadvantaged: school

experiences of the disadvantaged; approaches that hold
the greatest potential for helping them;

¥ school experiences and academic performance of language
minority students: variation in achievement levels; bilingual
education needs and experiences;

¥ attracting students to mathematics and science: math and
science preparation received by students; student interest
in these subjects; encouragement by teachers and school to
study advanced mathematics and science; and

Y transitions from high school to college and postsecondary access/
choice: planning and application behaviors of the high
school class of 1992; subsequent enrollment in
postsecondary institutions.

3. KEY CONCEPTS

Some of the key terms related to NELS are defined below.

Cognitive Test Battery. Cognitive tests measuring
student achievement in mathematics, reading, science,
and social studies (history/citizenship/geography) were
administered in the base year, first follow up, and second
follow up. The contents was as follows: (1) reading (21
items, 21 minutes); (2) machematics (40 items, 30 min-
utes); (3) sciences (25 items, 20 minutes); and (4) social
studies (30 items, 14 minutes—the base year test included
history and government items, the first and second
follow-up tests included history, citizenship, and

geography items).

Socioeconomic Status (SES). A composite variable
constructed from five questions on the Parent Question-
naire: father’s education level, mother’s education level,
father’s occupation, mother’s occupation, and family in-
come. When all parent variables were missing, student
daca were used to compute socioeconomic status, substi-
tuting household items (e.g., dictionary, computer, more
than 50 books, washing machine, calculator) for the
family income variable. There are separate SES variables
derived from parent data in the base year and the second
follow up. The database also included variables for SES

quartiles.

Dropout. Used both to describe an event (leaving school
before graduating) and a starus (an individual who was
not in school and not a graduate at a defined point in
time). The NELS:88 “cohort dropout rate” is based on a
measurement of the enrollment status of 1988 8" graders
2 and 4 years later (in spring 1990 and spring 1992) and
of 1990 sophomores 2 years later (in spring 1992). For a
given point in time, a respondent is considered to be a
dropout if he/she had not graduated from high school or
attained an equivalency certificate and had not attended
high school for 20 consecutive days (not counting
excused absences). Transferring to another school is not
regarded as a dropout event, nor is delayed graduation if
a student was continuously enrolled bur took an
additional year to complete high school. A person who
dropped out of school may have returned later and
graduated. This person would be considered a “dropout”
at the time he/she initially left school and a “stopout” at
the time he/she returned to school.
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L
4. SURVEY DESIGN

Target Population

Students enrolled in the 8" grade in “regular” public and
private schools located in the 50 states and the District
of Columbia during the spring 1988 school term. The
sample was freshened in both the first and second follow
ups to provide valid probability samples that would be
nationally representative of 10% graders in spring 1990
and 12* graders in spring 1992. The NELS:88 project
excludes the following types of schools: Bureau of Indian
Affairs schools, special education schools for the handi-
capped, area vocational schools that do not enroll students
directly, and schools for dependents of U.S. personnel
overseas. The following students are also excluded:
mentally handicapped students and students not profi-
cient in English, for whom the NELS:88 tests would be
unsuitable; and students having physical or emotional
problems that would make participation in the survey
unwise ot unduly difficult. However, a Base Year Ineli-
gible Study (in the first follow up) and a Followback Study
of Excluded Students (in the second follow up) sampled
excluded students and added those no longer considered
ineligible to the freshened sample of the first and second
follow ups, respectively.

Sample Design

NELS:88 was designed to follow a nationally representa-
tive longitudinal component of students who were in the
8% grade in spring 1988. It also provides a nationally
representative sample of schools offering 8* grade in 1988.
In addition, by freshening the student sample in the first
and second follow ups, NELS:88 provides nationally rep-
resentative populations of 10% graders in 1990 and 12
graders in 1992. To meet the needs for cross-sectional,
longitudinal, and cross-cohort analyses, NELS:88 involved
complex research designs, including both longitudinal and
cross-sectional sample designs.

Base Year Survey. In the base year, students were
selected using a two-stage stratified probability design,
with schools as the first-stage units and students within
schools as the second-stage units. From a national frame
of about 39,000 schools with 8" grades, a pool of 1,032
schools was selected through stratified sampling with prob-
ability of selection proportional to their estimated
8*.grade enrollment; private schools were oversampled
to assure adequate representation. A pool of 1,032
replacement schools was selected by the same method to
be used as substitutions for ineligible or refusal schools
in the initial pool. A toral of 1,057 schools cooperated in
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the base year; of these, 1,052 schools (815 public and
237 private) contributed usable student data. The
sampling frame for NELS:88 was the school database
compiled by Quality Education Data, Inc. of Denver,
Colorado, supplemented by racial/ethnic data obtained
from the U.S. Office for Civil Rights and school district

personnel.

Student sampling produced a random selection of 26,435
8% graders in 1988; 24,599 participated in the base year
survey. Hispanic and Asian/Pacific Islander students were
oversampled. Within each school, approximately 26
students were randomly selected (typically, 24 regularly
sampled students and 2 oversampled Hispanic or Asian/
Pacific Islander students). In schools with fewer than 24
8% graders, all eligible students were selected. Potential
sample members were considered ineligible and excluded
from the survey if disabilities or language barriers were
seen as obstacles to successful completion of the survey.
The eligibility status of excluded members was reassessed
in the first and second follow ups. (See below.)

First Follow-up Survey. There were three basic objec-
tives for the first follow-up sample design. First, the sample
was to include approximately 21,500 students who were
in the 8%-grade sample in 1988 (including base year
nonrespondents), distributed across 1,500 schools.
Second, the sample was to constitute a valid probability
sample of all students enrolled in the 10* grade in spring
1990. This entailed “freshening” the sample with students
who were 10% graders in 1990 but who were not in the
8% grade in spring 1988 or who were our of the country
at the time of base-year sampling. The freshening proce-
dure added 1,229 10* graders; 1,043 of this new group
were found to be eligible and were retained after final
subsampling for the first follow-up survey. Third, the first
follow up was to include a sample of students who had
been deemed ineligible for base-year data collection due
to physical, mental, or linguistic barriers to participa-
tion. The Base Year Ineligible Study reassessed the
eligibility of these students so that those able to take part
in the survey could be added to the first follow-up
student sample. Demographic and school enrollment in-
formation was also collected for all students excluded in
the base year, regardless of their eligibility status for the
first follow up.

While schools covered in the NELS:88 base year survey
were representative of the national population of schools
offering the 8 grade, the schools in the first follow up
were not representative of the national population of high

schools offering the 10* grade. By 1990, the 1988 8*
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graders had dispersed to many high schools, which did
not constitute a national probability sample of high
schools. To compensate for this limitation, HSES was
designed to sustain analyses of school effectiveness
issues; HSES was conducted in conjunction with the first
follow up. From the pool of participating first follow-up
schools, a probability subsample of 251 urban and
suburban schools in the 30 largest Metropolitan Statisti-
cal Areas was designated as HSES schools. The NELS:88
core student sample was augmented to obtain a within-
school representative student sample large enough to
support school effects research. The student sample was
increased in HSES schools by an average of 15 students
to obtain within-school student cluster sizes of approxi-
mately 30 students.

Second Follow-up Survey. The second follow-up sample
included all students and dropouts selected in the first
follow up. From within the schools attended by the sample
members, 1,500 12%-grade schools were selected as
sampled schools. Of these, the full complement of com-
ponent activities occurred in 1,374 schools. For students
attending schools other than those 1,374 schools, only
the Student and Parent Questionnaires were administered.
As in the first follow up, the student sample was aug-
mented through freshening to provide a representative
sample of students enrolled in the 12% grade in spring
1992. Freshening added into the sample 243 eligible 12
graders who were not in either the base year or first fol-
low-up sampling frames. Schools and students designated
for the HSES in the first follow up were followed up
again—as part of both the NELS:88 second follow-up
national survey and the HSES survey. The Followback
Study of Excluded Students was a continuation of the
first follow-up Base Year Ineligible Study. In addition,
two new components—the Transcript Study and the
Course Offerings Component—were added to the sec-
ond follow up.

Third Follow-up Survey. The third follow-up student
sample was created by dividing the second follow-up
sample into 18 groups based on students’ response
history, dropout status, eligibility status, school sector
type, race, test scores, socioeconomic status, and fresh-
ened status. Each sampling group was assigned an overall
selection probability. Cases within a group were selected
such that the overall group probability was met, but the
probability of selection within the group was proportional
to0 each sample member’s second follow-up design weight.
Assigning selection probabilities in this way reduced the
variability of the third follow-up raw weights and conse-

quently increased the efficiency of the resulting sample
from 40.1 percent to 44.0 percent.

Fourth Follow-up Survey. The fourth follow-up student
sample was the same as the third follow-up student
sample.

Data Collection and Processing

NELS:88 compiled data from five primary sources:
students, parents, school administrators, teachers, and
high school administrative records (transcripts, course
offerings, and course enrollments). Data collection
efforts for the base year through third follow up extended
from spring 1988 to summer 1994. Self-administered
questionnaires, cognitive tests, and telephone or personal
interviews were used to collect the data. The follow-up
surveys involved extensive efforts to locate and collect
data from sample members who were school dropouts,
school transfers, or otherwise mobile individuals. Cod-
ing and editing conventions adhered as closely as possible
to the procedures and standards previously established
for the NLS-72 and HS&B. The National Opinion Re-
search Center (NORC) at the University of Chicago was
the prime contractor for the NELS:88 project from base
year through the third follow up, but Research Triangle
Institute conducted the fourth follow up.

Reference dates. In the base year survey, most ques-
tions referred to the student’s experience up to the time
of administration in spring 1988. In the follow ups, most
questions referred to experiences that occurred between
the previous survey and the current survey. For example,
the second follow up largely covered the period between
1990 (when the first follow up was conducted) and 1992
{(when the second follow up was conducted).

Data collection. Prior to each survey, it was necessary
to secure a commitment to participate in the study from
the administrator of each sampled school. For public
schools, the process began by contacting the Council of
Chief State School Officers and the officer in each state.
Once approval was gained at the state level, contact was
made with District Superintendents and then with school
principals. For private schools, the National Catholic
Educational Association and the National Association of
Independent Schools were contacted for endorsement of
the project, followed by contact of the school principals.
The principal of each cooperating school designated a
School Coordinator to serve as a liaison between NORC
staff and selected respondents—students, parents, teach-
ers, and the school administrator. The School Coordinator
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(most often a guidance counselor or senior teacher)
handled all requests for data and materials, as well as all
logistical arrangements for student-level data collection
on the school premises. Coordinators were asked to iden-
tify scudents whose physical or learning disabilities or
linguistic deficiencies would preclude participation in the
survey and to classify all eligible scudents as Hispanic,
Asian-Pacific Islander, or “other” race.

For the base year through second follow-up surveys, Scu-
dent Questionnaires and test barceries were primarily
administered in group sessions at the schools on a sched-
uled Survey Day. The sessions were monitored by NORC
field staff, who also checked the questionnaires for miss-
ing data and attemprted data retrieval while the students
were in the classroom. Makeup sessions were scheduled
for scudents who were unable o attend the first session.
In the first and second follow ups, off-campus sessions
were used for dropouts and for sample members who
were not enrolled in a firsc follow-up school on Survey
Day. The School Administrator, Teacher, and Parent
Questionnaires were self-administered. NORC followed
up by telephone with individuals who had not returned
their questionnaires by mail within a reasonable amount
of time.

The first follow-up data collection required intensive trac-
ing efforts to locate base-year sample members who, by
1990, were no longer in their 8*-grade schools but had
dispersed to many high schools. Also, in order to derive
a more precise dropout rate for the 1988 8*-grade
cohort, a second data collection was undertaken 1 year
later, in spring 1991. Ac this time, an attempt was made
to administer questionnaires—by telephone or in per-
son—to sample members who had missed darta collection
ac their school or who were no longer enrolled in school.
The first follow up also included a Base Year Ineligible
(BYI) Study, which surveyed a sample of students consid-
ered ineligible in the base year due to linguistic, mental,
or physical deficiencies. The BYI Study sought to deter-
mine if eligibility status had changed for the excluded
scudents so that newly eligible students could be added to

the longitudinal sample. If an excluded student was now

eligible, an abbreviated Student Questionnaire or a Drop-
out Questionnaire was administered, as appropriate. For
those students who were still ineligible, their school en-
rollment status was ascertained and basic information
about their sociodemographic characteristics was recorded.

Tracing efforts continued in the second and third follow
ups. In the second follow up (conducted in 1992), previ-
ously excluded students were surveyed through the
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Followback Study of Excluded Students. The second
follow up also collected transcripts, course offerings, and
course enrollments from the high schools; reminder
postcards were senct to principals who did not respond
within a reasonable period. Data collection for HSES
was conducted concurrently with the collection for che
second follow up. Because of the overlap in school and
student samples, survey inscruments and procedures for
HSES were almost identical to those used in the main

NELS:88 survey.

By 1994, when the third follow up was conducted, most
sample members had graduated from high school and it
was no longer feasible to use group sessions to adminis-
ter Student Questionnaires. Instead, the dominant form
of dara collection was one-on-one administration through
compurter-assisted telephone interviewing (CATI). In-
person interviews were used for sample members who
required intensive in-person locating or refusal conver-
sion. Only the Student Questionnaire was administered

in the third follow up.

By 2000, when the fourch follow up was conducted, most
sample members who attended college and cechnical
schools had completed their postsecondary educarion.
The survey was conducted primarily by computer-assisted
telephone interviewing,.

Processing. Data processing activities were quite
similar for the base year survey and the first and second
follow ups. An initial check of student documents for
missing data was performed on-site by NORC staff so
that daca could be retrieved from the students before they
lefc the classroom. Special attention was paid to a list of
“critical items.” Once the questionnaires and tests were
received at NORC, they were again reviewed for com-
pleteness, and a final disposition code was assigned to
the case indicating which documents had been completed
by the sample member. Postsecondary institutions reported
by the student were coded using the standard Integrated
Postsecondary Education Data System (IPEDS) codes.
Data entry for both Scudent Questionnaires and cogni-
tive tests was performed through optical scanning. New
Student Supplements and Dropout Questionnaires were
converted to machine-readable form using key-to-disk
methods. All cognitive tests were photographed onto
microfilm for archival storage.

In the third follow up, a CATI system captured the data
at the time of the interview. The system evaluated the
responses to completed questions and used the results to
route the interviewer to the next appropriate question.
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The CATI program also applied the customary edits,
described below under “Editing.” At the conclusion of
an interview, the completed case was deposited in the
database ready for analysis. There was minimal post-data
entry cleaning because the interviewing module itself con-
ducted the majority of necessary edit checking and
conversion functions.

Verbatim responses were collected in the third follow up
for a number of items, including occupation and major
field of study. When respondents indicated their occupa-
tion, the CATI interviewers recorded the verbatim
response. The system checked the response using a key-
word search to match it to a subset of standard industry
and occupation codes, and then presented the interviewer
with a set of choices based on the keyword matches. The
interviewer chose the option which most closely matched
the information provided by the respondent, probing for
additional information when necessary. Quality control
was ensured by a reading and recoding, if necessary, of
the verbatim responses by professional readers.

Editing. In the base year through second follow-up
surveys, detection of out-of-range codes was completed
during scanning or data entry for all closed-ended
questions. Machine editing was used to: (1) resolve
inconsistencies between filter and dependent questions;
(2) supply appropriate missing data codes for questions
left blank (e.g., legitimate skip, refusal); (3) detect illegal
codes and convert them to missing data codes; and (4)
investigate inconsistencies or contradictions. Frequen-
cies and crosstabulations for each variable were inspected
before and after these steps to verify the accuracy and
appropriateness of the machine editing. Items with un-
usually high nonresponse or multiple responses were
further checked by verifying the responses on the ques-
tionnaire. A final editing step involved recoding Student
Questionnaire responses for some items to the codes for
the same items in earlier NELS:88 waves or in HS&B.
Once this was done, codes that differed on the Dropout
Questionnaire were recoded to coincide with the codes
used for Student Questionnaire responses.

In the third follow up, machine editing was replaced by
the interactive edit capabilities of the CATI system, which
tested responses for valid ranges, data field size, data type
(numeric or text), and consistency with other answers or
data from previous rounds. If the system detected an
inconsistency because of an interviewer’s incorrect entry,
or if the respondent simply realized that he or she made
a reporting error earlier in the interview, the interviewer
could go back and change the earlier response. As the

new response was entered, all of the edit checks
performed at the first response were again performed.
The system then worked its way forward through the
questionnaire using the new value in all skip instructions,
consistency checks, and the like until it reached the first
unanswered question, and control was then returned to
the interviewer. When problems were encountered, the
system could suggest prompts for the interviewer to use
in eliciting a better or more complete answer.

Estimation Methods

Sample weighting is required that NELS:88 data are
representative. Imputation for missing nonresponses,
however, has not yet been systematically provided for
data analysis.

Weighting. Weighting is used in NELS:88 data analysis
to accomplish a number of objectives, including: (1) to
expand counts from sample data to full population levels;
(2) to adjust for differential selection probabilities (e.g.,
the oversampling of Asian and Hispanic students); (3) to
adjust for differential response rates; and (4) to improve
representativeness by using auxiliary information. Mul-
tiple “final” (or nonresponse-adjusted) weights have been
provided for analyzing the different populations that
NELS:88 data represent (i.e., base year schools; 8* grad-
ers in 1988 and 2, 4, and 6 years later; 1990 sophomores;
1992 seniors). Weights should be used together with the
appropriate flag in order to analyze the sample for a
particular targeted population.

Weights have not been constructed for all possible
analytic purposes. In cases where no specific weight is
available, existing weights may provide reasonable
approximations. For instance, base year parent and
cognitive test completion rates were so high relative to
student questionnaire completion that the student weight
can be used for them with minimal bias.

NELS:88 weights were calculated in two steps: (1) unad-
justed weights were calculated as the inverse of the
probabilities of selection, taking into account all stages
of the sample selection process; and (2) these initial
weights were adjusted to compensate for nonresponse,
typically carried out separately within multiple weighting
cells. For detailed discussions of the calculation of weights
for each wave, users are referred to the methodology
reports for the individual surveys.

Scaling (item response theory). Item response theory
(IRT) was used to calibrate item parameters for all cogni-
tive test items administered to students in NELS:88
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assessments. The tests conducted in each NELS:88
survey generated achievement measures in standardized
scores, and grade 12 mathematics scores equivalent to
those in the National Assessment of Educational Progress
(NAEP) surveys, among others. For detail about IRT-
based cognitive test design, see chapter 20.

Imputation. NELS:88 surveys have not involved large-
scale imputation of missing data. Only a few variables
have been imputed: student’s sex, race/ethnicity, and school
enrollment status. For example, when sex was missing in
the data file, the information was looked for on earlier
school rosters. If it was still unavailable after this review,
sex was assumed from the sample member’s name (if
unambiguous). As a final resort, sex was randomly as-

signed.

5. DATA QUALITY AND
COMPARABILITY

A number of studies have been conducted to address
data quality issues relating to the NELS:88 project. Dur-
ing the course of data collection and processing,
systematic efforts were made to monitor, assess, and
maximize data quality. Subsequent studies were conducted
to evaluate the data quality in comparison with eatlier
longitudinal surveys.

Sampling Error

Because the NELS:88 sample design involved stratifica-
tion, disproportionate sampling of certain strata, and
clustered (i.e., multistage) probability sampling, the
calculation of exact standard errors (an indication of
sampling error) for survey estimates can be difficult and
expensive. NORC used the Taylor Series procedure to
calculate the standard errors for NELS:88 estimates.

Standard errors and design effects for about 30 key vari-
ables in each NELS:88 wave from the base year through
the second follow up were calculated using SUDAAN
software. These can be used to approximate the standard
errors if users do not have access to specialized software.

Design effects. A comparative study of design effects
across NELS:88 waves and between NELS:88 and HS&B
was done. When comparing NELS:88 base year student
questionnaire data to the results from HS&B—the 30
variables from the NELS:88 student questionnaire were
selected to overlap as much as possible with those vari-
ables examined in HS&B—the design effects indicate
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that the NELS:88 sample was slightly more efficient than
HS&B. The smaller design effects in the NELS:88 base
year may reflect its smaller cluster size (24 students plus,
on average, two oversampled Hispanics and Asian from
each NELS:88 school versus the 36 sophomore and 36
senior selections from each HS&B school). The mean
design effect for base year students is 2.54.

In the comparative study of design effects across NELS:88
waves, the design effects in the first follow up were some-
what higher than those of the base year, a result of the
subsampling procedures used for the first follow up. The
mean design effect for 1* follow up students and drop-
outs is 3.80. The conditional design effects in the 2™
follow up are lower than those in the 1* follow up, but
higher than those in the base year. The conditional mean
design effect for 2™ follow up students and dropouts is
3.71. (See NELS:88 Base Year Through Second Follow-up
Final Methodology Report, NCES Working Paper 98-06.)

Nonsampling Error

Coverage error. Exclusion and undercoverage of certain
groups of schools and students in NELS:88 generated
coverage error. In the base year survey, for example,
students who had linguistic, mental, or physical obstacles
were excluded from the study. Consequently, the national
populations for such student groups were not fully
covered by the sample.

To correct this coverage bias, a Base Year Ineligible (BYI)
Study collected eligibility information for 93.9 percent
of the sample members excluded in the base year survey.
For those who were reclassified as eligible in the BYI
Study, Student or Dropout Questionnaires were admin-
istered in person or over the telephone during the first
follow up. Cognitive tests were also administered 1o a
small percentage of these students. For students who
remained ineligible, school enrollment status and other
key characteristics were obtained. The BYI Study
permitted an evaluation of coverage bias in NELS:88
and a means of reducing undercoverage by identifying
newly eligible students who could then be added into the
sample to ensure cross-sectional representativeness. This
effort also provided a basis for making corrected
dropout estimates, taking into account both 1988-eligible
and 1988-ineligible 8% graders 2 years later. For details
on the BYI Study, see Sample Exclusion in NELS:88: Char-
acteristics of Base Year Ineligible Students; Changes in
Eligibility Status After Four Years (NCES 96-723).

Nonresponse error. Both unit nonresponse
(nonparticipation in the survey by a sample member)
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and item nonresponse (missing value for a given
questionnaire/test item) have been evaluated in NELS:88
dara.

Unit nonresponse. In the NELS:88 base year survey the
initial school response rate was 69 percent. This low rate
prompted a follow-up survey to collect basic characteris-
tics from a sample of the nonparticipating schools. These
data were then compared to the same characteristics
among the participating schools to assess the possible
impact of response bias on the survey estimates. The
school-level nonresponse bias was found to be small to
the extent that schools could be characterized by size,
control, organizational structure, student composition,
and other factors. Bias ac the school level was not
assessed for the follow-up surveys because (1) sampling
for the first and second follow ups was student-driven
(i.e., the schools were identified by following student
sample members) and the third follow up did not involve
schools; and (2) school cooperation rates were very high
(up to 99 percent). Even if a school refused to cooperate,
individual students were pursued outside of school
(although school context data were not collected). The
student response rates are shown in the table below.

Student-level nonresponse analysis was conducted with a
focus on panel nonresponse since a priority of the NELS:88
project is to provide a basis for longitudinal analysis.
Nonresponse was examined for the 8"-grade and 10*-
grade cohorts. Any member of the 8*-grade cohort who
did not complete a survey in three rounds (base year,
first follow up, and second follow up) and any member in
the 10*-grade cohort who did not complete a survey in

the second and third rounds (first and second follow ups)
was considered a panel nonrespondent for that cohort.
Panel nonresponse to cognitive tests in the two cohorts
were defined the same way. The nonresponse rate was
defined as the proportion of the selected students
(excluding deceased students) who were nonrespondents
in any round in which data were collected.

Nonresponse rates for both cohorts were calculated by
school- and student-level variables that were assumed to
be stable across survey waves (e.g., sex and race). These
variables allowed comparison between participants and
nonparticipants even though the dara for the latter were
missing in some rounds. Estimates were made with both
weighted and unweighted data. The weight used was the
second follow-up raw panel weight (not available in the
public release data set). About 18 percent of the 8*-grade
cohort and 10 percent of the 10%-grade cohort were sur-
vey nonrespondents at one or more points in time.
Approximately 43 percent of the 8*-grade cohort and 35
percent of the 10%-grade cohort did not complete one or
more cognitive tests in their rounds of testing.

Nonresponse bias was calculated as the difference in the
estimates between the respondent and all selected stu-
dents. On the whole, the analysis revealed only small
discrepancies between the two cohorts. Bias estimates
were higher, however, for the 8"-grade cohort than for
the 10*-grade cohort because of the 8*-grade cohort’s
more stringent definition of participation. The discrep-
ancies berween cognitive test completers and
noncompleters were larger than between survey partici-
pants and nonparticipants; this pattern held for both

Table 4. Unit level and overall level weighted response rates for selected NELS:88 student populations

Population Unit level weighted response rate
Base year Base year
1% level 2" |evel 1* follow up 2" follow up 3 follow up
Interviewed students *63.7 934 91.1 91.0 90.9
Tested students *63.7 90.2 94.1 76.6 t
Dropouts *63.7 t 91.0 88.0 t
Tested dropouts *63.7 t 48.6 41.7 t
Overall level weighted response rate
Base year Base year
1% level 2™ level 1+ follow up 2™ follow up 3" follow up
Interviewed students *63.7 59.4 58.0 58.0 57.9
Tested students *63.7 57.5 59.9 374 t
Dropouts *63.7 t 58.0 56.1 t
Tested dropouts *63.7 t 31.0 26.6 t

*Unweighted response rate
tNot applicable

SOURCE: Seastrom, Salvucci, Walter, and Shelton (forthcoming), A Review of the Use of Response Rates at NCES.
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cohorts. In brief, the magnitude of the bias was generally
small—few percentage estimates were off by as much as
2 percent in the 8®-grade cohort and 1 percent in the
10%-grade cohort. Such bias reflects the raw weight. The
nonresponse-adjusted weight should correct for differ-
ences by race and sex to produce correct population
estimates for each subgroup.

Further analysis was done using several other student and
school variables. The results showed rather similar pat-
terns of bias. When compared with estimates from HS&B,
the student nonresponse bias estimates in NELS:88 were
consistently lower. However, the two studies seem to share
certain common patterns of nonresponse. For example,
both studies generated comparatively higher nonresponse
rates among students enrolled in schools in the West,
Black students, students in vocational or technical pro-
grams, students in the lowest test quartile, and dropouts.

Item nonresponse. Item nonresponse was examined in base
year though second follow-up data obtained from surveys
of students, parents, and teachers. Differences emerged
among student subgroups in the level of nonresponse to a
wide range of items—from language background, family
composition, and parents’ education to perception of
school safety. Nonresponse was often two to five times as
great for one subgroup as for the other subgroups. High
item nonresponse rates were associated with such
attributes as not living with parents, having low socio-
economic status, being male, having poor reading skills,
and being enrolled in a public school. Compared with
parent nonresponse to items about college choice and
occupational expectations, student nonresponse rates were
generally lower. For items about student’s language profi-
ciency, classroom practices, and student’s high school
track, students had consistently lower nonresponse rates
than observed among their teachers. See NELS:88
Survey Item Evaluation Report (NCES 97-052) for further
detail.

Measurement error. NCES has conducted studies to
evaluate measurement error in (1) student questionnaire
data compared to parent and teacher data, and (2)
student cognitive test dara.

Parent-student convergence and teacher-student convergence.
A study of measurement error in data from the base year
through second follow-up surveys focused on the conver-
gence of responses by students and parents and by students
and teachers. (See NELS:88 Survey Item Evaluation
Report, NCES 97-052.) Response convergence (or
discrepancy) across respondent groups can be interpreted
as an indication of measuremenc reliability, validity, and
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communality, although data are often not sufficient to
determine which response is more accurate.

The student and parent components of this study
covered such variables as sibling size, student’s work ex-
perience, language background, parents’ education,
parent-student discussion of issues, perceptions about
school, and college and occupation expectations. Parent-
student convergence varied from very high to very low,
depending on the item. For example, convergence was
high for the number of siblings, regardless of student-
level characteristics such as socioeconomic status, sex,
reading scores, public versus private school enrollment,
and whether or not living with parents. In contrast,
parent-student convergence was low for items related to
the student’s work experience; there was also more varia-
tion across student subgroups for these items. In general,
convergence tended to be high for objective items, for
items worded similarly, and for nonsensitive items.

Teacher-student convergence was examined through
variables about student’s English proficiency, classroom
practices, and student’s high school track. Again, conver-
gence was found to vary considerably across data items
and student subgroups. Convergence was high for scudent’s
native language but low for student’s English proficiency.
Across student subgroups, there was a greater range in
the correlations for English proficiency than for native
language. Teachers and students differed quite dramati-
cally on items about classroom practices.

Cognitive test data. In-depth studies of measurement
error issues related to cognitive tests administered in the
base year through second follow-up surveys are also
available. (See Psychometric Report for the NELS:88 Base
Year Test Bastery, NCES 91-468, and Psychometric Report
for the NELS:88 Base Year Through Second Follow-up,
NCES 95-382.)

The first study addressed issues related to test speediness
(the limited testing time in relation to the outcome), reli-
ability, item statistics, performance by racial/ethnic and
gender groups, and Item Response Theory (IRT) param-
eters for the battery. The results indicate that the test
battery either met or exceeded all of its psychometric
objectives. Specifically, the following findings were re-
ported: (1) while the allotted testing time was only 1%
hours, quite acceptable reliabilities were obtained for the
tests on reading comprehension, mathemartics, history/
citizenship/geography, and, to a somewhat lesser extent,
science; (2) the internal consistency reliabilities were
sufficiently high to justify the use of IRT scoring, and

thus provide the framework for constructing 10*- and
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12%-grade forms that would be adaptive to the ability
levels of the students; (3) there was no consistent
evidence of differential item functioning (item bias) for
gender or racial/ethnic groups; (4) factor analysis results
supported the discriminant validity of the four tested con-
tent areas; convergent validity was also indicated by salient
loadings of testlets composed of “marker items” on their
hypothesized factors; and (5) in addition to providing the
usual normative scores in all four tested areas, behavior-
ally anchored proficiency scores were provided in both
the reading and math areas.

The second study focused on issues relating to the mea-
surement of gain scores. Special procedures were designed
into the test battery design and administration to mini-
mize the floor and ceiling effects that typically distort
gain scores. The battery used a two-stage multilevel pro-
cedure that attempted to tailor the difficulty of the test
items to the performance level of a particular student.
Thus, students who performed very well on their 8*-grade
mathematics test received a relatively more difficult form
in 10% grade than students who had not performed well
on their 8"-grade test. There were three forms of varying
difficulty in mathematics and two in reading in both grades
10 and 12. Since 10* and 12* graders were taking forms
that were more appropriate for their level of ability/
achievement, measurement accuracy was enhanced and
floor and ceiling effects could be minimized. The remain-
ing two content areas—science and history/citizenship/
geography—were only designed o be grade-level adap-
tive (i.e., a different form for each grade but not multiple
forms varying in difficulty within grade).

To maximize the gain from using an adaptive procedure,
special vertical scaling procedures were used that allow
for Bayesian priors on subpopulations for both item
parameters and scale scores. In comparing more tradi-
tional non-Bayesian approaches to scaling longitudinal
measures with the Bayesian approach, it was found that
the multilevel approach did increase the accuracy of the
measurement. Further, when used in combination with
the Bayesian item parameter estimation, the multilevel
approach reduced floor and ceiling effects when com-
pared to the more traditional item response theory
approaches.

Data Comparability

NELS:88 is designed to facilitate both longitudinal and
trend analyses. Longitudinal analysis calls for data com-
patibility across survey waves whereas trend analysis
requires data compatibility with other longitudinal

surveys. Data compatibility issues may relate to survey
instruments, sample design, and data collection methods.

Comparability within NELS:88 across survey waves.
A large number of variables are common across survey
waves. (See NELS:88 Second Follow-up Student Compo-
nent Data File User’s Manual for a listing of common
Student Questionnaire variables in the base year, first
follow up, and second follow up.) However, compatibil-
ity of NELS:88 data across waves can still be an issue
because of subtle differences in question wording, sample
differences (e.g., with or without dropouts and freshen-
ing students, sample attrition, nonresponse) and darta
collection methods (e.g., on-campus group session,
off-campus individual survey, telephone interview).

One NCES study compared 112 pairs of variables
repeated from the base year to the first and second
follow-up surveys. (See NELS:88 Survey Item Evaluation
Report, NCES 97-052.) These variables cover student
family, attitudes, education plans, and perceptions about
schools. The results suggest that the interpretations of
NELS:88 items depend on the age level at which they
were administered. Data convergence tended to be higher
for pairs of first and second follow-up measures than for
pairs of base year and second follow-up measures. Some
measures were more stable than others. Students responded
nearly identically to the base year and second follow-up
questions about whether English was their native language.
Their responses across survey waves were also fairly stable
as to whether their curriculum was intended to prepare
them for college, whether they planned to go to college,
and their religiosity. It should be noted that cross-wave
discrepancies may reflect a change in actual student
behavior rather than a change in response for a status
quo situation.

Comparability within NELS:88 across respondent
groups. While different questionnaires were used to col-
lect data from different respondent groups (students,
parents, teachers, school administrators), there are over-
lapping items among these instruments. One study
examined the extent to which the identical or similar
items in different questionnaires generated compatible
information. It found considerable discrepancies between
students and parents, and even greater discrepancies
between students and teachers, in their responses to
selected groups of overlapping variables. (See catlier
section on “Measurement error.”)

Comparability with NLS-72 and HS&'B. NELS:88

surveys contain many items that were also covered in
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NLS-72 and HS&B—a feature that enables trend analy-
ses of various designs. (See NELS:88 Second Follow-up
Student Component Data File User's Manual for a cross-
walk of common variables and a discussion of trend
analyses.) To examine data compatibility across the three
studies, one should consider their sample designs and
data contents, including questionnaires, cognitive tests,
and transcript records.

Sample designs for the three studies are similar. In each
base year, students were selected through a two-stage strati-
fied probability sample, with schools as the first-stage
units and students within schools as the second-stage units.
In NLS-72, all baseline sample members were spring term
1972 high school seniors. In HS&B, all members of the
student sample were spring term 1980 sophomores or
seniors. Because NELS:88 base year sample members
were 8% graders in 1988, its follow ups encompass
students (both in the modal grade progression sequence
and out of sequence) and dropouts. Sample freshening
was used in NELS:88 to provide cross-sectional nation-
ally representative samples. Despite similarities, however,
the sample designs of the three studies differ in three
major ways: (1) the NELS:88 first and second follow ups
had relatively variable, small, and unrepresentative within-
school student samples, compared to the relatively
uniform, large, and representative within-school student
samples in the NLS-72 and HS&B studies; (2) unlike the
two earlier projects, NELS:88 did not provide a nation-
ally representative school sample in its follow ups; and
(3) there were differences in school and subgroup sam-
pling and oversampling strategies in the three studies.
These sample differences imply differences in respon-
dent populations covered by the three studies.

Questionnaire overlap is apparent among the three studies
but, nevertheless, requires caution when making trend com-
parisons. Some items were repeated in identical form across
the studies; others appear to be essentially similar but have
small differences in wording or response categories.

Item response theory (IRT) was used in the three studies to
put math, vocabulary, and reading test scores on the same
scale for 1972, 1980, and 1982 seniors. Additionally,
there were common items in the HS&B and NELS:88
math tests that provide a basis for equating 1980-1990
and 1982-1992 math results. In general, however, the
tests in the three studies differed in many ways. Although
group differences by standard deviation units may profitably
be examined, caution should be exercised in drawing time-
lag comparisons for cognitive test data.
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Transcript studies in NELS:88, HS&B, and the National
Assessment of Educational Progress (NAEP) were de-
signed to support cross-cohort comparisons. The NAEP
and NELS:88 studies, however, provide summary data
in Carnegie units, whereas the HS&B provides course
totals. Note too that course offerings were only collected
for schools that were part of the High School Effective-
ness Study in the NELS:88 second follow up whereas
course offerings were collected for a// schools in HS&B.
(See chapter 8.)

Otbher factors should be considered in assessing data com-
patibility. Differences in mode and time of survey
administration across the cohorts may affect compatibil-
ity. NELS:88 seniors were generally surveyed earlier in
the school year than were NLS-72 seniors. NLS-72 sur-
vey forms were administered by school personnel while
HS&B and NELS:88 survey forms were administered
primarily by contractor staff. There were also differences
in questionnaire formats; the later tests had improved
mapping and different answer sheets.

6. CONTACT INFORMATION

For content information on the NELS:88 project, contact:

Jeffrey Owings
Phone: (202) 502-7423
E-mail: jeffrey.owings@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651
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Chapter 7: National Longitudinal Study of
the High School Class of 1972 (NLS-72)

1. OVERVIEW

tive samples of elementary and secondary students, NCES instituted the National
ongitudinal Studies Program, a continuing long-term project. The general aim of
this program is to study the educational, vocational, and personal development of
students at various grade levels, and the personal, familial, social, institutional, and
cultural factors that may affect that development. The National Longitudinal Study of
the High School Class of 1972 (NLS-72) was the first in the series. The first three
studies—NLS-72, the High School and Beyond Study (see chapter 8), and the National
Education Longitudinal Study of 1988 (see chapter 6)—cover the educational experi-
ence of youth from the 1970s into the 1990s.

l n response to the need for policy-relevant, time-series data on nationally representa-

NLS-72 collected comprehensive base-year data from a nationally representative sample
of high school seniors in spring 1972, prior to high school graduation. Additional
informarion about students and schools was obtained from school administrators and
counselors. Over the course of the project—extending from the base-year survey in
1972 to the fifth follow-up survey in 1986—data were collected on nearly 23,000
students. A number of supplemental dara collection efforts were also undertaken,
including a Postsecondary Education Transcript Study (PETS) in 1984-85, and a Teach-
ing Supplement in 1986.

Purpose
To provide information on the transitions of young adults from high school through
postsecondary education and into the workplace.

Components

NLS-72 collected data from students (seniors in 1972), school administrators, and
school counselors. Data were primarily collected in a base-year and five follow-up sur-
veys. The project also included periodic supplements completed by 1972 seniors and a
collection of postsecondary transcripts from colleges and universities attended by the
students.

Base-Year Survey. The base-year survey was conducted in spring 1972 and comprised
the following:

Student Questionnaire. Students reported information about their personal and family
background (age, sex, race, physical handicap, socioeconomic status of family and
community); education and work experiences (school characteristics and performance,
work status, performance and satisfaction); future plans (work, education, and/or mili-
tary); and aspirations, attitudes, and opinions. Students also completed a Zest Basrery—six
timed aptitude tests which measured verbal and nonverbal abilities. These tests covered

LONGITUDINAL
SAMPLE SURVEY
OF THE HIGH
SCHOOL SENIOR
CLASS OF 1972.
BASE-YEAR
SURVEY AND FIVE
FOLLOW UPS,
ENDING IN 1986

NLS-72 collected
data from:

» Students

» School
administrators

» School counselors

» Postsecondary
transcripts
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vocabulary, picture number (two parts), reading, letter
groups, mathematics, and mosaic comparisons (three
parts).

Student Record Information Form (SRIF). School admin-
istrators completed this form for each student sample
member. The SRIF collected data on each student’s high
school curriculum, credit hours in major courses, grade
point average, and (if applicable) his or her position in
ability groupings, remedial-instruction record, involve-
ment in certain federally supported programs, and scores
on standardized tests.

School Questionnaire. School administrators provided data
on program and student enrollment information, such as
grades covered, enrollment by grades, curricula offered,
attendance records, racial/ethnic composition of school,
dropout rates by sex, number of handicapped and disad-
vantaged students, and percentage of recent graduates in
college.

Counselor Questionnaire. One or two counselors in each
school provided data on their sex, race, and age; college
courses in counseling and practice background; total years
of counseling and years at present school; prior counsel-
ing experience with racial/ethnic minority groups; sources
of support for postsecondary education recommended
to/used by students; job placement methods used; num-
ber of students assigned for counseling and number
counseled per week; time spent in counseling per week;
time spent with students about various problems, choices,
and guidance; and time spent in various other activities
(e.g., conferences with parents and teachers).

Follow-up Surveys. In 1973, 1974, 1976, 1979, and
1986, NCES conducted follow-up surveys of students in
the 1972 base-year sample and of students in an aug-
mented sample selected for the first follow up. These
surveys collected information from the 1972 seniors on
marital status; children; community characteristics;
education, military service, and/or work plans; educa-
tional attainment (schools attended, grades received,
credits earned, financial assistance); work history; atti-
tudes and opinions relating to self-esteem, goals, job
satisfaction, and satisfaction with school experiences; and
participation in community affairs or political activities.
School Questionnaires and retrospective high school data
were collected during the first follow up for sample schools
and students who had not participated in the base-year
survey.

Concurrently with the second follow up, an Activity State
Questionnaire was administered to sample members who
had not provided this information in the base-year or
first follow-up surveys. Data were collected on pursuits
in which the sample member was active in October of
1972 and 1973, including education, work, military
service, being a housewife, and other activities. Back-
ground information about the sample member’s high
school program and about parents’ education and occu-
pation was also requested.

During the fourth follow-up survey, a subsample of sample
members was retested on a subset of the base-year Test
Battery. In addition, a Supplemental Questionnaire was
administered to respondents who had not reported
certain information in previous surveys. The informa-
tion asked for retrospectively covered the sample member’s
school and employment status in October 1972 to 1976
and his/her license or diploma status as of October 1976.
The questionnaires were tailored to the sample member’s
pattern of missing responses and consisted of two to four
of the possible sections.

The fifth follow-up survey offered the opportunity to gather
information on experiences and attitudes of a sample for
whom an extensive history already existed. It differed
from the previous follow ups in that it was only sent to a
subsample of the original respondents and targeted
certain subgroups in the population. About 10 pages of
new questions on marital history, divorce, child support,
and economic relationships in families were included.
The fifth follow up also included a sequence of questions
aimed at understanding the kinds of individuals who
apply for and enroll in graduate management programs,
as well as several questions about attitudes toward the
teaching profession.

A Teaching Supplement was administered concurrently with
the fifth follow up. A separate questionnaire was sent to
fifth follow-up respondents who indicated on the main
survey form that they had teaching experiences or had
been trained for teaching. The instrument focused on the
qualifications, experiences, and attitudes of current and
former elementary and secondary school teachers, and
on the qualifications of persons who had completed a
degree in education or who had received certification
but had not actually taught. Items included reasons for
entering the teaching career, degrees and certification,
actual teaching experience, allocation of time while work-
ing, pay scale, satisfaction with teaching, characteristics
of the school in which the respondent taught, and profes-
sional activities. Former teachers were asked about their
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reasons for leaving the teaching profession and the
career (if any) they pursued afterward. Current teachers
were asked about their future career plans, including how
long they expected to remain in teaching. The supple-
ment included six critical items: type of certification,
certification subject(s), first year of teaching, beginning
salary of the district where the respondent was currently
teaching, years of experience, and the grade level taught.

Postsecondary Education Transcript Study (PETS).
To provide data on coursework and credits for analysis
of occupational and career outcomes, NCES requested
official transcripts from all academic and vocational
schools attended by the 1972 seniors since leaving high
school. This study, conducted during 1984-85, collected
transcripts from all postsecondary institutions reported
by sample members in the first through fourth follow-up
surveys. Informarion from transcripts include terms of
attendance, fields of study, specific courses taken, and
grades and credits earned. As the study covered a 12-
year period, dates of attendance and term dates were
recorded from each transcript received, allowing analysis
over the whole period or any defined part.

Periodicity

The base-year survey was conducted in the spring of 1972,
with five follow ups in 1973, 1974, 1976, 1979, and
1986. Supplemental data collections were administered
during all but the third follow up. Postsecondary tran-
scripts were collected in 1984-85.

2. USES OF DATA

NLS-72 is the oldest of the longitudinal studies spon-
sored by NCES. It is probably the richest archive ever
assembled on a single generation of Americans. Young
people’s success in making the transition from high school
or college to the workforce varies enormously for rea-
sons only partially understood. NLS-72 data can provide
information about quality, equity, and diversity of educa-
tional opportunity and the effect of those factors on
cognitive growth, individual development, and educational
outcomes. It can also provide information about changes
in educational and career outcomes and other transitions
over time.

The Teaching Supplement data can be used to investigate
policy issues related to teacher quality and retention. These
data can be linked to data from prior waves of the
Student Questionnaire for analysis of antecedent condi-
tions and events that may have influenced respondents’
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career decisions. The data can also be merged with
results from che fifth follow-up questionnaire, which
included special questions related to teaching.

The history of members of the Class of 1972 from their
high school years through their early 30s is widely
considered as the baseline against which the progress and
achievements of subsequent cohorts are to be measured.
Researchers have drawn on this archive since its incep-
tion. To date, the principal comparisons have been with
the other two NELS studies: High School and Beyond
(HS&B) and the National Education Longitudinal Study
of 1988 (NELS:88). These three studies together provide
a particularly rich resource for examining the changes
that have occurred in American education during the
past 20 years. Dara from these studies can be used to
examine how student academic coursework, achievement,
values, and aspirations have changed, or remained
constant, throughout this period.

The NELS studies offer a number of possible time points
for comparison. Cohorts can be compared on an
intergenerational or cross-cobort time-lag basis. Both cross-
sectional and longitudinal time-lag comparisons are
possible. For example, cross-sectionally, NLS-72 seniors
in 1972 can be compared to HS&B base-year seniors in
1980 and o NELS:88 second follow-up seniors in 1992.
Longitudinally, changes measured between the senior year
and 2 years after graduation can be compared across stud-
ies. Fixed time comparisons are also possible; groups within
each study can be compared to each other at different
ages though at the same point in time. Thus, NLS-72
seniors, HS&B seniors, and HS&B sophomores can all
be compared in-1986—some 14, 6, and 4 years after
each respecrive cohort completed high school. Finally,
longitudinal comparative analyses of the cohorts can be
performed by modeling the history of the age/grade
cohorts. The possible comparison points and the consid-
erations of content and design which may affect the
comparability of data across the cohorts are discussed in
National Education Longitudinal Study of 1988: Trends
Among High School Seniors, 1972—-1992 (NCES 95-380).

3. KEY CONCEPTS

A few key terms relating to NLS-72 are defined below.

Test Battery. Six cognitive tests administered during the
base year: (1) Vocabulary (15 items, 5 minutes), a brief
test using a synonym format; (2) Picture Number (30
items, 10 minutes), a test of associative memory
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consisting of a series of drawings of familiar objects, each
paired with a number; (3) Reading (20 items, 15 min-
utes), a test of comprehension of short passages; (4) Letter
Groups {25 items, 15 minutes), a test of inductive
reasoning which required the student o draw general
concepts from sets of data or to form and try out hypoth-
eses in a nonverbal context; (5) Mathematics (25 items,
15 minutes), a quantitative comparison in which the
student indicated which of two quantities was greater, or
asserted their equality or the lack of sufficient data to
determine which quantity was greater; and (6) Mosaic
Comparisons (116 items, 9 minutes), a test measuring
perceptual speed and accuracy through items which
required detection of small differences between pairs of
otherwise identical mosaics or tile-like patterns.

Socioeconomic Status (SES). A composite scale devel-
oped as a sum of standardized scales of father’s education,
mother’s education, 1972 family income, father’s occu-
pation, and household items. The latter two underlying
scales were computed from base-year Student Question-
naire responses. The other three underlying scales were
derived from base-year responses as augmented by first
follow-up responses and responses to a second follow-up
resurvey to obtain this (and other) information from
sample members who had failed to provide it previously.
Each index component was first subjected to factor analysis
that revealed a common factor with approximately equal
weights for each component. Each of the components
was then standardized, and an equally weighted combi-
nation of the five standard scores yielded the SES
composite. The data file contains both the raw score and

a categorized SES score (SES Index).

4. SURVEY DESIGN

Target Population

The population of students who, in spring 1972, were
12 graders (high school seniors) in public and private
schools located in the 50 states and the District of
Columbia. Excluded were students in schools for the physi-
cally or mentally handicapped, students in schools for
legally confined students, early {mid-year) graduates, drop-
outs, and individuals attending adult education classes.

Sample Design

The NLS-72 sample was designed to be representative of
the approximately 3 million high school seniors enrolled
in more than 17,000 schools in the United States in spring

1972. The base-year sample design was a stratified, two-
stage probability sample of students from all public and
private schools, in the 50 states and the District of
Columbia, which enrolled 12% graders during the 1971-
1972 school year. Excluded were schools for the physically
ot mentally handicapped and schools for legally confined
students. A sample of schools was selected in the first
stage. In the second stage, a random sample of 18 high
school seniors was selected within each participating
school.

The base-year first-stage sampling frame was constructed
from computerized school files maintained by the U.S.
Department of Education and the National Catholic
Educational Association. The original sampling frame
called for 1,200 schools; that is, 600 strata with two schools
per stratum. The strata were defined based upon the fol-
lowing variables: type of control {public or private),
geographic region, grade 12 enrollment size, geographic
proximity to institutions of higher education, proportion
of minority group enrollment (for public schools only),
income level of the community, and degree of urbaniza-
tion. Schools were selected with equal probabilities for
all burt the smallest size stratum (schools with enrollment
under 300). In that stratum, schools were selected with
probability proportional to enrollment. All selections were
without replacement. To produce sufficient sizes for
intensive study of disadvantaged students, schools in low-
income areas and schools with high proportions of
minority group enrollment were sampled at twice the rate
used for the remaining schools. Within each stratum,
four schools were selected, and then two of the four were
randomly designated as the primary selections. The other
two schools were retained as backup or substitute
selections (for use only if one or both of the primary
schools did not cooperate).

The second stage of the base-year sampling procedure
consisted of first drawing a simple random sample of 18
students per school (or all if fewer than 18 were available)
and then selecting 5 additional students (if available) as
possible replacements for nonparticipants. In both cases,
the students within a school were sampled with equal
probabilities and without replacement. Dropouts, early
(mid-year) graduates, and those atwending adult educa-
tion classes were excluded from the sample. The
oversampling of schools in low-income areas and schools
with relatively high minority enrollment led to
oversampling of low-income and minority students.
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Sample redefinitions and augmentations. At the close
of the base-year survey, 1,043 (948 primary schools and
95 backup schools) of a targeted 1,200 schools and an
additional 26 “extra” backup schools had participated
(school participation being defined as students from that
school contributing SRIFs, Test Batteries, or Student
Questionnaires). A backup school was termed “excra” if,
ultimately, both primary sample schools from thart stra-
tum also participated. An additional 21 primary schools
indicated that they had no 1972 seniors. Ac this point,
there remained several straca with no participating schools
and many more with only one school. To reduce the
effects of the large base-year school nonresponse, a
resurvey activity was implemented in the summer of 1973
prior to the first follow-up survey. An attempt was made
to elicit cooperation from the 231 nonparticipating base-
year primary schools and to obtain replacement schools
to fill empty or partially filled strata utilizing backup
schools if necessary. The resurvey was successful in 205
of the 231 primary sample schools. Students from 36
backup schools were also included so as to obrtain at least
two participating schools in the first follow-up survey from
each of the 600 original strata. Students from the 26
“extra” base-year schools were not surveyed during the
first follow up; however, 18 of the 26 “extra” schools
were included in the second and subsequent follow-up
surveys to avoid elimination of cases with complete base-
year data.

To compensate for base-year school undercoverage,
samples of former 1972 senior students were selected for
inclusion in the first and subsequent follow ups from 16
sample augmentation schools (8 new strata); these schools
were selected from those identified in 200 sample school
districts canvassed to identify public schools not included
in the original sampling frame. As before, 18 students
per school were selected (as feasible) by simple random
sample.

The number of students in the final sample from each
sample school was taken as the number of students who
were offered a chance to be in the sample and who also
were eligible. This included all sample eligibles, both re-
spondents and nonrespondents, but excluded students who
were not eligible for the study—such as dropouts, early
(mid-year) graduates, and those attending adult educa-
tion classes. The final NLS-72 sample included 23,451
former 1972 seniors and 1,339 sample schools—1,153
participating primary schools, 21 primary schools with
no 1972 seniors, 131 backup sample schools, 18 “extra”
schools in which base-year student dara had been com-
pleted, and 16 augmentation schools.
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Retests of a subset of the base-year Test Battery were
targeted for a subsample of 1,016 of the 14,628 eligible
fourth follow-up sample members who had completed
both a Student Questionnaire and a Test Battery in the
base-year survey. Because a self-weighting subsample
would have yielded an inadequate number of Black
subsample members, a design option that oversampled
Blacks was adopted. In addition to the stratification by
race, the sample was controlled within strata on three
factors believed to be highly correlated with retest ability
scores: base-year ability, socioeconomic status, and
postsecondary educational achievement. The control was
achieved by applying an implicit stratification procedure.
Test results were obtained from 692 of those in the
subsample. Additional retest data were requested for all
fourth follow-up sample members who had participated
in the base-year testing and who were scheduled for a
personal interview. This resulted in additional test data
for 1,956 individuals (50.3 percent of those defined as
request-eligible).

Fifth Follow-up Survey. The fifth follow-up sample was
an unequal probability subsample of the 22,652 students
who had participated in at least one of the five previous
waves of NLS-72. The fifch follow up retained the essen-
tial features of the initial stratified multistage design but
differed from the base-year design in that the secondary
sampling unit selection probabilities were unequal,
whereas they were equal in the base-year design. This
inequality of selection probabilities allowed oversampling
of policy-relevant groups and enabled favorable cost-
efficiency tradeoffs.

In general, the retention probabilities for students were
inversely proportional to the initial sample selection prob-
abilities. The exceptions were: (1) sample members who
were retained with certainty or ac a higher rate than oth-
ers because of their special policy relevance; (2) persons
with very small initial selection probabilities who were
retained with certainty; and (3) nonparticipants in the
fourth follow up who were retained at a lower rate than
other sample members because they were expected to be
more expensive to locate and because they would be less
useful for longitudinal analysis.

The subgroups of the original sample retained with
certainty were: (1) Hispanics who participated in the fourth
follow-up survey; (2) teachers and “potential teachers”
who participated in the fourth follow-up survey (a
“potential teacher” was defined as a person who majored
in education in college or was certified to teach, or whose
background was in the sciences); (3) persons with a
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4-year or S-year college degree or a more advanced de-
gree; and (4) persons who were divorced, widowed, or
separated from their spouses, or never-married parents.
These groups overlapped and did not comprise distinct
strata in the usual sense.

Teaching Supplement. The fifth follow-up sample
included all sample members known to be teachers or
potential teachers as of 1979 (the fourth follow up). To
identify those sample members who had become teach-
ers between the fourth and fifth follow ups, a direct
question was included in the fifth follow-up main ques-
tionnaire. Respondents were selected for the Teaching
Supplement sample if they indicated that they were (1)
currently an elementary or secondary teacher, (2)
formerly an elementary or secondary teacher, or (3) wrained
as an elementary or secondary teacher but never went
into teaching. Of the 12,841 fifth follow-up respondents,
1,517 were eligible for the Teaching Supplement.

Postsecondary Education Transcript Study (PETS).
In the first through fourth follow-up surveys, approxi-
mately 14,700 members of the NLS-72 cohort reported
enrollment at one or more postsecondary institutions.
An attempt was made to obtain a transcript from each
school named by a respondent. Thus, no probabilistic
sampling was done to define the PETS sample.

Data Collection and Processing

The base-year survey was administered through group
administration. For the first four follow-up surveys, field
operations began in the summer/fall of the survey year
and continued through the spring of the following year;
for example, the third follow-up survey (1976) data col-
lection began in October 1976 and continued through
June 1977. For the fifth follow-up survey, the data collec-
tion began in March 1986 and ended in mid-September
1986. The Educational Testing Service (ETS) adminis-
tered the base-year survey; the Research Triangle Institute
(RTI) carried out the first through fourth follow-up
surveys; and the National Opinion Research Center

(NORC) conducted the fifth follow-up survey.

Reference dates. Sample members in each of the first
four follow-up surveys were asked about family informa-
tion (marital status, spouse’s status, number of children),
location, and what they were doing with regard to work,
education, and/or training during the first week of Octo-
ber of the survey year; fifth follow-up participants were
asked the same questions for the first week of February
1986. Family income was requested for the preceding
two years, and political and volunteer activities were

—ill

requested for the past 24 months. Participants in each
follow-up survey were also asked for summaries of
educational and work experiences and activities for the
intervening year(s) since the last survey. For the first four
follow-up surveys, this information was requested as of
the month of October in the intervening year(s) or some-
times overall for each year preceding the survey; fifth
follow-up survey participants were asked dertailed
questions for up to four jobs and for attendance at up to
two educational institutions since October 1979.

Data collection. Data collection instruments and
procedures for the base-year survey were designed dur-
ing the 1970-71 school year and were tested on a small
sample of seniors in spring 1971. One year later, the full-
scale NLS-72 study was initiated. Through an in-school
group administration in the base year, each student was
asked to complete a Test Battery measuring both verbal
and nonverbal aptitude and to complete applicable por-
tions of a Student Questionnaire containing 104 questions
distributed over 11 major sections. Students were given
the option of completing the Student Questionnaire in
school or taking it home and answering the questions
with the assistance of their parents. In addition, school
administrators at each participating school were asked to
complete a Student Record Information Form (SRIF) for
each student in the sample and a School Questionnaire.
One or two counselors from each school in the sample
were asked to complete a Counselor Questionnaire.

Follow-up surveys. In fall 1973, 1974, 1976, and 1979
and spring 1986, sample members (or a subsample) were
again contacted. After extensive tracing to update the
name and address files, follow-up questionnaires were
mailed to the last known addresses of sample members
whose addresses appeared sufficient and correct and who
had not been removed from active status by prior
refusal, reported death, or other reason. Respondents to
the third through fifth follow-ups were offered small mon-
etary incentives for completing the questionnaires. These
mailouts were followed by a planned sequence of reminder
postcards, additional questionnaire mailings, reminder
mailgrams (for the first four follow ups) and telephone
calls, personal interviews, and, for the third two fifth
follow ups only, telephone interviews to nonrespondents.
During personal interviews, the entire questionnaire was
administered. During telephone interviews conducted in
the last three follow ups, only critical items that were
suitable for telephone administration were administered.
In order to make survey procedures comparable, respon-
dents were asked to keep a copy of the questionnaire in
front of them for both telephone and in-person interviews.
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In all follow ups, returned questionnaire cases missing
critical items were flagged during data entry, and data
were retrieved by specially-trained telephone interview-
ers. Although most questions were of the forced-choice
type, coding was required for the open-ended questions
on occupation, industry, postsecondary school, field of
study, state where marriage and divorce occurred, and
relationship. Occupational and industry codes were
obtained from the U.S. Department of Commerce, Bu-
reau of the Census’ Classified Index of Industries and
Occupations, 1970 and Alphabetical Index of Industries and
Occupations, 1970. These same sources were used in all
follow ups. Coding of the names of postsecondary schools
attended by the respondents was accomplished by using
codes taken from NCES’ Education Directory, Colleges
and Universities. Field of study information was coded
using NCES’ A Classification of Instructional Programs
(CIP). In the fifth follow up, for the first time, all codes
were loaded into a computer program for quicker
access. Coders entered a given response, and the
program displayed the corresponding numerical code.

Prior to the fifth follow up, all data were entered via
direct access terminals. The fifth follow-up survey marked
the first time that NLS-72 data were entered with a com-
bination of keyed entry and optical scanning procedures.
Using a computer-assisted data entry (CADE) system,
operators were able to combine data entry with tradi-
tional editing procedures. All critical items and filter items
(plus error-prone dara like dollar amounts and numbers
in general) were processed by CADE. The rest of the
data were optically scanned.

Teaching Supplement. Data collection procedures used for
the Teaching Supplement, administered concurrently with
the fifth follow up, were similar to those used for the
follow-up surveys.

Postsecondary Education Transcript Study (PETS). Packets
of transcript survey materials were mailed to the
postsecondary schools in July 1984, with a supplemental
mailing in November 1984. Altogether, 24,431 tran-
scripts were initially requested from 3,983 institutions
for 14,759 NLS-72 sample members. Telephone follow
up of nonresponding schools began in September 1984,
when transcripts had been received from about two-thirds
of the schools.

After investigating several alternatives, NORC adapted
its CADE system for processing postsecondary transcripts.
A single member of the specially-trained data prepara-
tion staff analyzed the transcript document to determine
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its general organization and special characteristics;
abstracted standard information from the highly varied
documents into a common formar; assigned standard
numerical codes to such transcript data elements as
major and minor fields of study, degrees earned, types of
academic term, titles of courses taken, grades and cred-
its; and entered all pertinent information into a computer
file. Combining these steps ensured thar transcripts would
be handled as internally consistent, integrated records of
an individual’s educational activity. Moreover, since all
transcript processing occurred at a single station, the use
of CADE reduced the number of steps at which records
might be lost or misrouted, or other errors introduced
into the database.

Editing. For the base-year through fourth follow-up sur-
veys, an extensive manual or machine edit of all NLS-72
data was conducted in preparing the release file for pub-
lic use. Editing involved rigorous consistency checking
of all routing patterns within an instrument (not just skip
patterns containing “key” or critical items), as well as
range checks for all items and the assignment of error or
missing data codes as necessary. Checks of the hardcopy
sources were required in some cases for error resolution.

Unlike the earlier surveys, all editing for the fifth follow
up was carried out as part of CADE. The machine-edit-
ing steps used in the prior follow ups were implemented
for scanned items. Since most of the filter questions in
the fifth follow up were CADE-designated items, there
were few filter-dependent inconsistencies to be handled
in machine editing. Validation procedures for the fifth
follow up centered on verification of data quality through
item checks and verification of the method of adminis-
tration for 10 percent of each telephone or personal
interviewer’s work. Field managers telephoned the
respondent to check several items of fact and to confirm
that the interviewer had conducted a personal or
telephone interview, or had picked up a questionnaire.
No cases failed validation.

Postsecondary Education Transcript Study (PETS). The
CADE program enforced predetermined range and value
limitations on each field. The program performed three
types of error-screening: (1) through a check-digit
system, the program disallowed entry of incorrect identi-
fication data (school FICE codes, student ID numbers,
and combinations of schools and students); (2) each data
field was programmed to disallow entry of illogical or
otherwise incorrect data; and (3) each CIP code selected
to classify a field of study or a course was confirmed by
automatically displaying the CIP program name for the
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code next to the name (from the original CADE tran-
script) that the coder had entered. A sample of CADE
transcripts was selected and printed from every completed
data disk for supervisory review.

Estimation Methods

Weighting was in NLS-72 to adjust for sampling and
nonresponse. Various composite variables have also been
computed to assist in data analyses.

Weighting. The weighting procedures used for the
various NLS-72 survey data are described below.

Student files. NLS-72 student weights are based upon the
inverse of the probabilities of selection through all stages
of the sampling process and upon nonresponse adjust-
ment factors computed within weighting classes.
Unadjusted raw weights—the inverses of sample inclu-
sion probabilities—were calculated for all students
sampled in each survey year. These weights are a
function of the school selection probabilities and the
student selection probabilities within school. The raw
weight for a case equals the raw weight for the base-year
sample divided by the conditional probability of
selection into that follow-up survey, given that the case
was selected into the base-year sample.

Because of the various sample redefinitions and augmen-
tations and nonresponse to the various student
instruments, several sets of adjusted weights were com-
puted for each NLS-72 survey wave. Each weight is
appropriate for a particular respondent group. The
general adjustment procedure used was a weighting class
approach, which distributes the weights of
nonrespondents to respondents who are in the same
weighting class. The adjustment involves partitioning the
entire student sample (respondents and nonrespondents)
into weighting classes (homogeneous groups with respect
to survey classification variables), and performing the
adjustments within weighting class. Adjusted weights for
nonrespondents are set to 0, and their adjusted weights
are distributed to respondents proportionally to the re-
spondents’ unadjusted weights. Differential response rates
for students in different weighting classes are reflected in
the adjustment, and the weight total within each weight-
ing class (and thus for the sample as a whole) is maintained.

The weighting class cells were defined by cross-classify-
ing cases by several variables. For the first through fourth
follow-up surveys, the weighting class cells were: sex, race,
high school program, high school grade point average,
and parents’ education. For the fifth follow-up survey, the

weighting class cells were similar except that postsecondary
education attendance was substituted for parents’ educa-
tion. In some instances, cells were combined by pooling
across certain weighting class cells.

The third and fourth follow-up adjusted weights are
applicable only to key items of these questionnaires or
specified combinations of those items with items from
other instruments. The restriction is related to a change
in data collection procedures. One or two item
nonresponse adjustment factors were calculated for each
of these two surveys for the nonkey items that were not
asked on the telephone. The appropriate adjusted weight
for these two surveys should be muldiplied by its
nonresponse adjustment factor to provide a new weight
that is appropriate to items on that questionnaire that
are not key or combinations of such nonkey items with
items from other instruments.

Refer to the NLS-72 user’s manuals for complete weight-
ing procedures and a specification of available weights
and appropriate variables to which the weights apply.

Teaching Supplement file. One set of weights was specifi-
cally developed to compensate for unequal probabilities
of retention in the Teaching Supplement sample and to
adjust for nonresponse. Theoretically, the weights project
to the population of high school seniors of 1972 who
have taught elementary or secondary school or who were
trained to teach but never went into teaching. The weight-
ing procedures were similar to those used in the follow-up
surveys and consisted of two basic steps. The first step
was the calculation of a preliminary weight based on the
inverse of the cumulative probabilities of selection for
the Teaching Supplement. The preliminary weight for the
Teaching Supplement is the fifth follow-up adjusted
weight. The second weight carried out the adjustment of
this preliminary weight to compensate for unit
nonresponse. Respondents were cross-classified into
weighting cells by race, high school grades, and status as
a teacher (current or former teacher, or never taught).

School file. During the sequential determination of final
school sampling memberships (including augmentartions),
several school sampling weights were computed. The prin-
cipal purpose of the various school weights was to serve
as a basis for subsequent computation of student weights
as applicable to one or more of the several student instru-
ments. Only two of the eight weights are of direct use in
analyzing School File or other school-level data. The School
File sample weight is appropriate for analyzing school-
level data that potentially could be supplied by all 1,318
schools. This includes the School Questionnaire dara.
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The adjusted counselor weight should be used only in
analyzing the responses to the Counselor Questionnaire;
however, care must be exercised when analyzing these
dara. This questionnaire was only administered at base-
year responding schools, and data were collected from
either one or two counselors at each school.

Postsecondary Education Transcript Study (PETS) file.
Because the PETS did not introduce any additional
subsampling into the NLS-72 sample design, it was not
necessary to calculate a new raw weight for this study.
Instead the raw weight for the base-year survey was used.
Three adjusted weights were created specifically for the
analysis of transcript data. They are not meant to be
associated with individual transcripts, but rather with all
dara for a particular individual. The first weight is a simple
adjustment for nonresponse to the transcript study itself,
where response is defined as an eligible case having one
or more coded transcript records in the data file. The
other two adjusted weights account for multiple instances
of nonresponse (e.g., no transcripts, no response to the
fourth follow-up survey, missing data for critical items).
Nonresponse adjustments were computed as ratio
adjustments within 39 separate weighting classes. Cases
were assigned to each weight class based on sex, race/
ethnicity, high school grades, and high school program,
and within each group by whether or not only propri-
etary school(s) were attended. The final adjusted weights
are the product of the raw weight for the “completed”
case and the nonresponse adjustment factor for the weight-
ing class to which the case belongs.

Imputation. The problem of missing data was resolved
for certain items by supplemental data collections, the
creation of composite variables, and some imputation of
activity state and other variables. Most of the variables
were created by pooling information from various items.
For example, the activity states for 1972 and 1973 were
updated with information gleaned from the Activity State
Questionnaires that were administered concurrently with
second follow-up operations. While some procedures for
imputing missing data for activity state variables were
incorporated in the steps of defining and recoding vari-
ables, two further phases of imputation procedures were
implemented. The first phase involved direct logical in-
ferences (e.g., type of school from name and address of
school); the second phase involved indirect logical infer-
ences {e.g., impute studying full-time for those whose
study time is unknown but who are studying and not

working).
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5. DATA QUALITY AND
COMPARABILITY

The survey was implemented after an extensive period of
planning, which included the design and field test of sur-
vey instrumentation and procedures. Any additional
questions were field-tested prior to inclusion in the
survey. The NLS-72 sampling design and weighting
procedures assured that participants’ responses could be
generalized to the population of interest. Quality control
activities were used throughout the darta collection and
processing of the survey.

Sampling Error

Statistical estimates derived from the NLS-72 survey data
are subject to sampling variability. Like almost all na-
tional samples, the NLS-72 sample is not a simple random
sample. Taylor Series estimation techniques were used to
compute standard errors in published NLS-72 reports.

It is often useful to report design effects and the root
mean design effect in addition to standard errors for com-
plex surveys such as NLS-72. Results from several NLS-72
studies suggest that a straightforward multiplicative
adjustment of the simple random sample standard error
equation adequately estimates the actual standard error
estimate for a percentage. The three generalized mean
design effects for the first, second, and third follow-up
surveys are, respectively, the square root of 1.39, 1.35,
and 1.44. To be conservative, the higher value—the square
root of 1.44—can be used as an estimate for fourth
follow-up data. For the NLS-72 fifth follow up, the mean
design effect for the overall NLS-72 sample is 2.64. The
mean design effects indicate that an estimated percent-
age in the NLS-72 data is—on average—more than twice
as variable as the corresponding statistic from a simple
random sample of the same size. The mean design effects
vary across the domains from a low of 2.0 for the respon-
dents from the highest socioeconomic (SES) quartile to a
high of 3.8 for Black respondents.

Nonsampling Error
The major sources of nonsampling error in NLS-72 were
coverage error and nonresponse error.

Coverage error. To identify public schools not included
in the original sample frame, an additional sample of 200
school districts was contacted after the base-year survey
was completed. Forty-five additional schools were identi-
fied. To compensate for the base-year undercoverage,
samples of former 1972 senior students from 16 of these
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“augmentation” schools were included in the first and
subsequent follow-up surveys. In addition, at the end of
the base-year survey, several strata had no participating
schools and many more had only one school (out of two
planned in the original sample design). To compensate
for this large school nonresponse, 205 base-year
noncooperating primary schools and 36 additional backup
schools were added to the sample prior to the first fol-
low-up survey for “resurveying” with the original design.
The former 1972 seniors from these augmented and re-
surveyed schools were asked some retrospective (senior
year) questions during the first follow-up survey. These
individuals—who redress the school frame undercoverage
bias in the base year—do not appear on the NLS-72
base-year files that would typically be employed for com-
parisons of high school seniors, although the presence of
some retrospective data for these individuals permits
refinement of comparisons grounded in 1972 data.

Also, while every effort was made to include in the fifth
follow up all persons who experienced teaching, it is
conceivable that some individuals who entered teaching
late were among the 6,000 cases not included in the fifth
follow-up subsample. These individuals would not have
had a chance to participate in the Teaching Supplement.

Nonresponse error. Detailed rates of response to
various surveys and the availability of specific data items
are provided in NLS-72 user’s manuals.

Unit nonresponse. For the NLS-72 student surveys, there
were two stages of sample selection and hence two types
of unit nonresponse—school and student. During the base
year, sample schools were asked to permit selection of
individual seniors from the schools for the collection of
questionnaire and test data. Schools that refused to
cooperate in either of these activities were dropped from
the sample. The bias introduced by base-year school-level
refusals is of particular concern since it carried over into
successive rounds of the survey. To the extent that the
students in refusal schools differed from students in
cooperating schools during later survey waves, the bias
introduced by base-year school nonresponse persisted
from one wave to the next. (Base-year school nonresponse
is addressed under “Coverage error” above.)

Also, individual students at cooperating schools could
fail to take part in the base-year survey. Student
nonresponse would not necessarily carry over into subse-
quent waves since student nonrespondents in the base
year remained eligible for sampling throughout the study.
However, a study of third follow-up responses indicated

that response to earlier survey waves was the most
important predictor of response to the third follow up.

Due to intensive data collection procedures, the response
rates to the individual NLS-72 surveys were high (80
percent or better) among eligible sample members. At
the conclusion of fourth follow-up activities, a total of
12,980 individuals had provided information on each of
the first five questionnaires (base-year and all four
follow-up surveys), representing 78 percent of the 16,683
base-year respondents. As a result of the various retro-
spective data collection efforts, the number of individuals
with some key data elements for all time points through
the fourth follow-up survey is 16,450—73 percent of the
22,652 respondents who participated in at least one
survey. In conjunction with the supplemental data collec-
tion efforts, this led to a high degree of sample integrity
among the key longitudinal data elements.

Only sample members who had participated in at least
one of the previous five waves were eligible for selection
into the fifth follow-up sample. Of the 14,431 fifth
follow-up sample members (excluding the deceased), 89.0
percent (unweighted) completed questionnaires in the fifth
follow up; 92.2 percent participated in at least five of the
six waves; and 62.1 percent participated in all six waves.
There was moderate variation in weighted nonresponse
rates by region; nonresponse was greater in the West and
Northeast regions, lower in the South, and lowest in the
North Central region. The relationship between urban-
ization and nonresponse was about the same as
region—13 percent for rural schools, 15 percent for ur-
ban schools, and 18 percent for suburban schools. There
was marked variation in nonresponse by race; Blacks
showed the highest nonresponse (22.1 percent), followed
closely by Hispanics (19.8 percent) and Whites (14.0
percent). Males had a higher nonresponse rate (17.3
percent) than females (13.6 percent).

In PETS, one or more transcripts were received for 91.1
percent of the 13,831 sample members reporting
postsecondary school attendance since leaving high school.
A single transcript was received for 55 percent of this
group, two transcripts for 27 percent, and three or more
transcripts for over 9 percent. At the transcript level, 87
percent of the 21,866 “in-scope” transcripts requested
were supplied by the postsecondary schools (2,565 of the
24,431 transcripts initially requested could not be
obrained because the school had no record of the student’s
attendance). Response rates varied from a high of 93
percent for transcripts sought from public 4-year colleges
and universities to a low of 55 percent from the voca-
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tional and proprietary schools. The higher response rates
for the public and private nonvocational schools may be
attributable to their typically longer period of existence
and the relative permanence of their student files. Tele-
phone follow-up calls to nonresponding schools revealed
that nearly half of the vocational school transcripts re-
quested for NLS-72 students were unavailable.

Item nonresponse. While unit nonresponse can be adjusted
for by weighting, this approach is impractical for item
nonresponse. Researchers should take into account that
NLS-72 respondents often skipped questions incorrectly
or gave unrecognizable answers. However, efforts were
made to retrieve missing data for critical items by tele-
phone, with a success rate of over 90 percent.

Most item nonresponse in NLS-72 resulted from respon-
dents’ limited recall of past events or misinterpretation of
questions and routing instructions. Many items in the
Student Files appear to have high (greater than 10
percent) nonresponse. In most instances, these items are
associated with the routing patterns in the instruments.
(A routing question is one that implicity or explicitly
directs a respondent around other questions in the
instrument, e.g., skip patterns.) Rather conservative rules
were used to label blanks as either missing (illegitimate
skip—code 98) or inapplicable (legitimate skip—code
99). With the more complex routing patterns, a large
section of items was sometimes coded illegitimate (code
98) due to just one inconsistency in the pattern. The user
should be careful in interpreting data coded 98 and 99.
When analysis requires data that lie within complex rout-
ing patterns, it is advisable to further examine the data
within the routing items. Similarly, data labeled as
suspect during the editing stage should be reexamined
and possibly reclassified for specific analytic purposes.

Measurement error. The survey data were monitored
for quality of processing and evaluated to determine the
extent of any problems and the sources of errors. Some
examples are given below.

Study of edit failures. If the respondent failed to answer
certain key items properly, the questionnaire failed an
edit and the respondent was contacted by telephone. A
special study of survey responses in the third follow up
was conducted to determine why so many questionnaires
(over 60 percent) failed the edit process. This study con-
cluded that; (1) the majority of edit failures associated
with itemized financial questions involved the respondent’s
failure to supply answers to each of the requested line
items; (2) items structured as “check all responses that
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apply” were likely to be failed by a substantial number of
respondents; and (3) overall data entry errors were low
except for items requiring itemized financial information.

Review of routing patterns. Quality control, completeness,
routing, and consistency indices were created for use with
the Student Files. Routing indices, computed identically
for each survey, indicate the percentage of the routing
questions that were ambiguously answered by an indi-
vidual for a given instrtument. The first four follow-up
questionnaires contained 33, 52, 67, and 61 routine pat-
terns, respectively. In general, 56-68 percent of all
respondents proceeded through an instrument without
violating any routing patterns; about 20-30 percent vio-
lated 1-5 routing patterns; and 7-15 percent violated
6~10 patterns. In all four instruments, there was a small
number (3-7 percent) of sample members who had great
difficulty with the routing patterns and violated the rout-
ing instructions in more than 10 different patterns.

Monitoring of data entry. For the first through fourth
follow-up surveys, direct data entry terminals were used
to key the survey data. Data entry error rates were com-
puted for the fourth follow-up survey based on three
keyings. After the initial keying, a random sample of
questionnaires from each batch was selected for rekeying
by two additional operators. The results were within the
overall error rate tolerance established for NLS-72. The
variable error rate across samples and operators on the
selected supplemental questionnaires was 0.00040; the
estimated character error rate was 0.00023.

Data Comparability

One of the major goals of the NELS Program is to make
the data sufficiently comparable to allow cross-cohort
comparisons between studies (NLS-72 vs. HS&B vs.
NELS:88), as well as comparative analyses of data across
waves of the same study. Nevertheless, the user should
be aware of some variations in sample design, question-
naire and test content, and data collection methods that
could impact the drawing of valid comparisons.

Sample design changes. Although the general NLS-72
sample design was similar for all waves, there were some
differences worth noting. The original sample design called
for two schools to be surveyed from each of 600 strata;
however, at the end of the base-year survey, several strata
had no participants and many more had only one. As a
result of a resurvey effort during the first follow-up
survey, the final sample included @ least ewo participat-
ing schools from each stratum. The fifth follow-up sample
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design differed from the base-year design in that the
student selection probabilities were equal in the

base-year design but unequal in the fifth follow up.

Reporting period differences. The first four follow ups
requested data as of October of the survey year, whereas
the fifth follow up used February 1986 as the reference
date.

Content changes. Due o the increased interest in event
history analysis, the fifth follow-up survey collected more
detailed information than did earlier surveys on the time
periods during which respondents held jobs or were in
school. Instead of recording one start and stop darte for
each school and job, up to eight time periods (or start
and stop dates) were shown. To allow for maximum user
flexibility, the responses were coded into pairs of start
and stop dates.

Comparisons between NLS-72 student data and
PETS data. There are substantial discrepancies between
student-reported postsecondary attendance in the NLS-
72 follow-up surveys and the evidence obtained from
official school transcripts collected in the Postsecondary
Education Transcript Study. One interpretation is that
NLS-72 respondents overreported instances of
postsecondary school attendance by about 10 percent
(unweighted). If so, researchers analyzing postsecondary
schooling using only the survey data would overestimate
significantly the extent of this activity. Coding errors could
offer further explanation for the discrepancies.

Comparisons with HS&'B and NELS:88. The three
NELS studies—NLS-72, HS&B, and NELS:88—were
specifically designed to facilitate comparisons with each
other. At the student level, three different kinds of com-
parative analyses are possible. (See section 2, Uses of
Data for more detail.) The overall sample design is simi-
lar and a core of questionnaire items is comparable across
all three studies. Additionally, item response theory meth-
ods can be used to place mathematics, vocabulary, and
reading scores on the same scale for 1972, 1980, and
1982 seniors.

However, despite the considerable similarity between the
NLS-72, HS&B, and NELS:88 studies, the differences
in sample definition and statistical design have implica-
tions for intercohort analysis. Also, sampling error tends
to be a greater problem for intercohort comparisons than
for intracohort comparisons because there is sampling
error each time an independent sample is drawn. In ad-
dition, a number of nonsampling errors may arise when
estimating trends based on results from two or more

—ill

sample surveys. For example, student response rates
differed across the three NELS studies, and the charac-
teristics of the nonrespondents may have differed as well.
The accuracy of intercohort comparisons may also be
influenced by differences in context and question order
for trend items in the various student questionnaires;
differences in test format, content, and context; and other
factors such as differences in data collection and meth-
odology. While some effort was made to maintain trend
items over time in the NELS studies, strict test and ques-
tionnaire overlap was not considerable across the three
studies. More specifically, differences exist in question-
naire construction and in mode and type of survey
administration. See chapter 8 (HS&B) and chapter 6
(NELS:88) for additional information on the compara-
bility of the three NELS studies.

6. CONTACT INFORMATION

For content information on NLS-72, contact:

Aurora D’Amico
Phone: (202) 502-7334

E-mail: aurora.d’amico@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General

National Education Longitudinal Study of 1988: Second
Follow-up Research and Development Working Papers,
NCES 94-251, by P. Quinn, Washington, DC: 1995.

National Longitudinal Study of the High School Class of
1972: “Fourth Follow-Up Survey” Final Methodological
Report, ED 217-052, by J.A. Riccobono, ed., et al.
Washington, DC: 1981.

National Longitudinal Study of the High School Class of
1972 (NLS-72) Fifth Follow-Up Survey” Data File User’s
Manual, CS 87-406c, by R. Tourangeau, P. Sebring,
B. Campbell, M. Glusberg, B. Spencer, and M. Single-
ton. Washington, DC: 1987.
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051, by K. McAdams, et al. Washingron, DC: 1981.

The National Longitudinal Study of the High School Class
of 1972 (NLS-72) Fifth Follow-Up Survey and High
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Report, ED 269-465, by C. Jones, et al. Washington,
DC: 1985.
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Chapter 8: High School and Beyond

(HS&B) Longitudinal Study

1. OVERVIEW

part of NCES’ National Longitudinal Studies Program. This program was

established to study the educational, vocational, and personal development of
young people, beginning with their elementary or high school years and following them
over time as they take on adult roles and responsibilities. The HS&B Study included
two high school cohorts—a senior cohort (the graduating class of 1980) and a sopho-
more cohort (the sophomore class of 1980). Students, school administrators, teachers,
parents, and administrative records provided dara for the study. HS&B results can be
compared with the results of two other longitudinal studies—the National Longitudinal
Study of the High School Class of 1972 (NLS-72) and the National Education Longitu-
dinal Study of 1988 (NELS:88). (See chapters 7 and 6 for descriptions of these studies.)

The HS&B Study covered more than 30,000 high school seniors and 28,000 high
school sophomores. It primarily consisted of a base year survey in 1980 and four
follow-up surveys in 1982, 1984, 1986, and 1992. Record studies were also conducted
to obtain key supplemental data on students. As part of the first follow up, high school
transcripts were requested for the sophomore cohort, providing information on the
sophomores’ course-taking behavior through their 4 years of high school. Postsecondary
transcripes were collected in 1984 for the senior cohort and in 1987 and 1993 for the
sophomore cohort. In addition, student financial aid data were obtained from adminis-
trative records in 1984 for the senior cohort and in 1986 for the sophomore cohort.
The HS&B project ended in 1993 after the completion of the fourth follow-up survey
and related transcripts study of the sophomore cohort.

T he High School and Beyond (HS&B) Study was the second study conducted as

Purpose

To (1) study longitudinally ¢he given cohorss’ educational, vocational, and personal devel-
opment, beginning with their high school years, and the personal, familial, social,
institutional, and culural factors that may affect that development; and (2) compare the
resules with daca from the NLS-72 and NELS:88 studies to facilitate cross-cobort studies
of American youth’s schooling and socialization.

Components

The HS&B Study compiled data from a sample of students, parents, teachers, and
school administrators in a base year and four follow-up surveys. It also collected high
school and postsecondary transcripts and administrative financial aid records. The
various components are described below.

LONGITUDINAL
SAMPLE SURVEY
OF THE HIGH
SCHOOL
SOPHOMORE AND
SENIOR CLASSES
OF 1980; BASE-
YEAR SURVEY AND
FOUR FOLLOW
UPS, ENDING IN
1992

HS&B collected data
from:

» Students and
dropouts

» School
administrators

» Teachers
» Parents

» High school
transcripts

» Postsecondary
transcripts

» Postsecondary
financial aid
records
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Base Year Survey. The base year survey was conducted
in spring 1980 and comprised the following;

Student Questionnaire. Students were asked to (1) fill out
a Student Identification Pages booklet, which included
several items on the use of non-English languages as well
as confidential identifying information; (2) complete a
questionnaire that focused on the student’s individual and
family background, high school experiences, work expe-
riences, future educational plans, future occupational
goals, and plans for and ability to finance postsecondary
education; and (3) take timed cognitive tests that mea-
sured verbal and quantitative abilities. The sophomore
test battery included achievement measures in science,
writing, and civics, while seniors were asked to respond
to tests measuring abstract and nonverbal abilities.

School Questionnaire. Completed by an official in the
participating school, this questionnaire collected infor-
mation about enrollment, staff, educational programs,
facilities and services, dropout rates, and special
programs for handicapped and disadvantaged students.

Teacher Comment Checklist. At each grade level, teachers
had the opportunity to answer questions about the traits
and behaviors of sampled students who had been in their
classes. The typical student in the sample was rated by an
average of four different teachers.

Parent Questionnaire. A sample of parents provided
information about family attitudes, family income,
employment, occupation, salary, financial planning, and
how these affect postsecondary education and goals. The
results include responses from the parents of abourt 3,600
sophomores and 3,600 seniors.

First Follow-up Survey. The first follow-up survey was
conducted in spring 1982. As in the base survey, infor-
mation was collected from students, school administrators,
and parents. For the 1980 senior cohort, high school and
postsecondary experiences were the main focus of the
survey; seniors were asked about their school and
employment experiences, family status, and attitudes and
plans. For the 1980 sophomore cohort, the survey gath-
ered information on school, family, work experiences,
educational and occupational aspirations, personal
values, and test scores of sample participants. A high
school transcript collection was also part of the first
follow up for sophomore cohort members. (See below
for more detail.)

Sophomores were classified by high school status as
of 1982 (i.e., dropout, same school, transfer, or early

graduate). Dropouts completed a Noz Currently in High
School Questionnaire, which included some questions from
the regular Student Questionnaire but focused on the
student’s reasons for dropping out and the impact on his/
her educational and career development. In addition to
the regular Student Questionnaire, a Transfer Supplement
was completed by members of the sophomore cohort
who had transferred out of the base year sample high
school to another high school. This supplement gathered
information on reasons for transferring and for selecting
a particular school, length of interruption in schooling
and reasons, and particulars about the school itself (type,
location, entrance requirements, size of student body,
grades). Sophomore cohort members who graduated from
high school ahead of schedule completed an Early Gradu-
ate Supplement in addition to the regular questionnaire.
The Early Graduate Supplement documented reasons for
and circumstances of early graduation, adjustments re-
quired to finish early, and respondents’ activities compared
with those of other out-of-school survey members (i.c.,
dropouts, 1980 seniors).

Second Follow-up Survey. This survey was conducted
in spring 1984. For both the sophomore and senior
cohorts, the survey collected data on the student’s work
experience, postsecondary schooling, earnings, periods
of unemployment, and so forth. For seniors, postsecondary
transcripts and financial aid records were also collected.
(See below for more detail.)

Third Follow-up Survey. This survey was administered
in spring 1986, using the same questionnaire for both
the sophomore and senior cohorts. To maintain compa-
rability with prior waves, many questions from eatlier
follow-up surveys were repeated. Respondents were asked
to update background information and to provide infor-
mation about their work experience, unemployment
history, education and other training, family information
(including marriage patterns), income, and other experi-
ences and opinions. Financial aid records and
postsecondary transcripts were collected for sophomores.
(See below for more detail.)

Fourth Follow-up Survey. This survey was administered
in spring 1992 to only the sophomore cohort. The survey
sought to obtain valuable information on issues of access
to and choice of undergraduate and graduate educational
institutions, persistence in obtaining educational goals,
progress through the curriculum, rates of degree attain-
ment and other assessments of educational outcomes,
and rates of return to the individual and society. A
second collection of postsecondary transcripts for sopho-
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more cohort members took place in 1993. (See below
for more detail.)

Record Studies. The following record studies were
conducted during the course of the HS&B project.

High School Transcript Study. In fall 1982, as part of the
first follow up, nearly 16,000 high school transcripts were
collected for sophomore cohort students who were
seniors in 1982. This dara collection allows the study of
the course-taking behavior of the sophomore cohort
throughout their four years of high school. Data include
a six-digit course number for each course taken; course
credit, expressed in Carnegie units (a standard of mea-
surement that represents one credit for the completion
of a 1-year course); course grade; year course was taken;
grade point average; days absent; and standardized test
scores.

Postsecondary Education Transcript Study. This study gath-
ered data on students’ academic histories since leaving
high school. As part of the second follow up in 1984,
postsecondary transcripts were collected for the senior
cohort. Transcripts were requested from all postsecondary
institutions reported by senior cohort members in the
first and second follow-up surveys. Transcript data
include dates of attendance; fields of study; degrees earned;
and the titles, grades, and credits of every course attempted
at each institution.

In 1987 and again in 1993, postsecondary transcripts
were collected for the sophomore cohort. The lacter
collection allowed information to be obtained on sopho-
more cohort members who had received their
baccalaureate degrees and then went on to pursue gradu-

ate, doctoral, and first professional degrees.

Student Financial Aid Records. In 1984, HS&B collected
institutional financial aid records and federal records of
the Guaranteed and Student Loan Program and the Pell
Grant Program for seniors who had indicated
postsecondary attendance. The federal financial aid
records were obrained for the sophomore cohort in 1986.

Periodicity

The base year survey was conducted in 1980, with four
follow upsin 1982, 1984, 1986, and 1992 (only the sopho-
more cohort). High school transcripts were collected for
the sophomore cohort in 1982. Postsecondary transcripts
were collected for the senior cohort in 1984 and for the
sophomore cohort in 1987 and 1993. Student financial
aid records were collected for the senior cohort in 1984
and the sophomore cohort in 1986.
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2. USES OF DATA

The HS&B Study provides information on the educa-
tional, vocational, and personal development of young
people as they move from high school into postsecondary
education or the workforce and then into adult life. The
initial longitudinal study (NLS-72) laid the groundwork
for comparison with HS&B. It recorded the economic
and social conditions surrounding high school seniors in
1972 and, within that context, their hopes and plans;
subsequently, it measured the outcomes while also
observing the intervening processes. The HS&B base year
survey of 1980 seniors is directly comparable to NLS-72
data on 1972 seniors. With the follow-up data, trend com-
parisons can be made for the period 1972 to 1984. (See
A Guide to Using NELS:88 Data, by ]. Owings et al.) By
comparing the results of the HS&B and NLS-72 studies,
researchers can determine how plans and outcomes dif-
fer in response to changing conditions, or remain the
same despite such changes. HS&B permits researchers
to further monitor change by, for example, measuring
the economic returns of postsecondary education for
minorities and delineating the need for financial aid.

The HS&B Study allows both cross-sectional and longi-
tudinal analyses of the students who were sophomores or
seniors in 1980. The data are used to address issues of
educational attainment, employment, family formation,
personal values, and community activities since 1980.
For example, a major study on high school dropouts used
HS&B data to demonstrate that a large number of drop-
outs return to school and earn a high school diploma or
an equivalency certificate. Other examples of issues and
questions that can be addressed are:

» How, when, and why do students enroll in postsecondary
education institutions?

» Did those who (while in high school) expected to complete
the baccalaureate degree actually do so?

» How has the percentage of recent graduates from a given
cohort who enter the workforce in their field changed over
the past years?

» Whar are the long-term effects of not completing high
school in the traditional way? How do employment and
earnings event histories of traditional high school graduates
differ from those who did not finish high school in the

traditional manner?

» Do individuals who attend college earn more than those
who do not artend college? What is the effect of student
financial aid?

w
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» What percentage of college graduates is eligible or qualified
to enter a public service profession such as teaching?

» How many enter the workforce full-time in the area for

which they are qualified?

» How and in what ways do publicand private schools differ?

3. KEY CONCEPTS

Some of the key terms related 1o HS&B are defined below.

Cognitive Tests. Achievement tests administered to both
cohorts in the base year survey and to only sophomores
in the firsc follow up. The content was as follows: (1)
Vocabulary (21 items, 7 minutes), using a synonym for-
mag; (2) Reading (20 items, 15 minutes), consisting of
short passages (100200 words) followed by comprehen-
sion questions and a few analysis and interpretation items;
(3) Mathematics (38 items, 21 minutes), in which
students were asked to determine which of two quanti-
ties was greater, whether they were equal, or whether
there was insufficient data to answer the question; (4)
Science (20 items, 10 minutes), based on science knowl-
edge and scientific reasoning ability; (5) Writing (17 items,
10 minutes), based on writing ability and knowledge of
basic grammar; and (6) Civics Education (16 questions,
5 minutes), based on various principles of law, govern-
ment, and social behavior.

Course Offering and Course Taking. Course-offering
daca were collected from the School Questionnaires filled
out by school administrators; course offerings include
regular and advanced placement curricula provided by
the schools. Course-taking data were collected in differ-
ent ways for the sophomore and senior cohorts. For
sophomores, official high school transcripts provided
records of students’ coursework. For the senior cohort,
high school transcripts were not available; instead,
coursework was self-reported by seniors in a series of
items asking retrospectively about the courses and hours
taken. Despite these differences in data collection, the
listings of courses for the two cohorts were consistent,
including major subjects in both regular and advanced
placement curricula.

Socioeconomic Status (SES). Indicated by a set of com-
posite variables, constructed from base year and first
follow-up data—using father’s occupation, father’s
education, mother’s education, family income, and
material possessions in the household.

4. SURVEY DESIGN

Target Population
High school students who were in the 10% or 12* grade
in U.S. public and private schools in spring 1980.

Sample Design
HS&B was designed to provide nationally representative
data on 10%- and 12%-grade students in the United States.

Base Year Survey. In the base year, students were
selected using a two-stage, stratified probability sample
design, with secondary schools as the first-stage units and
students within schools as the second-stage units.
Sampling rates for each stratum were set so as to select in
each stratum the number of schools needed to satisfy
study design criteria regarding minimum sample sizes
for certain types of schools. The following types of schools
were oversampled to make the study more useful for policy
analyses: public schools with a high percentage of
Hispanic students; Catholic schools with a high percent-
age of minority group students; alternative public schools;
and private schools with high achieving students. Thus,
some schools had a high probability of inclusion in the
sample (in some cases, equal to 1.0), while others had a
low probability of inclusion. The toral number of schools
in the sample was 1,122, selected from a frame of 24,725
schools with grades 10 or 12 or both. Within each stra-
tum, schools were selected with probabilities proportional
to the estimated enrollment in their 10* and 12 grades.

Within each school, 36 seniors and 36 sophomores were
randomly selected. In those schools with fewer than 36
seniors or 36 sophomores, all eligible students were drawn
in the sample. Students in all buc che special strata were
selected with approximately equal probabilities. The
students in special strata were selected with higher prob-
abilities. Special efforts were made to identify sampled
students who were twins or triplets so that their co-twins
or co-triplets could be invited to participate in the study.

Substitution was carried out for schools that refused to
participate in the survey. There was no substitution for
studencs who refused, for scudents whose parents refused,
or for students who were absent on Survey Day and

makeup days.
First Follow-up Survey. The first follow-up sophomore

and senior cohort samples were based on the base year
samples, reraining the essential features of a stratified
multistage design. (For derails beyond those given below,
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see High School and Beyond First Follow-Up (1982) Sample
Design Report, by R.E. Tourangeau, et al.)

For the sophomore cohort, all of the 1,015 schools
selected for the base year sample were included in the
first follow up except 40 schools that had no 1980 sopho-
mores, had closed, or had merged with other schools in
the sample. The sample also included 17 schools that
received two or more students from base year schools;
school-level data from these institutions were eventually
added to students’ records as contextual information.
However, these schools were not added to the existing

probability sample of schools.

The sophomores still enrolled in their original base year
schools were retained with certainty since the base year
clustered design made it relatively inexpensive to resur-
vey and retest them. Sophomores no longer attending
their original base year schools were subsampled (i.e.,
dropouts, early graduates, students who transferred as
individuals to a new school). Certain groups were
retained wicth higher probabilities in order to support
statistical research on such policy issues as excellence of
education throughout the society, access to postsecondary
education, and transition from school to the labor force.

Students who transferred as a class to a different school
were considered to be still enrolled if their original school
had been a junior high school, had closed, or had merged
with another school. Students who had graduated early
or had transferred as individuals o other schools were
treated as school leavers for the purposes of sampling.
The 1980 sophomore cohort school leavers were selected
with certainty or according to predesignated rates
designed to produce approximately the number of com-
pleted cases needed for each of several different sample
categories. School leavers who did not participate in the
base year were given a selection probability of 0.1.

For the 1980 senior cohort, students selected for the base
year sample had a known, nonzero chance of being se-
lected for the first and all subsequent follow-up surveys.
The firsc follow-up sample consisted of 11,995 selections
from the base year probability sample. This toral included
11,500 selections from among the 28,240 base year par-
ticipants and 495 selections from among the 6,741 base
year nonparticipants. In addition, 204 nonsampled co-
twins or co-triplets (who were not part of the probability
sample) were included in the first follow-up sample, re-
sulting in a tocal of 12,199 selections.

NCES HANDBOOK OF SURVEY METHODS

High School Transcript Study (1980 Sophomore
Cobhort). Subsequent to the fitst follow-up survey, high
school transcripts were sought for a probability subsample
of nearly 18,500 members of the 1980 sophomore
cohort. The subsampling plan for the transcripe study
emphasized the retention of members of subgroups of
special relevance for education policy analysis. Compared
to the base year and first follow-up surveys, the transcript
study sample design further increased the
overrepresentation of racial and echnic minorities,
students who actended private high schools, school drop-
outs, transfers, early graduates, and students whose
parents completed che base year Parent Questionnaire
on financing postsecondary education. Transcripts were
collected and processed for nearly 16,000 members of
the sophomore cohort.

Second and Third Follow-up Surveys. The sample for
the second follow-up survey of the 1980 sophomore co-
hort was based upon the design of the High School
Transcript Study. A total of 14,825 cases were selected
from among the nearly 18,500 recained for che transcript
study. The second follow-up sample included dispropor-
tionate numbers of sample members from policy-relevant
subpopulations. The members of the senior cohort
selected into the second follow-up sample consisted
exactly of those selected into the first follow-up sample.
The senior and sophomore cohort samples for the third
follow-up survey were the same as those used for the
second follow up. The third follow up was the last survey
conducted for the senior cohort. Postsecondary school
transcripts were collected for all members of the senior
cohort members who reported attending any form of
postsecondary schooling in eicher of the follow-up
surveys. Over 7,000 individuals reported more than
11,000 instances of postsecondary school attendance.

Fourth Follow-up Survey. The fourth follow up was
composed solely of members from the sophomore
cohort, and consisted exactly of those selected into che
second and third follow-up sample. For any student who
ever enrolled in postsecondary education, complete
transcript information was requested from the institu-
tions indicated by the student.

Data Collection and Processing

HS&B compiled darta from six primary sources: students,
school administrators, teachers, parents of selected
students, high school administrative records (transcripts),
and postsecondary administrative records (transcripts and

financial aid). Data collection began in fall 1979 (when
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information from school administrators and teachers was
first gathered) and ended in 1993 (when postsecondary
transcripts of sophomore cohort members were collected).
The National Opinion Research Center (NORC) ar the
University of Chicago was the contractor for the HS&B
project.

Reference dates. In the base year survey, most ques-
tions referred co the student’s experience up to the time
of administration in spring 1980 (i.e., all 4 high school
years for the senior cohort and the first 2 high school
years for the sophomore cohort). In the follow ups, most
questions referred to experiences that occurred between
the previous survey and the current survey. For example,
the second follow up largely covered the period between
1982 (when the first follow up was conducted) and 1984
(when the second follow up was conducted).

Data collection. In both the base year and first follow-
up surveys, it was necessary to secure a commitment to
participate in the study from the administrator of each
sampled school. For public schools, the process began by
contacting the chief state school officer. Once approval
was gained at the state level, contact was made wich
District Superintendents and then with school principals.
Wherever private schools were organized into an admin-
istrative hierarchy (e.g., Catholic school dioceses),
approval was obtained at the superior level before
approaching the school principal or headmaster. The prin-
cipal of each cooperating school designated a School
Coordinartor to serve as a liaison between the NORC
staff, school administrator, and selected students. The
School Coordinator {most often a senior guidance coun-
selor) handled all requests for data and materials, as well
as all logistical arrangements for student-level data collec-
tion on the school premises.

In the 1980 base year survey, a single data collection
method—on-campus administration—was used for boch
the sophomore and senior cohorts. In the first follow up,
members of the sophomore cohort (nearly all of whom
were then in the 12th grade) were resurveyed using meth-
ods similar to those of the base year survey. Since some
of the 1980 sophomores had left school by 1982, the first
follow-up survey involved on-campus administration for
in-school respondents and off-campus group administra-
tion for school leavers (transfers, dropouts, early
graduates). On-campus surveys generally were similar to
those used in the base year. Off-campus survey sessions
were held afterwards for school leavers in the sophomore
cohort. Personal or telephone interviews were conducted
with individuals who did not actend the sessions.

Members of the 1980 senior cohort were surveyed
primarily by mail. Nonrespondents to the mail survey
(approximately 25 percent) were interviewed either in
person or by telephone.

By the time of the second follow up, the sophomore
cohort was out of school. In the second (1984) and third
(1986) follow ups, data for both che sophomore and
senior cohorts were collected through mailed question-
naires. Telephone and personal interviews were conducted
with sample members who did not respond to the mailed
survey within 2—3 months. Only the sophomore cohort
was surveyed in the fourth follow up (1992). Computer-
assisted telephone interviewing (CATT) was used to collect
these data. The CATI program included two instruments;
the first was used to locate and verify the identity of the
respondent, while the second contained all of the survey
questions. The average administration time for an inter-
view was 30.6 minutes. Intensive telephone locating and
field intervention procedures were used to locate respon-
dents and conduct interviews.

Processing. Although procedures varied across survey
waves, all Student Questionnaires in all waves were
checked for missing critical items. Approximately 40
items in each of the main survey instruments were desig-
nated as critical or “key” items. Cases failed this edit if a
codable response was missing for any of the key items.
Such cases were flagged and then routed to the data
retrieval station, where staff called respondents to obtain
missing information or otherwise resolve the edit failure.

The base year procedures for data control and prepara-
tion differed significantdy from those in the follow-up
surveys. Since the base year student instruments were
less complex than later instruments, the completed docu-
ments were sent directly from the schools to NORC'’s
optical scanning subcontractor for conversion to machine-
readable form. The scanning computer was programmed
to perform the critical item edit on Student Question-
naires and to generate listings of cases missing critical
data, which were then sent to NORC for data retrieval.
School and Parent Questionnaires were converted to
machine-readable form by the conventional key-to-disk
method at NORC.

All follow-up questionnaires were sent to NORC for re-
ceipt control and dara preparation prior to being shipped
to the scanning subcontractor. The second follow-up
survey contained optically scannable grids for the answers
o numeric questions; staff examined numeric responses
for correct entry (e.g., right justification, omission of
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decimal points). In the third follow up, a portion of the
instrument was designed for computer-assisted data en-
try (CADE), while the rest was prepared for optical
scanning. All major skip items and all critical items were
entered by CADE. With this system, operators were able
to combine data entry with the traditional editing proce-
dures. The CADE system stepped question-by-question
through critical and numeric items, skipping over
questions that were slated for scanning and questions that
were legitimately skipped because of a response to a
filter question. Ranges were set for each question,
preventing the accidental entry of illegitimate responses.
CADE operators were also responsible for the critical
item edit; those critical items that did not pass the edit
were flagged for retrieval, both manually and by the
CADE system. After the retrieved data were keyed,
questionnaires were shipped to the scanning firm.

For the fourth follow up, a CATI system captured the
data at the time of the interview. The CATI program
examined the responses to completed questions and used
that information to route the interviewer to the next
appropriate question. It also applied the customary
edits, described below under “Editing.” At the conclu-
sion of an interview, the completed case was deposited in
the database ready for analysis. There was minimal post-
data entry cleaning because the interviewing module itself
conducted the majority of necessary edit checking and
conversion functions. A CADE program was designed wo
enter and code transcript data.

The first through fourth follow ups required coding of
open-ended responses on occupation and industry;
postsecondary schools; major field of study for each
postsecondary school; licenses, certificates, and other
diplomas received; and military specialized schools,
specialty, and pay grade. Coding was compatible with
the coding done in NLS-72, using the same sources from
NCES and the U.S. Bureau of the Census. (See chapter
7.) In the first follow up, staff also coded open-ended
questions in the Early Graduate and Transfer Supple-
ments, and transformed numeric responses to darkened
ovals to facilitate optical scanning. In the third follow up,
all codes were loaded into a computer program for more
efficient access. Coders typed in a given response, and
the program displayed the corresponding numeric code.

In the fourth follow up, interviewers received additional
coding capabilities by temporarily exiting the CATI
program and executing separate programs that assisted
them in coding the open-ended responses. Data from the
coding programs were automatically sent to the CATI

NCES HANDBOOK OF SURVEY METHODS

program for inclusion in the data set. In addition to the
online coding tasks, interviewers recorded verbatim
descriptions of industry and occupation. The coding
scheme for industry in the fourth follow up was a simpli-
fied version of the scheme used in previous rounds of
HS&B (verbatims are available for more detailed
coding). The coding scheme for occupation coding was
adapted from verbatim responses received in the third
follow up. Postsecondary institutions were coded with
Federal Interagency Committee on Education (FICE)
codes.

Editing. In addition to the critical item edit described
above, a series of edits checked the data for out-of-range
values and inconsistencies between related items. In the
base year, machine editing was limited to examining
responses for out-of-range values. No interim consistency
checks were performed since there was only one skip
pattern.

In the first and second follow ups, several sections of the
questionnaire required respondents to follow skip instruc-
tions. Computer edits were performed to resolve
inconsistencies between filter and dependent questions,
detect illegal codes, and generate reports on the incidence
of correctly and incorrectly answered questions. After
improperly answered questions were converted to blanks,
the student data were passed to another program for con-
version to appropriate missing-data codes (e.g.,
“legitimate skip,” “refused”). Detection of out-of-range
codes was completed during scanning for all questions
except those permitting an open-ended response. Hand-
coded data for open-ended questions (occupation,
industry, institution, field of study) were matched by
computer against lists of valid codes.

In the third follow up, CADE carried out many of the
steps that normally occur during machine editing. The
system enforced skip patterns, range checking, and
appropriate use of reserved codes—allowing operators
to deal with problems or inconsistencies while they had
the document in hand. For scanned items, the same
machine-editing steps as those used in prior follow ups
were implemented. Since most of the filter questions were
CADE-designated items, there were few filter-dependent
inconsistencies to be handled in machine editing.

In the fourth follow up, machine editing was replaced by
the interactive edit capabilities of the CATI system, which
tested responses for valid ranges, data field size, data type
(numeric or text), and consistency with other answers or
data from previous rounds. If the system detected an
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inconsistency due to a miskey by the interviewer, or if
the respondent simply realized that he or she made a
reporting error earlier in the interview, the interviewer
could go back and change the earlier response. As the
new response was entered, all of the edit checks
performed at the first response were again performed.
The system then worked its way forward through che
questionnaire using the new value in all skip instructions,
consistency checks, and the like until it reached the first
unanswered question, and control was then returned to
the interviewer. When problems were encountered, the
system could suggest prompts for the interviewer to use
in eliciting a better or more complete answer.

Estimation Methods
Weighting is used to adjust for sampling and unit
nonresponse.

Weighting. The weights are based on the inverse of the
selection probabilities at each stage of che sample
selection process and on nonresponse adjustment factors
computed within weighting cells. While each wave
provided weights for statistical estimation, the fourth
follow-up weights can illustrate the concept of weighting,
The fourth follow up generated survey data and
postsecondary transcript data. Weights were computed
to account for nonresponse in both of these data collec-
tions.

First, a raw weight, unadjusted for nonresponse in any of
the surveys, was calculated and included on the data file.
The raw weight provides che basis for analysts to
construct additional weights adjusted for the presence of
any combination of data elements. However, caution should
be used if the combination of data elements results in a
sample with a high proportion of missing cases. For the
survey darta, two weights were computed. The firsc weight
(was computed for all fourth follow-up respondents. The
second weight was computed for all fourch follow-up
respondents who also participated in the base year and
first, second, and third follow-up surveys.

Two additional weights were computed to facilitate the
use of the postsecondary transcript data. The collection
of transcripts was based upon sophomore cohort reports
of postsecondary attendance during either the third or
fourth follow up. A student may have reported attendance
at more than one school. The first transcript weight was
computed for students for whom at least one transcript
was obtained. It is therefore possible for a student who
was not a respondent in the fourth follow up but who was
a respondent in the third follow up, to have a nonzero

value for the first transcript weight. The second
transcript weight is more restrictive. It was designed to
assign weights only to cases that were deemed to have
complete data. Only students who responded during the
fourth follow up (and hence students for whom a
complete report of postsecondary education actendance
was available and for whom all requested transcripts were
received) were assigned a nonzero value for the second
transcript weight. For students who did not complete the
fourth follow-up interview, complete transcripts may have
been obrtained in the 1987 transcript study, but since it
was not certain thart these transcripts were complete, they
wete given a weight of zero.

Imputation. No imputation was performed in the HS&B
Study.

5. DATA QUALITY AND
COMPARABILITY

Sampling Error

Because the sample design for the HS&B cohorts involved
stratification, disproportionate sampling of certain strara,
and clustered probability sampling, the calculation of
exact standard errors (an indication of sampling error)
for survey estimates can be difficult and expensive.

Sampling error estimates for the first and second HS&B
follow ups were calculated by the method of Balanced
Repeated Replication (BRR) using BRRVAR, a Depart-
ment of Education statistical subroutine. The BRR
programs, WesVar and SUREG, are now available com-
mercially. For the base year and the third and fourth follow
ups, Taylor Series approximations were employed. More
detailed discussions of the BRR and Taylor Series proce-
dures can be found in the High School and Beyond Third
Follow-Up Sample Design Report, CS 88-402. The Darta
Analysis System (DAS), included as part of the public
release file, automatically reports design-corrected Taylor
Series standard errors for the tables it generates. There-
fore, users of the DAS need make no adjustments to
these estimates.

While design effects cannot be calculated for every esti-
mate of interest to users, design effects will be similar
from item to item within the same subgroup or popula-
tion. Users can calculate approximate standard error
estimates for items by multiplying the standard error under
the simple random sample assumption by the square root
of the average design effect for the population being
studied.
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Nonsampling Error
Nonsampling errors include coverage, nonresponse, and
measurement €rrotrs.

Coverage error. Bias caused by explicit exclusion of cer-
tain groups of schools and students (e.g., special types of
schools or students with disabilities or language barriers)
is not addressed in HS&B technical reports. Potential
coverage error in HS&B may relate 10 the exclusion of
schools that refused to cooperate in the base year survey.
Students who refused to participate in the base year
survey were not excluded in the follow ups. Since
students were randomly selected from the sampled schools,
the HS&B sample design did not entail exclusion of
specified groups. (See section 4, Sample Design.)

Nonresponse error.

Unit nonresponse. HS&B base year student-level estimates
include two components of unit nonresponse bias: bias
introduced by nonresponse at the school level, and bias
introduced by nonresponse on the part of students at-
tending cooperating schools. At the school level, some
schools refused to participate in the base year survey.
Substitution was carried out for refusal schools within
stratum when there were two or more schools within the
stratum. The bias introduced by base year school-level
refusals is of particular concern since it carried over into
successive rounds of the survey. Students attending re-
fusal schools were not sampled during the base year and
had no chance for selection into subsequent rounds of
observation. To the extent that these students differed
from students from cooperating schools in later waves of
the study, the bias introduced by base year school
nonresponse would persist. Student nonresponse did not
carry over in this way since student nonrespondents re-
mained eligible for sampling in later waves of the study.

In general, the lack of survey data for nonrespondents .

prevents the estimation of unit nonresponse bias. How-
ever, during the first follow up, School Questionnaire
data were obtained from most of the base year refusal
schools, and student data were obtained from most of
the base year student nonrespondents selected for che
first follow-up sample. These data provide a basis for
assessing the magnitude of unit nonresponse bias in base
year estimates.

Overall, 1,122 schools were selected in the original
sample, and 811 of those schools (72 percent) partici-
pated in the survey. An additional 204 schools were drawn
in a replacement sample. Student refusals and absences
resulted in a weighted student completion rate of 88
percent in the base year survey. Participation was higher
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in most follow-up surveys. Completion rates in the first
follow up were: 94 percent for seniors; 96 percent for
sophomores eligible for on-campus survey administra-
tion; and 89 percent for sophomores who had left school
between the base year and first follow up surveys (drop-
outs, transfer students, and early graduates). In the second
follow up, 91 percent of senior cohort members and 92
percent of sophomore cohort members completed the
survey. In che third follow up, completion rates were 88
percent for seniors and 91 percent for sophomores. Only
the sophomore cohort was surveyed in the fourth follow
up; 86 percent of the sample members participated.

As resules from the fourth follow up illustrate, scudent
nonresponse varied by demographic and educational
characteristics. Males had a slightly higher nonresponse
rate than females (a difference slightly over 3 percent).
Blacks and Hispanics showed similarly high rates of
nonresponse (around 20 percent), whereas nonresponse
among White students was about 10 percent. Nonresponse
increased as socioeconomic status decreased. Students
who were in general or vocational programs during the
base year were more likely to be nonrespondents than
students in academic programs. Dropouts had higher
nonresponse rates than other students. Students with lower
grades and lower test scores showed higher nonresponse
than students with higher grades and test scores. Stu-
dents who were frequently absent from school showed
higher nontesponse than students absent infrequently.
Students with no postsecondary education by the time of
the second follow up had higher nonresponse than stu-
dents with some postsecondary education. By selected
school characteristics, the highest nonresponse rates were
among students from alternative public schools, schools
with large enrollments, schools in urban areas, and schools
in the Northeast and West.

The patterns were similar in earlier rounds of HS&B.
Nonresponse analyses conducted by NORC support the

following general conclusions:

(1) The school-level bias component in HS&B estimates is
small, averaging less than 2 percent for base yearand first
follow-up estimates. It is probably of a similar magnitude
for fourth follow-up estimates.

{2) The student-level bias component in base year estimates is
also small, averaging about 0.5 percent for percentage
estimates.

(3) The student-level bias component in first, second, and
third follow-up estimates is limited by the nonresponse
rates, which were about three-fourths of the base year rates.
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(4) The student-leve} bias component in the fourth follow up
islimited by the nonresponse rate, which was slighdy higher
than the base year rate.

The first and second conclusion together suggests that
nonresponse bias is not a major contributor to error in
base year estimates. The first and third suggest that
nonresponse bias is not a major contributor to error in
the first, second, and third follow-up estimates either.
The first and fourth conclusion suggest that the fourth
follow-up nonresponse bias might be a little greater than
for the previous follow ups, but probably not by much.
Each of these conclusions must be given some qualifica-
tions. The analysis of school-level nonresponse is based
on data concerning the schools, not the students attend-
ing them. The analyses of student nonresponse are based
on survey data and are themselves subject to nonresponse
bias. Despite these limitations, the results consistently
indicate that nonresponse had a small impact on base
year and follow-up estimates.

Item nonresponse. Among students who participated in
the survey, some did not complete the questionnaire or
gave invalid responses to certain questions. The amount
of item nonresponse varied considerably by item. For
example, in the second follow up, a very low nonresponse
rate of 0.1 percent was observed for a question asking
whether the respondent had attended a postsecondary
institution. A much higher nonresponse rate of 12.2 per-
cent was obtained for a question asking if the respondent
had used a micro or minicomputer in high school. Typi-
cal item nonresponse rates ranged from 3 to 4 percent.

Imputation was not used to compensate for item
nonresponse in HS&B. However, an attempt was made
in the fourth follow up to reduce item nonresponse. In
previous rounds, interviews were conducted by self-
administered questionnaires (SAQs). Unfortunately,
respondents often skipped questions incorrectly or gave
unrecognizable answers. Thus, more data were missing
than would have occurred through personal interview-
ing. In the fourth follow up, interviewing was conducted
using computer-assisted telephone interviewing (CATI).
Unlike SAQs, CATI interviewing virtually eliminaced
missing data attributable to improperly skipped questions.

To evaluate the effectiveness of CATTI interviewing, 25
items from both the third and fourth follow-up data were
selected for comparison. Refusal and “don’t know”
responses were considered to be missing, buc legitimate
skips were not. For these 25 items, the overall percent-
age of missing items dropped from 4.36 percent in the
third follow up to 1.88 percent in the fourth follow up.

CATI also eliminated all multiple responses and resulted
in uncodable verbatims for only the two income
variables. In addition, more was known about the miss-
ing dara in the fourch follow up. In the third follow up,
only 7.2 percent of the missing data were classified as
refusals or “don’t know” responses. In the fourth follow
up, 50.9 percent of the missing data were classified as
refusals or “don’t know” responses. The fact that most of
the 25 comparisons showed a “very significant” decline
in missing data supports a contention that missing data
were reduced in the fourth follow up.

Measurement error. An examination of consistency be-
tween responses to the third and fourth follow ups provides
an indication of the reliability of HS&B data.

Racelethnicity. Racelethnicity is one characteristic of the
respondent that should not change between surveys. Over-
all, of the 12,309 respondents who reported their race/
ethnicity on both questionnaires, 93.8 percent gave the
same response in both years. However, certain race/
ethnicity categories (e.g., Native American) had substan-
tially less agreement. Only 53.4 percent of the respondents
who classified themselves as Native Americans during
the third follow up classified themselves as Native Ameri-
cans again during the fourth follow up.

One explanation for these discrepancies may be the change

in the method of survey administration. Unlike the third
follow up, which involved self-administered question-
naires, the fourth follow up was conducted by telephone.
The questionnaires mailed during the third follow up had
the five race/ethnicity categories listed for the respon-
dent o see. In the fourth follow up, respondents were
simply asked over the telephone, “What is your race/
ethnicity?” The interviewer coded the response. It is pos-
sible that Native Americans, Hispanics, and Asian/Pacific
Islanders classified themselves as Black or White (not
knowing that there was a more specific category for them),
hence resulting in more Blacks and Whites in the fourth
follow-up results.

Marital status. In the third follow up, respondents were
asked about their marital status in the first week of Febru-
ary 1986. In the fourth follow up, respondents were asked
about their marital status during and since February 1986.
Although both questions asked about marital status
during February 1986, respondents who had a change in
marital status during the last three weeks of February
could have given a different answer in the fourth follow
up than in the third follow up. Overall, of the 11,854
respondents who gave their marital status on both ques-
tionnaires, 95.4 percent had answers that agreed.
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Unlike the race/ethnicity question, memory and timing
play an important role in matching answers for marital
status. In this case, the recall period for third follow-up
respondents was years shorter than the recall period for
respondents in the fourth follow up. Respondents in the
third follow up, which took place in spring 1986, were
asked about a recent event. Respondents in the fourth
follow up, which was conducted in spring 1992, were
asked to recall their status back in February 1986. As
with the race/ethnicity question, the method of adminis-
tering the question differed between rounds—namely, the
question formartting had changed and the fourth follow
up used preloaded dara to verify marital status.

Data Comparability

A goal of the National Longitudinal Studies Program is
1o allow comparative analysis of data generated in several
waves of the same study and also to enable cross-cohort
comparisons with the other longitudinal studies. While
the HS&B and NLS-72 studies are largely compatible, a
number of variations in sample design, questionnaires,
and data collection methods should be noted to caution
darta users.

Comparability within HS&B. While many data items
were highly compatible across waves, the focus of the
questionnaires necessarily shifted over the years in re-
sponse to the changes in the cohorts’ life cycle and the
concerns of education policymakers. For seniors in the
base year survey and for sophomores in both the base
year and first follow-up surveys, the emphasis was on
secondary schooling. In subsequent follow ups, increas-
ingly more items were collected dealing with postsecondary
education and employment. Also, a major change in the
dara collection method occurred in the fourth follow up,
when CATI was introduced as the primary approach.
Earlier waves used mailed questionnaires supplemented
by telephone and personal interviews.

Comparability with NLS-72. The HS&B Study was
designed to build on NLS-72 in three ways. First, the
HS&B base year survey included a 1980 cohort of high
school seniors that was directly comparable to the NLS-
72 cohort (1972 seniors). Replication of selected 1972
Student Questionnaire items and test items made it pos-
sible to analyze changes subsequent to 1972 and their
relationship to federal education policies and programs
in thac period. Second, the introduction of the sopho-
more cohort in HS&B provided dara on the many critical
educational and vocational choices made between the
sophomore and senior years in high school, thus
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permitting a fuller understanding of the secondary school
experience and how it affects students. Third, HS&B
expanded the NLS-72 focus by collecting data on a range
of life cycle factors, such as family formation, labor force
behavior, intellectual development, and social participa-
tion.

The sample design was largely similar for both the HS&B
and NLS-72 studies, except that HS&B included a sopho-
more sample in addition to a senior sample. The
questionnaires for the two studies contained a large num-
ber of identical or similar items dealing with secondary
education and postsecondary work experience and
education. The academic tests were also highly compat-
ible. Of the 194 test items administered to the HS&B
senior cohort in the base year, 86 percent were identical
to items that had been given to NLS-72 base year re-
spondents. Item response theory (IRT) was used in both
studies to put math, vocabulary, and reading test scores
on the same scale for 1972, 1980, and 1982 seniors.
With the exception of CATI in the HS&B fourth follow
up, both NLS-72 and HS&B used group administration
of questionnaires and tests in the earliest surveys and
mailed questionnaires in the follow ups. HS&B,
however, involved more extensive efforts to supplement
the mailings by telephone and personal interviews.

6. CONTACT INFORMATION

For content information on HS&B, contact:

Aurora M. D’Amico
Phone: (202) 502-7334

E-mail: aurora.d’amico@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General

High School and Beyond Fourth Follow-Up Methodology
Report, NCES 95-426, by D. Zahs, S. Pedlow, M.
Morrissey, P. Marnell, and B. Nichols. Washington,
DC: 1995.
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Uses of Data

National Education Longitudinal Study of 1988: Conduct-
ing Cross-Cohort Comparisons Using HS&B, NAER, and
NELS:88 Academic Transcript Data, NCES Working
Paper 95-06, by S. Ingels and J. Taylor. Washington,
DC: 1995.

National Education Longitudinal Study of 1988: Conduct-
ing Trend Analyses: HS&'B and NELS:88 Sophomore
Cohore Dropouts, NCES Working Paper 95-07, by S.
Ingels and K. Dowd. Washington, DC: 1995.

National Education Longitudinal Study of 1988: Conduct-
ing Trend Analyses of NLS-72, HS&'B, and NELS:88
Seniors, NCES Working Paper 95-05, by S. Ingels
and J. Baldridge. Washington, DC: 1995.

Procedures Guide for Transcript Studies, NCES Working
Paper 99-05, by M.N. Alt and D. Bradby. Washing-
ton, DC: 1999.

Survey Design

High School and Beyond First Follow-Up (1982) Sample
Design Repore, by R.E. Tourangeau, H. McWilliams,
C. Jones, M.R. Frankel, and F. O’Brien. Washing-
ton, DC: 1983.

High School and Beyond Sample Design Report, by M.
Frankel, L. Kohnke, D. Buonanno, and R.
Tourangeau. Washington, DC: 1981.

High School and Beyond Second Follow-Up (1984) Sample
Design Repore, by C. Jones and B.D. Spencer. Wash-
ington, DC: 1985.

High School and Beyond Third Follow-Up Sample Design
Report, CS 88402, by B.D. Spencer, P. Sebring, B.
Campbell, and D. Carroll. Washington, DC: 1987.

Psychometric Analysis of the NLS-72 and the High School
and Beyond Test Batteries, by D.A. Rock, T.L. Hilton,
J.M. Pollack, R.B Ekstrom, and M.E. Goertz. Wash-
ington, DC: 1985.

Data Quality and Comparability

Measurement Error Studies at the National Center for Edu-
cation Statistics, NCES 97-464, by S. Salvucci, E.
Walter, V. Conley, S. Fink, and M. Saba. Washing-
ton, DC: 1997.

Quality of Responses of High School Students to Question-
naire Items, by W.B. Fetters, P. Stowe, and J.A.
Owings. Washington, DC: 1984.
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Chapter 9: SASS School Library Survey

(SLS)

1. OVERVIEW

in the United States were conducted in 1958, 1962, 1974, 1978, and 1985.

NCES now asks questions on libraries in public, private, and Bureau of Indian
Affairs (BIA) schools as part of the Schools and Staffing Survey (SASS, see chapter 4).
The School Library Media Center Survey was introduced as a component of SASS in
1993-94. It is sponsored by NCES and administered by the U.S. Bureau of the Census.

Federal surveys of school library media centers in elementary and secondary schools

Purpose

To provide a national picture of school library collections, expenditures, technology,
and services. SLS furnishes national estimates for public and private school libraries (by
school grade level and urbanicity) and for libraries operated by the Bureau of Indian
Affairs (BIA) schools; state estimates for public schools; and national estimates for
private school libraries, by detailed association. In 1993-94, SLS also furnished
national and state estimates for public school librarians and estimates for private school
librarians at the national level and by private affiliation or type of school.

Components

Before the School Library Media Center Survey was introduced in the 1993-94 SASS,
questions on school libraries were asked in three components of the 1990-91 SASS.
The School Questionnaire included items on the number of students served and the
number of professional staff and aides. The Teacher Demand and Shortage Questionnaire
included, ac the district level, items on the number of full-time equivalent librarians/
media specialists, vacant positions, positions abolished, and approved positions; and
the School Administrator Questionnaire included items on the amount of librarian input
in establishing curriculum.

The 1993-94 SLS component consisted of two questionnaires, one on the school’s
library media center and the other on the library media specialist. The 1999-2000
SASS included only the Library Media Center questionnaire. The surveys are sent to
public schools, private schools, and BIA schools in the 50 states and the District of
Columbia.

School Library Media Center Survey. The “Library Survey” is designed to provide a
national picture of school library media center facilities, collections, equipment, tech-
nology, staffing, income, expenditure, and services. The respondents to the Library
Survey are school librarians or other school staff members familiar with the library.

SAMPLE SURVEY
OF ELEMENTARY
AND SECONDARY
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SCHOOL LIBRARIES

SLS collects data on:

» Collections
» Expenditures
» Technology

» Services
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School Library Media Specialist/Librarian Survey.
The “Librarian Survey” is designed to profile the school
library media specialist workforce, including demographic
characteristics, academic background, workload, career
histories and plans, compensation, and perceptions of
the school library media specialist profession and work-
place. The eligible respondent for the Librarian Survey is
the staff member whose main assignment at the school is
to oversee the library.

Periodicity

The two surveys in SLS were first introduced in the SASS
conducted during the 1993-94 school year. The Library
Survey was repeated in the 1999-2000 SASS; the Librar-
ian Survey was dropped from the 1999-2000 SASS.

2. USES OF DATA

School libraries and library media centers are an impor-
tant component of the educational process. SLS data
provide a national picture of school library collections,
expenditures, technology, and services. The information
can be used by federal, state, and local policymakers and
practitioners to assess the status of school library media
centers in the United States. It also contributes to the
assessment of the federal role in supporting school librar-
ies. The Librarian Survey provides, for the first time, a
national profile of the school library media specialist/
librarian workforce.

SLS data can also be used to address current issues
related to school libraries. Recent interest has focused on
the contribution libraries could make to the current edu-
cation reform movement. Education reform has prompred
increased attention to the role school libraries/media cen-
ters might play in applying new technology and developing
new teaching methods. Some analysts argue that libraries
have a crucial role in developing computer literacy and
educating students in the use of modern information tech-
nologies. A number of observers also have argued that
expanding the function of libraries is a key prerequisite
to meeting the National Education Goals.

3. KEY CONCEPTS

Some of the key concepts and terms in SLS are defined
below. For additional terms, refer to the 199394 Schools
and Staffing Survey: Data File User's Manual, Volume I:
Survey Documentation (NCES 96-142).

Librarian. A school staff member whose main respon-
sibility is taking care of the library.

Library Media Center. An organized collection of
printed, audiovisual, or computer resources that (a) is
administered as a unit, (b) is located in a designated place
or places, and {c) makes resources and services available
to students, teachers, and administrators.

Library Media Specialist. A teacher who is stare-
certified in the field of library media.

4. SURVEY DESIGN

Target Population

The universe of library media centers/libraries and
library media center specialists/librarians in elementary
and secondary schools with any of grades 1-12 in the 50
states and the District of Columbia.

Sample Design

For the 1999-2000 SASS, the library media center sample
was the entire SASS school sample, excluding charter
schools. For more information on the 1999-2000 SLS
sampling frame, refer to chapter 4, Schools and Staffing
Survey (SASS). Each sampled library media center re-
ceives a library media center questionnaire.

In 1993-94, the library media center sample was a
subsample of the SASS school sample. Drawn from the
13,000 schools in the SASS, the library sample consisted
of 5,000 public schools, 2,500 private schools, and the
176 BIA schools in the United States. The librarian ques-
tionnaire was given to the head librarian of each sample
library. (Thus, within a school, no librarian sampling took
place.) The same strata were used for library sampling as
were used for public school sampling (state and grade
level). All BIA schools were selected for che library sur-
vey, so no stratification or sorting was needed. Within
strata, public schools were sorted on the following vari-
ables: (1) LEA metro status {1=Central city of a
metropolitan statistical area (MSA); 2=MSA, not central
city; 3=Outside MSA); (2) LEA CCD ID; (3) school en-
rollment; and (4) school CCD ID.

SASS sample schools were then systematically subsampled
using a probability proportionate to size algorithm, where
the measure of size was the square root of the number of
teachers in the school as reported in the Common Core

of Data {CCD, the public school sampling frame for

94

164



SLS

SASS) times the school’s inverse of the probability of
selection from the public school sample file. Any school
with a measure of size larger than the sampling interval
was excluded from the library sampling operation and
included in the sample with certainty.

The SASS private school library frame was identical to
the frame used for the SASS private school survey,
except that schools with special program emphasis,
special education, vocational, or alternative curriculum
were excluded. Private schools were stratified by recoded
affiliation (Catholic, other religious, nonsectarian); grade
level (elementary, secondary, combined); and urbanicity
(urban, suburban, rural). Within each stratum, sorting
occurs on the following variables: (1) Frame (list frame
and area frame) and (2) school enrollment.

Witchin each stratum, schools were systematically selected
using a probability proportionate to size algorithm. The
measure of size used the school’s measure of size times
the schools inverse of the probability of selection. Any
library with a measure of size larger than the sampling
interval was excluded from the probability sampling pro-
cess and included in the sample with certainty. In all,
2,500 private schools were selected for the library sample.

Data Collection and Processing

The U.S. Bureau of the Census is the collection agent for
SLS. Data collection and processing procedures are
discussed below.

Reference dates. Most data items refer to the most re-
cent full week in the current school year. Questions on
collections and expenditures refer to the previous school
year.

Data collection. The Library Survey and, in 1993-94,
the Librarian Survey are mailed with other components
during October of the SASS survey year. The Library
Surveys are addressed to “Principal” (and the 1993-94
Librarian Surveys were addressed to “Library Media
Specialist/Librarian”). The follow-up procedures are
described in chapter 4.

Editing. Once data collection is complete, data records
are processed through a clerical edit, preliminary ISR
classification, computer pre-edit, range check, consis-
tency edit, and blanking edit. (See chapter 4 for details.)
After the completion of these edits, records are processed
through an edit to make a final determination of whether
the case is eligible for the survey and, if so, whether suf-
ficient data has been collected for the case to be classified
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as an interview. A final interview status code (ISR) value
is assigned to each case as a result of the edit.

Estimation Methods

Weighting. Estimates from the SASS sample data are
produced by using weights. The weighting process for
each component of SASS includes adjustment for
nonresponse using respondents’ data, and—in 1993-94—
adjustment of the sample totals to the frame totals to
reduce sampling variability. Thus, weights for library
sample schools that reported having a library were ratio
adjusted to total SASS sample schools that reported
having a library. Library sample schools that reported
not having a library were similarly adjusted to study the
characteristics of such schools. In the same fashion,
library sample schools that reported having a librarian
were ratio adjusted to total SASS sample schools that
reported having a librarian, and library sample schools
that reported not having a librarian were adjusted to study
the characteristics of such schools. Due to reporting
inconsistencies between the Library and Librarian Sur-
veys and the School Survey, Library Survey daca were not
adjusted directly to schools reporting to have libraries,
and Librarian Survey dara were not adjusted directly to
schools reporting to have librarians. The exact formula
representing the construction of the weight for each com-
ponent of the 1993-94 SASS is provided in the 1993-94
Schools and Staffing Survey: Sample Design and Estimation
(NCES 96-089).

Imputation. All item missing values are imputed for
records classified as interviews. SLS uses a two-stage
imputation procedure. In the first stage, items with
missing values are completed whenever possible by using
information about the school library/librarian from the
following sources:

(1) Other questionnaire items on the same questionnaire;

(2) The matching Library Media Center (or Library Media
Specialist/Librarian) Questionnaire; and

(3) The marching SASS School Questionnaire.

In general, the second stage of imputation fills remaining
unanswered items by using data from the record for a
library of a similar school; that is, a school that was the
same level, of similar size, located in the same type of
community, etc. Variables that describe certain charac-
teristics of the schools (e.g., enrollment size and
instructional level) are copied from the matching school
record. In addition, a variable that categorizes the size of

the library is created by using the number of books held
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at the end of the previous school year. These school
variables and the library variable are used to sort the
library records and to march incomplete records to those
with complete entries (donors).

For some items, dara are directly copied to the record
with the missing value. For others, however, entries on
the donor record are used as factors along with other
information on the incomplete record to fill che items
with missing values. For example, if the number of
subscriptions acquired are reported for Library#1 but
the number held is not, the donor’s ratio of subscriptions
held to subscriptions acquired is used with the number
of subscriptions acquired by Library#1 to impute the
number held by Library#1.

Remaining items with missing values are clerically imputed.

Recent Changes
The Librarian/Media Specialist component was not fielded
in 1999-2000.

Future Plans
SASS administrations are now scheduled on a 4-year cycle.
The next administration will be in 2003-2004.

5. DATA QUALITY AND
COMPARABILITY

Although data are imputed for nonrespondents, caution should
be exercised when analyzing data by state, sector, or affilia-
tion. Since nonresponse varies by state, the reliability of state
estimates and comparisons are affected. Users should be
especially cautious about using data at a level of detail where
the nonresponse rate is 30 percent or greater. See below for
more information on types of error affecting data quality
and comparability.

Sampling Error

The estimators of sampling variances for SASS statistics
take the SASS complex sample design into account. See
chapter 4.

Nonsampling Error

Nonresponse error.

Unit nonresponse. Data from the 1999-2000 Library
Survey are not yer available. Weighted response rates for
the 1993-94 Library Survey were 90.1, 70.7, and 89.4

—ill

percent for public, private, and BIA schools, respectively.
Weighted response rates for the 1993-94 Librarian
Survey were 92.3, 76.5, and 88.3 percent for the public,
private, and BIA school librarians, respectively.

Item nonresponse. In 1993-94, several items had
unweighted response rates below 75 percent in at least
one of the public, private, or BIA versions of the survey.
In the Library Survey, low-response items included ques-
tions on other audio-visual materials acquired by the
library during school year; current serial subscriptions
held at end of school year; other audio-visual materials
held at end of school year, other audio-visual materials
locally budgeted expenditures; video materials (tape &
disc) locally budgeted expenditures; and number of stu-
dents per week using the library media center. In the
Librarian Survey, low-response items included field of
study and year of doctorare or first professional degree;
eight items on frequency of working with classtoom teach-
ers in the subject areas of reading, math, foreign language,
etc.; two items on field of study and year of education
specialist or professional diploma; and an item on whether
the librarian was working in the school on a contributed
service basis (private schools only).

Measurement error. A reinterview was conducted for
the 1993-94 Library Survey. The library reinterview
questionnaire collected information on 1993-94 library
media center staffing, 1992-93 collection and expendi-
tures, technology, library media center facilities, and
scheduling and transactions. Full results from the
reinterview study can be found in Reinterview Report:

Response Variance in the 1993 Library Survey.

The reinterview was designed so that the data collection
method was the same as that used in the original inter-
view. For example, if the original interview was completed
by mail, reinterview dara was also collected by mail. If
the original interview was completed by CATI (Com-
puter Assisted Telephone Interview), the reinterview was
done by CATI. For both methods of reinterview, the
Census Bureau attempted to reinterview the same
respondent who completed the original interview.

6. CONTACT INFORMATION

For content information on SLS, contact:

Jeffrey Williams
Phone: (202) 502-7476
E-mail: jeffrey.williams@ed.gov
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Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General

1993-94 Schools and Staffing Survey: Data File User’s
Manual, Volume I: Survey Documentation, NCES 96—
142, by K. Gruber, C.L. Rohr, and S.E. Fondelier.
Washington, DC: 1996.
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Uses of Data

Evaluation of Definitions and Analysis of Comparative Data
Jor the School Library Statistics Program, NCES 98—
267, by G. Dickson, Washington, DC: 1998.

Survey Design

1993-94 Schools and Staffing Survey: Sample Design and
Estimation, NCES 96-089, by R. Abramson, C. Cole,
S. Fondelier, B. Jackson, R. Parmer, and S. Kaufman.
Washington, DC: 1996.

Data Quality and Comparability

Reinterview Repore: Response Variance in the 1993 Library
Survey, by PJ. Feindt. United States Department of
Commerce, Bureau of the Census. Washington, DC:
1996.
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Chapter 10: Public Libraries Survey (PLS)

ANNUAL SURVEY

1. OVERVIEW OF THE UNIVERSE

tive data on the status of public libraries in the United States. PLS is conducted

annually by NCES through the Federal-State Cooperative System (FSCS) for
Public Library Data. FSCS is a working network, allowing for close communication
with the states through State Data Coordinators appointed by the Chief Officers of
State Library Agencies (COSLA). At the federal level, NCES provides the financial
support for FSCS activities. PLS data have been collected electronically by the U.S.
Census Bureau, the collection agent for the PLS, since the first survey in 1989.

The Public Libraries Survey (PLS) is the only source of current, national descrip-

Purpose

To annually collect and disseminate descriptive data on all public libraries in the United
States, the District of Columbia, and outlying areas, for use in planning, evaluation,
research, and policymaking.

OF PUBLIC
LIBRARIES

PLS collects data on:

4

Population of
legal service area

Library staffing

Operating income
and expenditures

Library materials

Circulation, loan,
and reference

transactions
Components
There is one component to PLS. State Data Coordinators collect data from public » Children’s
libraries in their state, the District of Columbia, or outlying area and submit the program
completed survey to the U.S. Census Bureau. Outlying areas comprise the Common- attendance
wealth of the Northern Mariana Islands, Guam, Puerto Rico, the Republic of Palau, the b Electronic services

U.S. Virgin Islands, and American Samoa.

Public Libraries Survey. Basic data items include the library’s population of legal
service area, full-time equivalent paid staff, service outlets, library materials, operating
income and expenditures, capital outlay, circulation, reference transactions, library
visits, public service hours, intetlibrary loans, circulation of children’s materials, children’s
program attendance, and as of 1995, interlibrary relationship, type of governance,
administrative structure, several electronic measures, and whether or not the library
meets all criteria of the FSCS definition of a public library. Identification items for
public libraries include the library’s name, address, telephone number, and county.

The same identification information is collected for public library service outlets and
state library agencies. PLS also collects the following descriptive data on public library
outlets and state libraty outlets: type of outlet, metropolitan status, number of books-
by-mail-only outlets, web address, and number of bookmobiles. Four additional items
are collected on characteristics of the state data submission: starting and ending dates
for the fiscal year reporting period, official state total population estimate, and total
unduplicated population of legal service areas.

Periodicity
Annual. Data are submitted for the previous fiscal year. The first PLS was for fiscal
year 1989.

Public service
hours and visits

168

99



PLS

NCES HANDBOOK OF SURVEY METHODS

2. USES OF DATA

PLS provides the only current, national descriptive data
on the status of nearly 9,000 public libraries. These data
are used by federal, state, and local officials, professional
associations, and local practitioners for planning, evalua-
tion, and policymaking. Such valid, reliable, and timely
statistics are essential for determining the investment of
public resources in library development and operations.
PLS data are also available to researchers and educators
interested in issues related to public libraries. Because
PLS is a universe that includes key characteristics such
as legal basis (municipality, county, etc.) and location (ur-
ban, suburban, rural), it makes an excellent frame for
drawing samples to address topics such as literacy, access
for the disabled, library construction, electronic access,
and services to children and young adults.

The FSCS Steering Committee and NCES foster the use
and analysis of PLS daca through annual training oppor-
tunities for State Data Coordinators. A Data Use
Subcommittee addresses the dissemination, use, and

analysis of PLS data.

3. KEY CONCEPTS

PLS collects identifying information on administrative
entities and public library service oudets. An administra-
tive entity is the public library, state library agency, system,
federation, or cooperative service that is legally estab-
lished under local or state law to provide public library
service to a particular client group {e.g., the population
of a local jurisdiction, the population of a state, or the
public libraries located in a particular region). The entity
may be administrative only and have no public library
service outlets, have a single outlet, or have more than
one outlet. The various administrative structures of
public libraries are defined below. For other key terms,
refer to the database documentation.

Public Library. Defined by FSCS as an entity estab-
lished under state enabling laws or regulations to serve
residents of a community, district, or region, and meet-
ing these criteria: {1) has an organized collection of printed
or other library materials, or a combination thereof; (2)
employs a paid staff to provide and interpret such mate-
rials as required to meet the informational, culcural,
recreational, and/or educational needs of a clientele; (3)
has an established schedule in which services of the staff
are available to the public; (4) has the facilities necessary
to support such a collection, staff, and schedule; and (5)

is supported in whole or in part with public funds. How-
ever, for purposes of the PLS dara collection, state law
prevails in the determination of a public library, and not
all states define public libraries according to the PLS defi-

nition.

State Library Agency. The agency within each of the
states and outlying areas which administers federal funds
under the Library Services and Technology Act (LSTA)
and is authorized to develop library services in the state
or outlying area. It may also provide direct services to
the public. Some state library agencies have service outlets.

System, Federation, or Cooperative Service. An
autonomous library joined by formal or informal
agreement(s) with other autonomous libraries to perform
various services cooperatively, such as resource sharing
and communications. In PLS, a public library may have
the word “system” in its legal name but only identifies
itself as a headquarters or member of a system, federa-
tion, or cooperative service if it has an agreement with
another autonomous library. These agreements can be
with other public libraries or wich other types of librar-
ies, such as school or academic libraries. Although dara
for library systems, federations, or cooperative services
are not collected by PLS, the survey item “Interlibrary
Relationship Code” indicates the system status of each
public library.

Public Library Service Outlet. An outlet providing
direct public library service and classified as one of the
following types: central library outlet, branch library out-
let, bookmobile outlet, or books-by-mail-only oudet. A
public library may have one or more outets, or it may
have none.

Population of the Legal Service Area. The number of
people in the geographic area for which a public library
has been established to offer services and from which (or
on behalf of which) the library derives income, plus any
areas served under contract for which the library is the
primary service provider. (Note that the determination
of this population figure is the responsibility of the state
library agency. The population figure should be based on
the most recent official state population figures for juris-
dictions in the state, available from the State Data Center.
The State Data Coordinator obrains these figures annu-
ally from the State Data Center or other official state
sources. For administrative entities that do not serve the
public directly and have no outlets—e.g., a system, fed-
eration, or cooperative service—this number is zero.
Population of the legal service area is a key survey item.)
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4. SURVEY DESIGN

Target Population

All public libraries identified by the state library agencies
in the 50 states and the District of Columbia, as well as
libraries in outlying areas (Commonwealth of the North-
ern Mariana Islands, Guam, Puerto Rico, Republic of
Palau, U.S. Virgin Islands, and American Samoa).
Although data are not systematically collected from
public libraries on Native American reservations, a cat-
egory for Native American Tribal Government has been
included in the survey item on type of local government
structure since 1993. Data are not collected from
military libraries that provide public library services or
from libraries that serve residents of institutions.

Sample Design
PLS surveys the universe of public libraries.

Data Collection and Processing

PLS was the first national NCES survey in which respon-
dents supplied the data electronically and in which data
were edited and tabulated completely in machine-
readable form. The states can submit their data by mail
on diskette or over the Internet. The survey is generally
released to the states over the Internet in the fall of the
survey year, with returns due in the spring or summer
(due date varies based on state fiscal cycle). Nonresponse
follow up is conducted shortly thereafter.

Reference dates. The PLS reporting period is the
previous fiscal year. If the fiscal year varies by locality,
the state is requested to provide the earliest starting date
and latest ending date reported by its public libraries.
The last day of the fiscal year is the reference date for
data on paid staff.

Data collection. As of fiscal year (FY) 98, states report
their data using a personal computer Windows-based data
collection software program which is downloaded from
the Internet or available upon request on compact disc.

State level. The survey software has an edit check
program that generates on-screen warnings during the
data entry/import process, enabling respondents to
review their data and correct many errors immediacely.
Following data entry/import, respondents can generate
an on-screen or printed edit report for further review
and correction of their data before submitting the final

file to NCES. Four types of edit checks were performed:

NCES HANDBOOK OF SURVEY METHODS

relational edit checks; out-of-range edit checks; arithmetic

edit checks; and blank, zero, or invalid data edit checks.

Respondents also use the survey software to generate state
summary tables and single-library tables (showing data
for individual public libraries in their state). States are
encouraged to review the tables for data quality before
submitting their data to NCES. States submit their data
with a signed form from the Chief Officer of the State

Library Agency certifying its accuracy.

National level. NCES and the U.S. Bureau of the Census
(the data collection agent for the survey) edit the state
data submissions, working closely with the State Data
Coordinators and the FSCS Steering Committee.

Estimation Methods

Imputation for nonresponding libraries was implemented
with the 1995 PLS. FY 92 to FY 94 files were back-
imputed for a 5-year trend report, which was released in
2001.

Imputation. Imputation was first implemented in 1995,
using an imputation methodology developed by the
Census Bureau. Annual public service hours were not
imputed in 1995 but were imputed in later PLS cycles.

For many variables—such as numbers of audio books,
bookmobiles, book/serial volumes, central, branches,
librarians, reference transactions, etc.—data were
imputed for nonresponding libraries categorized into
imputation cells using a method which can be described
as “updated cold deck”; that is, prior year’s data were
adjusted to accommodate the changes taking place over
time. In some cases, prior year’s ratios were applied to
this year’s data to impute some variables. For benefit and
expenditure variables, logical procedures were used to
impute the values; in some cases, a combination of the
above methods were used. For libraries that did not
respond for 2 years prior to the current survey, the mean
value of an imputation cell was adjusted for a size vari-
able of the missing units in the cell. For all nonresponding
libraries, capital outlay was imputed by using expendi-
ture variables and adjusting them when necessary.

Recent Changes

In 1995, imputation was implemented to compensate
for nonresponse, and seven data items were added to the
survey instrument. One new item asked whether or not
the public library meets all criteria of the FSCS public

library definition. The other items pertain to electronic
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technology, covering access to the Internet and electronic
services, Internet usage, availability of library materials
in electronic format, operating expenditures for electronic
access, and expenditures for library materials in electronic
format. New data elements added in 1998 were the
number of Internet terminals used by staff only, and the
number of Internet terminals used by the general public;
deleted in 1998 on the Oudlec file was the item on the
population of legal service area by type of outlet, as the
data were unreliable.

Future Plans ,

Web-based data collection is being considered for future
surveys. NCES is developing a public library
geographic mapping tool to be available on the Internet
as part of the NCES Decennial Census School District
2000 project. This tool is an interactive online mapping
system which integrates 2000 Decennial Census Data
with school district boundaries and school district dara.
The library part of this tool will be developed in phases

over the next several years.

5. DATA QUALITY AND
COMPARABILITY

Data for nonresponding libraries were imputed begin-
ning with the FY 95 survey. Before FY 95, cthe data were
based on responding libraries only, and the percentage of
public libraries responding to a given item varied widely
among states. Therefore, caution should be used in
comparing FY 95 or later data to earlier dara. (Note: Im-
puted files have been produced for FY 92 to FY 94.)

State data comparisons should be made with caution
because of differences in reporting periods and adherence to
survey definitions. FSCS has formed a Definitions
Subcommittee to work with the states on consistency of
definitions and a Training Subcommittee to respond to
the needs of the State Data Coordinators. Special care
should be used in comparing data for the District of Colum-
bia, a city, with state data, and caution should also be used
in making comparisons with the state of Hawaii, as Hawaii
reports only one public library for the state.

Public library questions are being included in other NCES
surveys, including the National Household Education
Surveys (NHES) and the Early Childhood Longitudinal
Survey. Studies have been conducted to evaluate cover-
age, definitions, finance data, and staffing data. NCES
has also sponsored a project to develop the first indices

of inflation for public libraries, a cost index, and a price
index, and another project that uses geographic mapping
software co link census demographic data with PLS data.
Work is under way o geocode public library service out-
lets nationwide and to map and digitize the boundaries
of the nearly 9,000 public library legal service area juris-
dictions so that they can be matched to Census Tiger
files and to PLS data files.

Sampling Error
PLS is a universe survey and, therefore, not subject to
sampling error.

Nonsampling Error

Differences in coverage from state to state, as well as
differences in state laws and reporting practices, are the
primary sources of nonsampling error in PLS.

Coverage error. The usage of different definitions of a
public library may result in coverage error in some states.
(See Public Library Structure and Organization in the
United States, NCES 96-229.) Also, some outlying areas
either do not submit the requested data or submit in-
complete data; for this reason, not all outlying areas have
been included in the data file or reports in past years.
The Northern Marianas was included in both for the
first time in FY 97, Guam in FY 98, and the Republic of
Palau and the Virgin Islands in FY 2000.

In 1994, the Census Bureau conducted an evaluation of
public library coverage in the 1991 PLS. (See Report on
Coverage Evaluation in the Public Library Statistics
Program, NCES 94-430.) This study showed PLS cover-
age to be very comprehensive, with only minor instances
of undercounts or overcounts. The number of public
libraries in the 1991 PLS relative to the number in state
library directories was used as the measure of aggregate
coverage. The coverage rate was 99.5 percent for the
United States as a whole, and 87.5-106.3 percenc for
individual staces. Thirty states had 100 percent coverage.
The primary cause of undercoverage was nonresponse
from some communities to their state’s annual reporting
requirement. Some of these states then excluded chese
communities’ libraries from PLS.

Nonresponse error.

Unit nonresponse. The response rate to PLS is generally
in the range of 97 w0 99 percent. The response rate in
2000 was 98.3. The unit of response is the public library
administrative entity that reports at least three of five key
survey items (total paid employees, total income, total
operating expenditures, book/serial volumes, and total
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circulation), and that also reports population of the legal
service area (provided by the State Data Coordinator).
All 50 states and the Districe of Columbia have submit-
ted data annually since the first survey in 1989. Six outlying
areas added to PLS in 1993, but nonresponse or edit
follow-up problems meant they were not included imme-
diately in the dara file or reports. The Northern Marianas
was included for the first time in FY 97, Guam in FY 98,
and the Republic of Palau and the Virgin Islands in FY
2000.

Item nonresponse. Response is generally 70 percent or
higher for all items at the national level, but sometimes
lower at the state level. In the FY 2000 PLS, response
rates fell below 70 percent in several states for one or
more of the following items: library visits, reference trans-
actions, other income, total income, employee benefics,
capital outlay, materials in electronic format, expendi-
tures for macerials in electronic formar, Intemet terminals
used by staff only, audio materials, and users of electronic
resources.

Measurement error. Several types of measurement er-
ror have been identified, largely related to inconsistencies
in definitions used by the states and differences in their
reporting practices.

Reporting period differences. The PLS reporting period is
the previous fiscal year. There were eight different re-
porting periods in FY 2000, although most states reported
data for the 12-month period of July to June or January
to December. Fiscal year reporting may also vary by lo-
cality within a state; in such cases, the state is requested
to provide the earliest starting date and latest ending date
reported by its public libraries. While a state’s reporting
period may span more than a 12-month period, each
library reports data for only a 12-month period.

Definitional differences. Definitions used by states in col-
lecting data from cheir public libraries are not always
consistent with PLS definitions. Three reports that
address definitional problems are: Repors on Evaluation
of Definitions Used in the Public Library Statistics Pro-
gram (NCES 95-430); Public Library Structure and
Onrganization in the United States (NCES 96-229); and
Report on Coverage Evaluation in the Public Library Statis-
tics Program (NCES 94-430). The Definitions
Subcommittee of the FSCS Steering Committee is work-
ing with the states to resolve these inconsistencies.

Estimates versus counss. Public libraries provide annual
counts of library visits and reference transactions when
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counts are available. Otherwise, annual estimates are pro-
vided, based on a count taken during a typical week in

October, multiplied by 52.

Population counss. There are significant methodological
differences in the ways states calculate the three data items
on population: (1) population of the legal service area of
each public library administrative entity, (2) the total
unduplicated population of legal service areas in the state,
and (3) the official state total population estimace. There
may also be differences in the time period for which the
population data are provided. In addition, the calculated
total for population of legal service areas of public librar-
jies in a state sometimes exceeds the state’s actual
population or the state’s total unduplicated population of
legal service areas. This occurs when a state has overlap-
ping service areas; that is, when adjacent libraries serve
and thus count the same population.

6. CONTACT INFORMATION

For content information on public library statistics, contact:

Adrienne Chute
Phone: (202) 502-7328
E-mail: adrienne.chute@ed.gov

Elaine Kroe
Phone: (202) 502-7379
E-mail: patricia.kroe@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

Methodology discussed in Technical Notes.

General

Public Libraries in the United States: Fiscal Year 1999,
NCES 2002-308, by A. Chute, E. Kroe, P Garner,
M. Polcari, and C.]J. Ramsey. Washington, DC: 2002.

Public Libraries in the United States: Fiscal Year 2000,
NCES 2002-344, by A. Chute, E. Kroe, P. Garner,
M. Polcari, and C.J. Ramsey. Washington, DC: 2002.
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Public Library Structure and Organization in the United
States, NCES 96-229, by C. Kindel. Washington, DC:
1996.

Uses of Data

Finance Data in the Public Library Statistics Program:
Definitions, Internal Consistency, and Comparisons to
Secondary Sources, NCES 95-209, by C. Kindel.
Washington, DC: 1995.

Measuring Inflation in Public Libraries: A Comparison of
Two Approaches, the Input Cost Index and the Cost of
Services Index, NCES 1999-326, by J.C. Chalmers
and R. Vergun. Washington, DC: 1999.

Staffing Data in the Public Library Statistics Program:
Definitions, Internal Consistency, and Comparisons to
Secondary Sources, NCES 95-186, by C. Kindel and
U.S. Bureau of the Census, Governments Division.
Washington, DC: 1995.

Data Quality and Comparability

Data Comparability and Public Policy: New Interest in Public
Library Data. Papers presented at Meetings of the
American Statistical Association. NCES Working
Paper 94-07. Washington, DC: 1994.

Repore on Coverage Fvaluation in the Public Library Statis-
tics Program, NCES 94—430, by C. Kindel. Washing-
ton, DC: 1994.

Report on Evaluation of Definitions Used in the Public
Library Statistics Program, NCES 95-430, by C.
Kindel. Washington, DC: 1995.
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Chapter 11: Academic Libraries Survey

(ALS)

1. OVERVIEW

he Academic Libraries Survey (ALS) is designed to provide concise informa-

I tion on library resources, services, and expenditures for all academic libraries

in the 50 states, the District of Columbia, and outlying areas. In 1998, ALS
collected data on the approximately 3,650 libraries in the universe of higher education
institutions. In the aggregate, these data provided an overview of the status of academic
libraries nationally and statewide. The 1996 ALS also surveyed libraries in nonaccred-
ited institutions that had a program of 4 years or more. Because so few of these libraries
respond to ALS, their data were not published. Beginning with the 1998 ALS, the
major distinction is whether the library is part of a postsecondary institution that was

or was not eligible for Title IV funds.

Although ALS was a component of the Integrated Postsecondary Education Data
System (IPEDS) from 1988 through 1998, ALS is now an independent survey.

Purpose

To periodically collect and disseminate descriptive data on all postsecondary academic
libraries in the United States, the District of Columbia, and outlying areas, for use in
planning, evaluation, and policymaking.

Components

There is a single component to the Academic Libraries Survey. The survey is completed
by a designated respondent at the library. While ALS was a part of IPEDS, an
appointed State IPEDS Data Coordinator collected the information from academic
librarians and submitted it to NCES.

Academic Libraries Survey. Through 1996, ALS distinguished between libraries in
postsecondary institutions accredited by agencies recognized by the Secretary of the
U.S. Department of Education and libraries in nonaccredited institutions that had
programs of 4 or more years. Starting with the 1998 collection, the major distinction is

whether the library is part of a postsecondary institution that was or was not eligible for

Title IV funds. Data include number of libraries, branches, and service outlets;
full-time equivalent library staff by sex and position; operating expenditures by
purpose, including salaries and fringe benefits; total volumes held at the end of the fiscal
year; circulation transactions, interlibrary loan transactions, and information services
for the fiscal year; hours open, gate count, and reference transactions per typical week;
and as of 1996, the availability of electronic services such as electronic catalogs of the
library’s holdings, electronic full text periodicals, Internet access and instruction on use,
library reference services by e-mail, electronic document delivery to patron’s account-
address, computers and software for patron use, scanning equipment for patron use,
and services to the institution’s distance education students.

BIENNIAL SURVEY
OF THE UNIVERSE
OF LIBRARIES IN
HIGHER
EDUCATION
INSTITUTIONS

ALS collects data on:
» Library staffing

» Operating
expenditures

» Total volumes

» Circulation, loan,
and reference
transactions

» Electronic services

» Gate count
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Periodicity
Biennial in even-numbered years since 1990; triennial

from 1966 to 1988.

2. USES OF DATA

Effective planning for the development and use of library
resources demands the availability of valid and reliable
statistics on academic libraries. ALS provides a wealth of
information on academic libraries. These data are used
by federal program staff to address various policy issues,
by state policymakers for planning and comparative analy-
sis, and by institutional staff for planning and peer analysis.
Specific uses are listed below:

» Congress uses ALS data to assess the impact of library grant
programs, the need for revisions of existing legjslation, and

the allocation of funds.

A

Federal agencies that administer library grants for collections
development, resource sharing, and networking activities
require ALS data for their evaluation of the condition of
academic libraries.

A

State education agencies (SEAs) use ALS data to make
comparisons at the national, regional, and state levels.

A

Accreditation review programs for academic institutions
require current library statistical data in order to evaluate
postsecondary education institutions, establish standards,
and modify comparative norms for assessing the quality of
programs.

A

Library administrators, academic managers, and national
postsecondary education policy planners need current data
on new electronic technologies to assess the impact of rapid
technological change on the collections, budgets, and staffs
of academic libraries. College librarians and administrators
need these data to develop plans for the most effective use
of local, state, and federal funds. Staff data are input to
supply/demand models for professional and
paraprofessional librarians.

» Library associations—such as the American Library
Association, the Association of Research Libraries, and the
Association of College and Research Libraries—use ALS
data to determine the general status of the profession. Other
research organizations use the data for studies of libraries.

» Program staff in the Institute of Education Sciences of the
U.S. Department of Education use ALS data for
administering their library grants program, evaluating
existing programs, and preparing documentation for
congressional budger hearings and inquiries.

il
3. KEY CONCEPTS

Some of the key concepts and terms in ALS are defined
below. For additional terms, refer to Integrated
Postsecondary Education Data System: Glossary (NCES 97—
543).

Academic Library. A library operated by a postsecondary
education institution that has: (1) an organized collection
of printed, microform, and audiovisual materials; (2) a
staff trained to provide and interpret such materials as
required to meet the informational, cultural, recreational,
or educational needs of clientele; (3) an established sched-
ule in which services of the staff are available to clientele;
and (4) the physical facilities necessary to support such a
collection, staff, and schedule. Units that are part of a
learning resource center are included if they meet the
above criteria.

Branch Library. An auxiliary library service oudet with
quarters separate from the central library of an institu-
tion. A branch library has a basic collection of books and
other materials, a regular staffing level, and an established

schedule.

Volume. Any printed, mimeographed, or processed work,
contained in one binding or portfolio, hardbound or
paperbound, that has been catalogued, classified, or
otherwise made ready for use.

Title. A publication that forms a separate bibliographic
whole, whether issued in one or several volumes, reels,
disks, slides, or parts. The term applies equally to printed
materials (e.g., books and periodicals), sound recordings,
film and video materials, microforms, and computer files.

Circulation Transaction. Includes all items lent from
the general collection and from the reserve collection for
use generally (although not always) outside the library.
Includes both activities with initial charges (either manual
or electronic) and renewals, each of which is reported as
a circulation transaction.

Interlibrary Loan. A transaction in which library ma-
terials, or copies of the materials, are made available by
one library to another upon request. Loans include
providing materials and receiving macerials. Libraries
involved in these interlibrary loans cannot be under the
same administration or on the same campus.

Reference Transaction. An information contact that
involves the knowledge, use, recommendation, interpre-
tation, or instruction in the use of one or more information
sources by a member of the library staff. Information
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sources include printed and nonprinted materials,
machine-readable databases (including assistance with
computer searching), catalogues and other holdings
records, and, through communication or referral, other
libraries and institutions and persons both inside and
outside the library. Includes information and referral
services.

Online Public Access Catalogue (OPAC). A library’s
catalog of its collections in electronic form accessible by
computer or other online workstation.

Gate Count. The total number of persons physically
entering the library in a typical week.

4. SURVEY DESIGN

Target Population

The libraries of all institutions in the 50 states, the
District of Columbia, and the oudying areas that have as
their primary purpose the provision of postsecondary
education. Branch campuses of U.S. institutions located
in foreign countries are excluded. Through 1996, ALS
distinguished between libraries in postsecondary institu-
tions accredited by agencies recognized by the Secretary
of the U.S. Department of Education and libraries in
nonaccredited institutions that had programs of four or
more years. In 1996, there were approximately 3,600
accredited institutions and 400 nonaccredited institutions
in the IPEDS universe. About 3,400 of the accredited
institutions had academic libraries. Starting with the 1998
collection, the major distinction is whether the library is
part of a postsecondary institution that was or was not

eligible for Title IV funds.

Sample Design
ALS surveys the universe of postsecondary institutions.

Data Collection and Processing

The 2000 ALS was a web collection. The U.S. Bureau of
the Census is the collection agent. In recent administra-
tions, State IPEDS Data Coordinators collected, edited,
and submitted ALS data to the Census Bureau, using the
software package IDEALS (i.e., Input and Data Editing
for Academic Library Statistics). An academic librarian
in the state assisted with the collection and submission of
the data.

Reference dates. Most ALS data are reported for the
most recent completed fiscal year, which generally ends
before October 1 of the survey year. Information on staff
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and services per typical week are collected for a single
point in time during the fall of the survey year, usually
the institution’s official fall reporting date or October 15.

Data collection. In the 2000 ALS web collection, li-
brary respondents submitted dara directly to the Census
Bureau through the web. Libraries began receiving regis-
tration materials in August and could submit responses
from October through the following February. A web-
based survey is the latest in a number of steps to improve
ALS collection. In July 1990, NCES initiated an ALS
improvement project with the assistance of the National
Commission on Libraries and Information Science
(NCLIS) and the American Library Association’s Office
of Research and Statistics (ALA-ORS). The project iden-
tified an academic librarian in each state to work with
the IPEDS Coordinators in submitting their library data.
During the 1990s, many of these library representatives
took major responsibility for collecting data in their state.
Others were available to assist in problem resolution when
anomalies are discovered in completed questionnaires.

The ALS improvement project also led to the develop-
ment of the microcomputer software package (IDEALS),
which was used by states in reporting their academic
library data. Along with the software, NCES provided
IPEDS Data Coordinators with a list of instructions ex-
plaining precisely how responses were to be developed
for each ALS item. Academic librarians within each state
completed hard copy forms, as they had previously, and
returned them to the state’s library representative or IPEDS
Coordinator. States were given the option of submitting
the paper library forms but were encouraged to enter the
data into IDEALS and submit the data on diskette to the
Census Bureau. Nearly all states elected the diskette option.

ALS was mailed to postsecondary institutions during the
summer of the survey year, with returns requested
during the fall. Any survey returns from institutions that
did not have an academic library were declared to be out
of scope, as were institutions that did not have their own
library but shared one with other institutions. In recent
years, less than half of the nonaccredited institutions
responded to the survey; NCES does not include data on
this group in publications because the estimates are not
statistically acceptable.

Editing. The web-based collection incorporates most of
the internal consistency edit checks, range checks, and
summation checks that the IDEALS software featured,
but allows these checks to be run at the library level
instead of at the state level. These edit checks provide
some warning as the data are being keyed. When the

116

107

BEST COPY AVAILABLE



Q

ERIC

Aruitoxt provided by Eic:

ALS

NCES HANDBOOK OF SURVEY METHODS

IDEALS software was used, library representatives at the
state level could also run edit/error reports and make
corrections before submitting the data to NCES. Examples
of these edit checks include summation checks, relational

edit checks, and range checks.

When probable errors are identified, Census Bureau
personnel contact the institution to resolve the problem.
Afterall the data are received, general edits are performed.
These edits include checks for comparability between
the response to the “own library inquiry” in ALS and the
Institutional Characteristics Survey; between expenditures
for staff reported in Part C of the ALS questionnaire and
full-time equivalent staff reported in Part B; berween
expenditures on books, etc. in Part C and the numbers
of books, etc. reported in Part D; between library hold-
ings at the end of the year and the number of materials
added during the year; between the number of presenta-
tions given and the number of persons served in
presentations; and between the library data reported in
the current survey and the same data reported in the
prior survey. Once all edits have been performed and all
corrections have been made, the data undergo imputa-
tion to compensate for nonresponse (see below).

Estimation Methods

Imputation is used in ALS to compensate for nonresponse.
In 1994, procedures were changed to use data from the
previous survey if available, and only use imputation group
means (see below) if prior-year data were not available.
Before 1994, only imputation group means were used.

Imputation. ALS imputation is based on the response
in each part of the survey. Each part goes through either
total or partial imputation procedures except Part A,
Number of Branch and Independent Libraries; Part B,
Line 4—Library staff information-contributed services
staff; and Part C, Line 23—Library operating expendi-
tures-employee fringe benefits. These items are imputed
only if reported prior year data are available {contributed
services staff and employee fringe benefits apply to only a
few institutions). Part G, Electronic Services, does not
go through imputation.

The imputation methods use either prior year data or
current year imputation group means. The procedures
are slightly different depending on whether an institution
is totally nonresponding or partially nonresponding in
the current year. If prior year data are available, the im-
putation procedure either carries forward the prior year
dara or carries forward the prior year data muldplied by
a growth factor. If prior year dara are not available, the

imputation procedure uses the current year imputation
group means as the imputed value.

Means and ratios are calculated for each of eight impura-
tion groups. There are three imputation groups each for
public, 4-year or above institutions and private, 4-year
or above institutions: (a) those granting 50 or more
doctoral degrees; (b) those granting less than 50 doctoral
degrees and 50 or more postbaccalaureate degrees; and
(c) all others. The remaining two imputation groups
combine (1) public, 2-year institutions and public, less
than 2-year institutions; and (2) private, nonprofit, 2-
year institutions; private, for-profit, 2-year institutions;
private, nonprofit, less than 2-year institutions; and
private for-profit, less than 2-year institutions. Note that
computation of the imputation base excludes institutions
that merged, split, submitted combined forms, changed
sectors from the prior year, or did not submit a full
report for either the current year or the prior year.

Some examples follow:

If a total is blank or zero, but there are one or more
positive subtotals, the total is changed to equal the sum
of the subtotals. Alternatively, if, for a given record, there
is a reported total but all subtotals are either zero or blank,
then it is assumed that the subtotals should have positive
values and values are imputed.

To calculate the imputed value for a subtotal, the average
estimate is calculated across the set of respondents
including ones for which the total is obtained by adding
the subtotals, but excluding those for which the sum of
the subtotals does not originally equal the total. The aver-
age subtotal value is divided by the average total value
within each impuration group to obtain an average pro-
portion. The average proportion is then multiplied by
the reported total to obtain the imputed subtotal value.

For key items zozal staff and total operating expenditures, if
the total and all subtotals are blank or zero, they are im-
puted by using the average by imputation group from the
set of respondents described above. Zero is not a valid
entry for these items.

The imputation procedures of using a ratio adjustment to
prior year data for imputation represented a change from
that followed in cycles prior to 1996, and may have resulted
in some small differences in estimates. While checks indicate
that the effect of the change in imputation procedures was
not large, caution should be exercises in making comparisons
with pre-1996 or earlier reports. See Status of Academic
Libraries in the United States: Results from the 1996
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Academic Library Survey with Historical Comparisons

(NCES 2001-301).

Recent Changes

Several changes were made to the survey instrument in
1996, 1998, and 2000. These are summarized below. In
the 1996 instrument, the darta items in Part E of the ques-
tionnaire (Library Services) were expanded to request
separate reporting for returnables and nonreturnables, as
well as cotals. In addition, a new section, Part G, was
added to collect information about access to the follow-
ing electronic services, both on and off campus:

» Electronic catalog that includes the library’s holdings;
» Electronic indexes and reference tools;

» Electronic full text periodicals;

A

Electronic full text course reserves;

» Electronic files other than the catalog (e.g., finding aids,
indices, manuscripts) created by library staff;

» Internet access;

» Library reference service by e-mail;

A

Capacity to place intetlibrary loan/document delivery
requests electronically;

A

Electronic document delivery by the library to patron’s
account/address;

A

Computers not dedicated to library functions for patron
use inside the library;

A

Computer software for patron use inside the library (e.g.,
word processing, spreadsheet, custom applications, etc.);

» Technology in the library to assist patrons with disabilities
(e.g., TDD, specially equipped workstations); and

» Instruction by library staff on use of Internet resources.

The 1998 ALS survey instrument modifications included
the following.

The definition of a library was moved to the cover page
and reformarcted as a checklist. The other cover page
change was thar the possibilities of reporting darta for
another library or having data reported 4y another
library were clarified. The darta items in Parc B (Library
Staff) were expanded to request a total full-time equiva-
lency (FTE) count for librarians and other professionals
as well as separate counts of these two categories of staff.
Part C was renamed “Library Expendicures” and the word
“operating” was used only in reference to expenditures
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for items other than staff and materials. The two major
lines for reporting expenditures on information resources
were subdivided as follows: books, serial backfiles, and
other materials (paper and microform; electronic); and
current serial subscriptions and search services (paper
and microform; electronic). In addition, expenditures on
search services were to be reported with those for
current serial subscriptions, in recognition of the fact
that it is often impossible to separate the two. Part D
(Collections) was changed the most, being reduced from
18 lines to 7. It collected data on only three types of
materials: books, serial backfiles, and other materials
(paper; microform; electronic); current serial subscrip-
tions (paper and microform; electronic); and audiovisual
materials. The following lines were deleted: manuscripts
and archives, cartographic materials, graphic materials,
sound recordings, film and video materials, and com-
puter files. Except for paper materials, chere was no longer
separate reporting of physical counts and title counts. In
Parc F (Library Services, Typical Week), “Public service
hours” was changed to “hours open” since some libraries
keep two separate counts and were unsure of what to
report. “Typical week” was added to the heading above
the space for reporting figures to reinforce that only
typical week figures should be reported. In Part G
(Electronic Services), the following items were added o
the yes/no checklist about access to electronic services:

» Computers not dedicated to library funcrions for patron
use inside the library;

» Computer software for patron use in the library (e.g., word
processing, spreadsheet, custom applications, etc.);

» Scanning equipment for patron use in the library; and

» Services to your institution’s distance education students.

The changes for the 1998 form for the 2000 ALS are as

follows:

Cover sheet (Library Definition): The format of the ques-
tion regarding providing financial support to another
library was clarified.

Part C (Library Expenditures): The text for library expen-

ditures was modified to clarify what is wanted.

Part D (Library Collections): The items “Electronic-Ticles”
and “Number of electronic subscriptions” were dropped
and the item covering other forms of subscriptions was
revised.

Part E (Library Services): A new item was added for
“Documents delivered from commercial services” and
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the words “document delivery” were dropped from the
items for “intetlibrary loans provided” and “interlibrary
loans received.”

Part G (Electronic Services): Five items were added under
the heading “Consortial Services.”

Future Plans
At this time, NCES plans to continue conducting ALS
biennially.

5. DATA QUALITY AND
COMPARABILITY

NCES makes every effort to achieve high data quality.
Through a web collection that includes built-in edit
checks, it hopes to improve the quality of ALS data.
Users are cautioned about limitations in the analysis of ALS
data by state or by level and control of institution. Since
nonresponse varies by state, the reliability of state estimates
and comparisons are affected. Special caution should be ex-
ercised when using data where the nonresponse rate is 30
percent or greater. See below for more information on the

types of error affecting data quality and comparability.

Sampling Error
Because ALS is a universe survey, there is no sampling
error.

Nonsampling Error

Coverage error. A comprehensive evaluation of the
coverage of ALS found that quality of institutional cover-
age was excellent (a coverage gap of only 1 to 3 percent)
when compared to other institutional listings directly
related to the academic libraries industry, although ques-
tions remain as to whether the data collected by ALS
fully account for branch data associated with parent in-
stitution resources. (See Coverage Evaluation of the Academic
Library Survey, NCES 1999-330.) A second problem
plaguing ALS dara is the presence or absence of profes-
sional school statistics in parent college or university data.

Nonresponse error.

Unit nonresponse. The overall unit response rate for the
1998 ALS was 97.0 percent, higher than in 1996 (94.2
percent) or 1994 (93.7 percent). Nineteen states had re-
sponse rates of 100 percent, and 19 states fell below the
overall rate of 97.0 percent; their rates ranged from 71.4
to 96.9 percent. The aggregate response rate for 4-year

—l

institutions was 97.7 percent (ranging from 97.0 percent
for master’s level to 98.8 percent for doctor’s degree).
Institutions of less than 4 years had a slightly lower
response rate of 95.8 percent. Overall response rates were
98.2 percent for public institutions and 96.0 percent for
private institutions.

Item nonresponse. In the 1998 ALS, 23 items had response
rates of 90 percent or higher; 63 items had rates in the
80-89 percent range; 12 items had rates in the 70-79
percent range; and 4 items had rates lower than 70
percent. One of these items was in the area of library
staff (69.5 percent), one in the area of library operating
expenditures (66.0 percent), and two in the area of

library collections (65.2 and 65.3 percent).

Measurement error. No information available.

6. CONTACT INFORMATION

For content information on ALS, contact:

Jeffrey Williams
Phone: (202) 502-7476
E-mail: jeffrey.williams@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General
Academic Libraries: 1998, NCES 2001-341, by M.W.
Cahalan and N.M. Justh. Washington, DC: 2001.

Academic Libraries: 1996, NCES 2000-326, by M. W.
Cahalan and N.M. Justh. Washington, DC: 2000.

Data Quality and Comparability
Coverage Evaluation of the Academic Library Survey, NCES
1999-330, by C.C. Marston. Washington, DC: 1999.

Status of Academic Libraries in the United States: Results
Sfrom the 1996 Academic Library Survey with Histori-
cal Comparisons, NCES 2001-301, by M. Cahalan,
W. Mansfield, and N. Justh. Washington, DC: 2001.
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Chapter 12: State Library Agencies (StLA)

Survey

1. OVERVIEW

agencies in the 50 states and the District of Columbia. This survey is the
product of a cooperative effort between the Chief Officers of State Library
Agencies (COSLA), the National Commission on Libraries and Information
Science (NCLIS), and NCES. The first StLA Survey collected data for fiscal year 1994.

T he State Library Agency (StLA) Survey collects data annually on state library

Purpose
To provide descriptive information abour all StLAs in the 50 states and the District of
Columbia.

Components
There is one component to the St(LA Survey. StLA staff collects the information.

StLA Survey. This survey collects data on governance, public service hours, number
and types of service outlets, type and size of collections, library service transactions and
development transactions, electronic services and information, resources assigned to
allied operations (e.g., archive and records management), staffing, income, and expen-
ditures. Data are also collected on StLA services to public, academic, school, and
special libraries, and to library systems.

Periodicity
Annual. Data are submitted for the previous fiscal year. The first StLA Survey was for
fiscal year (FY) 1994.

2. USES OF DATA

The StLA Survey provides state and federal policymakers, researchers, and other
interested users with a wealth of descriptive information about StLAs in the 50 states
and the District of Columbia. It provides data on the variety of roles played by StLAs
and the various combinations of fiscal, human, and informational resources invested in
their work. Together with other NCES darta collections on public, academic, school,
and federal libraries, and on library cooperatives, the StLA Survey provides a compre-
hensive profile of libraries and information services in the United States.

3. KEY CONCEPTS

A few key concepts are defined below. For definitions of all terms, refer to the survey
instrument in the database documentation.

ANNUAL SURVEY
OF THE UNIVERSE
OF STATE LIBRARY
AGENCIES

StLA collects data
on:

» Governance
» Library staffing

» Income and
expenditures

» Type and size of
collections

» Service and
development
transactions

» Electronic services

» Public service
hours

» Number and types
of service outlets
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State Library Agency (StLA). The official agency of a
state thac is (1) charged by the law of that state with the
extension and development of public library services
throughout the state, and (2) responsible for administer-
ing federal funds under the Library Services and
Technology Act (LSTA), Public Law 104-208. Beyond
these two essential roles, StLAs vary greatly. They can be
located in different departments of state government and
report to different auchorities, are involved in various
ways in the development and operation of electronic
information networks, and provide different types of
services to different types of libraries.

The administrative and developmental responsibilities of
StLAs affect the operation of thousands of public,
academic, school, and special libraries in the nation.
StLAs also provide important reference and information
services to their state government, and administer their
state library and special operations such as the state ar-
chives, libraries for the blind and physically handicapped,
and the State Center for the Book. An StLA may func-
tion as its state’s public library ac large, providing service
to the general public and state government employees.

Academic Library. A library forming an integral part of
a college, university, or other academic institution for
postsecondary education, and organized and administered
to meet the needs of students, faculty, and affiliaced scaff
of the institution.

Public Library. A library that serves all residents of a
given community, district, or region, and that typically
receives its financial support, in whole or part, from public

funds.

School Library Media Center. A library thac is an
integral part of the educational program of an elementary
or secondary school, with materials and services that meet
the curricular, information, and recreational needs of
students, teachers, and administrators.

Special Library. A library in a business firm, profes-
sional association, government agency, or other organized
group; a library chat is maintained by a parent organiza-
tion to serve a specialized clientele; or an independent
library that may provide materials or services, or both,
to the public, a segment of the public, or to other librar-
ies. The scope of collections and services are limited to
the subject interests of the host or parent institution.
Includes libraries in state institutions (e.g., state-run
prisons, hospitals, and residential training schools).

—ill

System. A group of autonomous libraries joined together
by formal or informal agreements to perform various
services cooperatively such as resource sharing, commu-
nications, etc. Includes multitype library systems and
public library systems. Excludes multiple outlets under
the same administration.

Allied Operations. Other information resources wich
which the StLA may be affiliated. Includes the state
archives; stace legislative reference/research service; state
history museum/art gallery; and state records manage-
ment service. Excludes the State Center for the Book and

libraries for the blind and physically handicapped.

Collections. The volumes or physical units in all Sc(LA
outlets (main or central libraries, bookmobiles, and other
outlets) that serve the general public and/or state govern-
ment. Includes book and serial volumes (excluding
microforms), audio materials, video materials, serial
subscriptions, and government documents.

4. SURVEY DESIGN

Target Population
The state library agencies in the 50 states and the
District of Columbia (51 total).

Sample Design
The StLA Survey covers the universe of state library
agencies in the 50 states and the District of Columbia.

Data Collection and Processing

As of the FY 99 SctLA Survey, NCES collects the darta via
an Internet web-based reporting system, as described
below. (Prior to FY 99, the data were collected via
customized survey software.) The web survey is usually
released on the web in mid-October with a due date in
mid-February. Nonresponse follow up is conducted im-
mediately after receipt of the completed survey over the
Internet. The U.S. Bureau of the Census serves as the
dara collection and processing agent for NCES.

Reference dates. The reporting period for the StLA
Survey is the previous fiscal year. The reference date for
reporting staff counts is October 1.

Data collection. Beginning in FY 99, the data are re-
ported through an Internet web-based reporting system
designed to reduce respondent burden and enable states

to edit their data before submission to NCES. The
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system contains prior-year data for items where the data
are not expected to change annually—about 40 percent
of the survey items. The respondent is requested to
review the pre-entered data and update any information
that has changed. The respondent is instructed to answer
all other items; to enter -1 to any numeric item if the
data cannot be provided; and to report 0 if a count is
taken with a result of zero. Items left blank indicate
nonresponse (i.e., not reported or not applicable).
Respondents are alerted to questionable data during the
data entry process through interactive, on-screen error
warnings that prompt them to verify or revise the data,
as appropriate. The web-based system also provides
error/warning reports of questionable data that can be
reviewed on-screen or printed. These features allow the
respondent to submit a data file that requires minimal or
no follow up for data problems.

Editing. Data from the StLA Survey are edited by the
states and NCES in different stages, based on established

editing criteria.

State level. The web-based system performs four types of
edit checks before the data are submitted to NCES: rela-
tional edit checks; out-of-range edit checks; arithmetic

edit checks; and blank/zero/invalid edit checks.
National level. NCES, assisted by the Census Bureau,

edits individual state submissions by e-mail and telephone
follow-up with survey respondents. After submissions are
received from all 50 states and the District of Columbia,
the preliminary national file and draft tables for the E.D.
TABS: State Library Agencies publication are reviewed for
data quality by the StLA Steering Committee, NCES,
and the Census Bureau. States with questionable data are
contacted to request verification or correction of their

data before the final file and tables are produced.

Estimation Methods
StLA began imputing for item nonresponse as of FY 99.

Imputation. Missing data are imputed using one of four
methods, in the following order: the zero rule, the growth
rule, regression modeling, or the sum rule. Under the
zero rule, if the state does not report a value for the cur-
rent year and reported zero for the prior year, then the
value for the current year is set to zero. This rule is ap-
plied first, on the assumption that there was no change
from the prior year. Under the growth rule, if the state
does not report a value for the current year and the value
for the prior year was greater than zero, the growth rate
from the prior year to the current year is calculated for

NCES HANDBOOK OF SURVEY METHODS

all states that reported data greater than zero in both years.
The median of the growth rates is then calculated and
applied to the state’s previously reported data to obtain
an estimate for the current year. (Note that the growth
rule looked at values for the prior year only.) Regression
modeling is used if the state does not report a value for
the current year and there was no value for the prior
year. The regression model uses only the current year’s
dara file. It uses three to six auxiliary items reported by
all states to determine the regression model that best fit
the data. The auxiliary items are selected by calculating
the correlations between the imputed item and all other
numeric items on the data file, and, after a process of
elimination, using the items that have the highest corre-
lations to the imputed item. The sum rule applies when
the details of a total and the total are missing, and the
details are imputed by the zero rule, the growth rule, or
regression modeling: the total is imputed by adding up
the details.

Recent Changes

A number of changes were made to the 2002 survey,
particularly to Part F-Electronic Services and Informa-
tion. In Part D, the responses to all items in one question
were revised to clarify how the StLA provided services.
In Part E, one item was revised to indicate that only one
StLA outlet may be identified as the main or central out-
let, and another question was split into two to provide
more information about hours open. In Part E, the Serial
Subscription item was revised to clarify that only current
serial subscriptions in print format should be reported.
In Part N, one question was split into two to collect more
specific information on Internet workstations owned by
the StLA or available but not owned by the StLA, and
another question was revised to include a new Biblio-
graphic Records item. Two changes were made to a third
question: an Other Expenditures item was added for con-
sistency with items collected in Part K, and the OCLC
Participation and Z39.50 Gateway items were deleted.
Finally, two items were added to Part J wo identify the
types of libraries for which StLAs administer state funds,
and six items were added to Part N to collect more cur-
rent descriptive data on electronic services provided by

StLAs.

Future Plans
No changes are currently planned for the FY 03 survey.
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5. DATA QUALITY AND
COMPARABILITY

Data from the StLA Survey were not imputed for item
nonresponse prior to FY 99, so state and national totals
for some items may be underestimated in earlier years.
State comparisons should be made with caution because item
response rates, fiscal year reporting periods, and adberence
to survey definitions vary by state. Special care should also
be taken in comparing data for the District of Columbia (a
city) with data for a state.

Sampling Error
The StLA Survey is a universe survey and, therefore, not
subject to sampling error.

Nonsampling Error

Coverage error. There is no coverage error in the StLA
Survey. It includes the universe of state library agencies
in the 50 states and the District of Columbia.

Nonresponse error.
Unit nonresponse. The StLA Survey has achieved a 100
percent response rate in all survey administrations.

Item nonresponse. Most items have a 100 percent response
rate. In FY 01, only six items did not have a 100 percent
response rate: five items had a response rate of 98.0, and
one had a response rate of 88.2 percent.

Measurement error. Measurement (or reporting) errors
can result from the use of different definitions for key
terms and different reporting periods among the states.
The fiscal year of most states is July 1 to June 30.
Exceptions are New York (April 1 to March 31); Texas
(September 1 to August 31); and Alabama, the District
of Columbia, and Michigan (October 1 to September
30).

Some definitions of selected fiscal data related to the
Library Services and Construction Act (LSCA), the
predecessor to the LSTA, needed clarification, based on
inconsistent reporting of the data. The Census Bureau
conducted an evaluation study to examine these data,
and the survey instructions for various LSCA items on
income and expenditures were revised based on the
report recommendations. Specifically, the instructions for
the reporting of LSCA income and LSCA expenditures
for statewide services and financial assistance to libraries
and systems were clarified.

Although some data for two states should have been
reported in the Public Libraries Survey (see chapter 10)
instead of in the 1994 StLA Survey, NCES has negoti-
ated successfully with these StLAs to eliminate such
reporting from the 1995 and later StLA Surveys.

6. CONTACT INFORMATION

For content information on the StLA Survey, contact:

Elaine Kroe
Phone: (202) 5027379
E-mail: patricia.kroe@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

Methodology discussed in technical notes to survey
reports.

General

State Library Agencies, Fiscal Year 2001, NCES 2003-
309, by B. Holton, E. Kroe, P. O’Shea, C. Sheckells,
S. Dorinski, and M. Freeman. Washington, DC:
2002.

State Library Agencies, Fiscal Year 2000, NCES 2002—
302, by E. Kroe, P. Garner, and C. Sheckells. Wash-
ington, DC: 2001.

State Library Agencies, Fiscal Year 1999, NCES 2000-
374, by E. Kroe. Washington, DC: 2000.

State Library Agencies, Fiscal Year 1998, NCES 2000-
318, by E. Kroe. Washington, DC: 2000.

State Library Agencies, Fiscal Year 1997, NCES 1999-
304, by E. Kroe. Washington, DC: 1999.

Data Quality and Comparability

Evaluation of the NCES State Library Agencies Survey: An
Examination of Duplication and Definitions in the Fis-
cal Section of the State Library Agencies Survey, NCES
1999-312, by L.R. Aneckstein. Washington, DC:
1999.
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Chapter 13: Federal Libraries and

Information Centers Survey

1. OVERVIEW PERIODIC SURVEY

OF THE UNIVERSE
. . OF FEDERAL
ince 1965, NCES has periodically conducted a comprehensive survey of federal LIBRARIES
Slibraries in the 50 states and the District of Columbia. The 1994 Federal Libraries
and Information Centers Survey was the sixth survey, the first since 1978, and the
first to include information centers. This survey is a cooperative effort of the National Collects data on:
Center for Education Statistics (NCES) and the Federal Library and Information » Library staffing

Center Committee (FLICC) of the Library of Congress. There are no current plans for

.. . » Library collections
the next administration of the survey.

» Service per typical

Purpose week
To provide descriptive information abour all federal libraries and information centers in » Automation and
the 50 states and the District of Columbia, excluding elementary and secondary school technology

libraries under federal agency operation.
» Preservation
Components
There is only one component to the Federal Libraries and Information Centers Survey.
The survey is completed by a designated respondent at the library or information center.

Federal Libraries and Information Centers Survey. This survey collects the follow-
ing information on federal libraries and information centers: staffing, collections, service
per typical week, automation, technology, and preservation.

Periodicity
Irregular. The survey previous to the 1994 survey was conducted in 1978, and there are
no current plans for the next administration.

2. USES OF DATA

The 1994 Federal Libraries and Information Centers Survey updates the federal library
survey darta collected in 1978, establishing a more current national profile of federal
libraries and information centers. A primary use of this survey’s data is the publication
of the Directory of Federal Libraries and Information Centers, which provides for each
entry the name, address, and type of library or information center, and the name and
telephone number of a contact person. The type of library or information center repre-
sents the library/information center’s primary subject-martter acquisitions, categorized
as follows: presidential, national, academic, engineering and science, health and medi-
cine, general, law, multitype, training center and/or instructional technical school, and
special. Most of the information in the Directory is provided by survey respondents.
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For nonrespondents, the name and address of the library
or information center are obrained from the file used to
conduct the survey. The latest Directory represents the
universe of domestic federal libraries and information
centers as of September 30, 1994. Changes available prior
to publication were incorporated.

3. KEY CONCEPTS

The terms defined below are a subset of the terms in the
Federal Libraries and Information Centers Survey. For
definitions of all terms, refer to the survey instrument in
the database documentation.

Library/Information Center. A library is an organiza-
tion that includes among its functions the following:
selection, acquisition, organization, preservation, re-
trieval, and provision of access to information resources.
An information center is an organization that performs
the function of linking requestors with appropriate infor-
mation resources through established mechanisms, such
as searching databases, providing referrals, answering spe-
cific questions, or by other means. A library or
information center may be further defined as:

Autonomous. One that has a separate facility, collection,
staff, defined clientele, and full operational control. The
principal operating budget generally derives from the
institution served.

Headguarters. Either a single-unit library serving admin-
istrative headquarters or a central user unit with
administrative and directional control of other libraries.

Central/main. The single-unic library or the administra-
tive center of a multi-unit library where the principal
collections are kept and handled.

Branch or nonautonomous. A user-service unit which has
all of the following:

» quarters that are separate from the central library;

» a permanent basic collection of material;

» a permanent staff provided by the central library or the
institution or organization of which the library is a part;
and

» aregular schedule for opening.

Such units are administered from the central library. Al-
though they are not autonomous, some units may report
independently for the purpose of this survey.

Network and Cooperative. Two or more independent
libraries of any type(s) engaging in cooperative activities
to perform library services for mutual benefit, according
to some agreement on common purposes while retaining
individual autonomy. The activities extend beyond recip-
rocal borrowing and beyond the scope of the national

(American Library Association) intetlibrary loan code.

Bibliographic Service Cenmter. An organization that
serves a network of libraries as a distributor of com-
puter-based bibliographic services. A service center gains

access to bibliographic data through a bibliographic urility.

Bibliographic Utility. An organization that maintains
online databases provided by various libraries individu-
ally or cooperatively through networks. The utility provides
a standard interface by which bibliographic data are ac-
cessible to libraries either directly or through bibliographic
service centers.

Centralized Processing Center. A library or other
agency that orders library materials, prepares these
materials for use, and prepares cataloguing records for
these materials on behalf of a group of libraries.

Cooperative Collection Resource Facility. A facility
supported cooperatively by a group of libraries to
acquire, maintain, and provide access to collection re-
sources not generally available in any or all of the
cooperating libraries. Materials may be acquired through
cooperative purchase or through depository arrangements
to maintain little-used materials furnished by participat-
ing libraries. Services typically include interlibrary lending,
photocopying, and materials preservation. This type of
facility is distinguished from a storage facility in which
materials stored cooperatively remain the property of each
library rather than becoming common property of the
facility. The Center for Research Libraries is one example
of a cooperative collection resource facility.

Gate Count. The number of persons counted either en-
tering or leaving the library/information center in a typical
week in the past year. If not regularly counted, results of
samplings may be entered.

FEDLINK. A cooperative network program (Federal
Library and Information Network) established by the Fed-
eral Library and Information Center Committee (FLICC)
of the Library of Congress. Through FEDLINK, FLICC
offers all federal agencies cost-effective access to infor-
mation and library operations support services from
commercial sources.
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4. SURVEY DESIGN

Target Population

All federal libraries and information centers in the 50
states and the District of Columbia. Foreign branch
operations and entities outside of the United States are
excluded. For the purposes of this survey, data for Puerto
Rico, the Virgin Islands, and U.S. territories are excluded.

To be included in this survey, a library/information
center must also meet the following criteria:

(1)be staffed with at least one paid part-time or full-time
librarian, technical information specialist, library technician,
archivist, or other trained person whose primary function
is to assist others in meeting their information needs;

(2) be considered as a federal government operation or receive

at least half of its funding from federal sources; and

(3) support the information needs of a federal agency or supply
information as part of the agency’s mission.

Sample Design

This survey covers the universe of federal libraries and
information centers. Major projects involved in develop-
ing the survey instrument and defining the universe for
the 1994 survey included dissemination of a survey pre-
test to a sample of 200 facilities in the fall of 1993; the
mailing of a locator questionnaire to 3,000 facilities in
the spring of 1994 to determine universe eligibilicy; revi-
sion of the survey instrument based on the pretest; and
dissemination of a second pretest to a sample of 50 fa-

cilities in the fall of 1994.

A variety of sources were searched to develop the initial
universe list of approximately 3,200 facilities, which was
used as the basis for the locator questionnaire mailing.
The primary sources were the Oryx Directory of Federal
Libraries and the Federal Library and Information
Network (FEDLINK) mailing list. Additional sources
included the Federal Health Care Libraries Directory,
the U.S. Department of Navy Libraries list, a list of
Government Agencies with Public Document Rooms,
the Department of Defense (DoD) schools list, the Air
Force Library and Information System Address list, and
the U.S. Government Manual.

The final universe excluded approximately 700 facilities
that were overseas (United States Information Service
and DoD) and/or elementary and secondary school
libraries (DoD and Bureau of Indian Affairs). The over-

seas facilities were removed because of logistical problems
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in data collection. The elementary and secondary school
libraries under federal agency operation were excluded
both to reduce reporting burden and because their
mission and function differ from most federal libraries
and information centers. NCES includes these schools
in a separate survey of School Library Media Centers
and Library Media Center Specialists, which is part of
the Schools and Staffing Survey (SASS)—see chapter 9.
Approximately 1,700 additional facilities were eliminated
from the inidal universe because they were out of scope
of the survey definitions, had combined with another
facility, were duplicates of other facilities, or were closed.

Data Collection and Processing

The collection agent for this survey is the U.S. Bureau of
the Census. The 1994 survey data were collected and
processed between January and September of 1995.

Reference dates. The reporting period for the 1994
survey was the most recent complete fiscal year prior to
October 1, 1994. Most data covered the full fiscal year.
Data on request and search services were reported for a
typical week, defined as a week in which the federal
library or information center was open its regular hours
{(without holidays) and conducted its regular acrivities.
Information reported for the “last 3 years” was reported
for the 3 fiscal years from 1992 (ending prior to October
1, 1992) through 1994 (ending prior to October 1, 1994).
Information reported for the “next 5 years” was reported
for fiscal years from 1995 (ending prior to October 1,
1995) through 1999 (ending prior to October 1, 1999).

Data collection. The 1994 survey was mailed to 1,571
facilities in the United States in January 1995. Of these,
337 were later excluded as out of scope because they did
not meet the survey definition of federal libraries and
information centers. Thus, there were 1,234 in-scope
federal libraries and information centers in the 50 states
and District of Columbia.

Only 35 percent of the questionnaires were returned by
the March 1995 due date. Rigorous follow-up efforts,
including repeated telephone reminders, additional mail-
ings, and special appeals by the FLICC members, were
conducted through August. The final response rate was

94.1 percent.

Editing. Prior to keying, the data were manually edited
for reporting errors (e.g., when more than one box was
marked for items allowing only one answer). The follow-
ing additional edits were performed after keying: relational
edit checks and numeric checks.
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Special follow up was required for libraries and informa-
tion centers which reported reference requests and
searches on an annual or other basis instead of weekly.
To evaluate the extent of the problem, Census Bureau
staff called a sample of cases with possible errors.
Approximately 10 percent of the requests and searches
data required correction.

Estimation Methods
No adjustment was made for missing information at the
unit or item level.

Future Plans
There are no current plans for the next administration of
the survey.

5. DATA QUALITY AND
COMPARABILITY

Data were not imputed for nonresponse in the 1994
Federal Libraries and Information Centers Survey. Cau-
tion should be exercised when using estimates with item
response rates lower than the unit response rate. Per NCES
statistical standards, data are suppressed in published
tables if the “total response” (the unit response rate mul-
tiplied by the item response rate) is less than 70 percent.

Sampling Error
Because this survey is a universe survey, there is no sam-
pling error.

Nonsampling Error

Coverage error. A comprehensive evaluation of the
coverage of the 1994 Federal Libraries and Information
Centers Survey revealed some concerns about coverage.
Receiving particular consideration was the classification
of libraries as out-of-scope, as well as the use of a defini-
tion of “federal” library that relied in part on information
about the facility’s level of federal funding that was pro-
vided by the respondent. The study noted that as the
1994 survey’s immediate predecessor was conducted more
than 15 years earlier, the first task was constructing a

-survey frame from scratch, a difficult task given that while

various directories of federal libraries existed, none of
them had the same focus or shared the same definitions
as the 1994 survey.

Nonresponse error.

Unit nonresponse. The 1994 survey achieved an overall
response rate of 94.1 percent. The response rates by branch
of the federal government were as follows:

» Judicial Branch 95.2 percent

» Legislative Branch 80.0 percent

P Executive Branch

Civilian Departments 75.0-100.0 percent (11 out

of 14 were 90 percent or
higher)

Military Departments 90.7-96.3 percent

» Independent Agencies 90.6-100.0 percent

Item nonresponse. Item response rates in 1994 for
published items were as follows: 10 items had a response
rate between 92.2 and 94.1 percent. These items prima-
rily consisted of identifying information such as “type of
library” and “type of service performed.” Another four
items had response rates between 86.0 and 89.8 percent.
Finally there were three items that obtained response rates
of only 76.0-77.5 percent. These items were: size of book
print collection (volumes), directional/ready reference
requests per typical week, and substantive reference
requests per typical week.

Measurement error. Some libraries/information
centers reported reference requests and searches on an
annual or other basis instead of weekly. A special follow
up was conducted by the Census Bureau to evaluate the
problem, resulting in correction to about 10 percent of
the requests and searches data. Users should be cautious
in their use of these data because only a sample of the lower
values was investigated.

6. CONTACT INFORMATION

For content information the Federal Libraries and Infor-
mation Centers Survey, contact:

Jeffrey Williams
Phone: (202) 502-7476
E-mail: jeffrey.williams@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651
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7. METHODOLOGY AND
EVALUATION REPORTS

General

Federal Libraries and Information Centers in the United
States: 1994, NCES 96-247, by the Governments
Division, Bureau of the Census. Washington, DC:
1996.

Data Quality and Comparability

Coverage Evaluation of the 1994 Federal Libraries and In-
formation Centers Survey, NCES 98-269, by ]. Curry.
Washington, DC: 1998.
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Chapter 14: Integrated Postsecondary
Education Data System (IPEDS)

SURVEY OF THE
UNIVERSE OF
POSTSECONDARY

1. OVERVIEW

postsecondary education data collection program, designed to help NCES meet
its mandate to report full and complete statistics on the condition of
postsecondary education in the United States. IPEDS is a single, comprehensive system
that collects institutional data about all primary providers of postsecondary education.
It is built around a series of interrelated surveys designed to collect institution-level data

T he Integrated Postsecondary Education Data System (IPEDS) is NCES’ core

INSTITUTIONS

IPEDS collects data
annually or
biennially through
these major

in such areas as enrollments, program completions, faculty, staff, and finances. components:
Beginning in 1993, survey completion became mandatory for all postsecondary institu- 4 Institutior_xal_
tions with Program Participation Agreements with the Office of Postsecondary Education, Characteristics
U.S. Department of Education. IPEDS surveys are mandatory for any institution that » Completions
participates in or is eligible to participate in any federal student financial assistance

program authorized by Title IV of the Higher Education Act of 1965, as amended (20 » Graduation Rate

USC 1094(a)(17)). For institutions not eligible under Title IV, participation in IPEDS is
voluntary. In recent years, these voluntary data were requested only through the Institu-
tional Characteristics survey. Prior to 1993, only national-level estimates from a sample

Survey

Fall Enroliment

of institutions are available for private less-than-2-year institutions. » Finance
In 1998, due to several externally mandated changes and additions to IPEDS, changes » Fall Staff
in technology for data collection and dissemination, changes in postsecondary educa- b Faculty Salaries

tion issues, and new expectations for IPEDS, a Redesign Taskforce was charged with
recommending changes for the system. The primary recommendation was to switch
IPEDS from paper forms to a solely web-based reporting system, which was imple-
mented with the 2000-2001 data collection. IPEDS had been mailing paper forms to
institutions on an annual basis since 1986.

It was in 1986 that IPEDS replaced the Higher Education General Information Survey
(HEGIS). HEGIS collected data from 1966 to 1986 from a more limited universe of
approximately 3,400 institutions accredited at the college level by an association recog-
nized by the Secretary of the U.S. Department of Education. The transition to the
IPEDS program expanded the universe to include 4/ institutions whose primary pur-
pose is the provision of postsecondary education. The system currently includes about
9,500 postsecondary institutions—including many nonaccredited institutions, as well
as schools not accredited at the college level but with vocational/occupational accreditation.

Note that the Office for Civil Rights (OCR) has collaborated with NCES since 1976
regarding the collection of data from postsecondary institutions through Compliance
Reports mandated pursuant to Title VI of the Civil Rights Act of 1964, first through
HEGIS and then through IPEDS.

Institutional Price
and Student
Financial Aid
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Purpose

To collect institution-level data from all primary provid-
ers of postsecondary education—universities and colleges,
as well as institutions offering technical and vocational
education beyond the high school level.

Components

The IPEDS program consists of several components that
obtain information on who provides postsecondary
education (institutions), who participates in it and com-
pletes it (students), what programs are offered, what
programs are completed, and the human and financial
resources involved in the provision of institution-based
postsecondary education. To avoid duplicative reporting
and thus enhance the analytic potential of the database,
the various IPEDS data elements and component sur-
veys are interrelated. Several of the surveys used to include
different versions of the questionnaire tailored to
specific sectors; with the web-based data collection, the
tailoring is done through different screens. In general,
the data collected from postsecondary institutions grant-
ing baccalaureate and higher degrees are the most
extensive; the system requests less data from other types
of institutions. This feature accommodartes the varied
operating characteristics, program offerings, and report-
ing capabilities of postsecondary institutions while yielding
comparable statistics for all institutions.

The IPEDS program currently atcempts to collects infor-
mation from approximately 9,500 postsecondary
institutions using one or more survey instruments. Be-
cause of the requirements for participation in Ticle IV
federal financial aid programs, IPEDS focuses on the
6,600 Title IV institutions. Each of these instruments (or
components) is described below; the abbreviation for the
survey component is provided after the survey name.

Institutional Characteristics (IC). The core of the
IPEDS system is the annual Institutional Characteristics
(IC) survey—intended for completion by all currently op-
erating postsecondary institutions in the United States
and its outlying areas. As the control file for the entire
IPEDS system, IC constitutes the sampling frame for all
other NCES surveys of postsecondary institutions. It also
helps determine the specific IPEDS screens that are shown
to each institution (as it used to determine the specific
survey forms that were mailed to each institution). This
component collects the basic institutional data that are
necessary to sort and analyze not only the IC database,
but also all other IPEDS survey databases. The IC survey
incorporates many data elements required by state Ca-
reer Informatcion Delivery Systems (CIDS), thereby

reducing or eliminating the need for these organizations
to conduct their own surveys.

The number of survey forms used to collect IC data has
varied over the years. The 1990-91 IC survey was
expanded to incorporate data items previously collected
through the IPEDS Institutional Activity (EA) survey,
which was phased out in 1989-90; these items now com-
prise Part D of the Enrollment survey. The version of the
survey that a specific institution received used to be a
function of its control and program offerings. For the
1999-2000 survey year, which was the last paper collec-
tion, there were three versions: IC, IC3, and IC-ADD.

Through 1999, the IC form was mailed to all 4-year, 2-
year, and public less-than-2-year institutions; the IC3 form
was sent to private less-than-2-year institutions; and the
IC-ADD form was sent to all new institutions, regardless
of control or level. In 1995-96, a short form was devel-
oped for use in odd-numbered years to collect minimal
darta to help maintain che universe and to report on stu-
dent changes; the full form was used in even-numbered
years. Prior to the 1998-99 survey, institutions not
eligible for federal financial aid received a different sur-
vey form than institutions eligible for federal aid.

IC data are collected for the academic year, which gener-
ally extends from Septémber of one calendar year to June
of the following year. Specific data elements currently
collected for each institution include: institution name,
address, telephone number, control or affiliation, calen-
dar system, levels of degrees and awards offered, types of
programs, application information, student services, and
accreditation. The IC component also collects informa-
tion on tuition and required fees, room and board charges,
books and supplies and other expenses for release on the
IPEDS College Opportunities On-Line (IPEDS COOL)
web site. These data are made available to prospective
students and their parents in order to help them make
informed choices about postsecondary educarion institu-
tions.

Prior to 2000-01, the Institutional Characteristics sur-
vey collected instructional activity and unduplicated
headcount enrollment for the previous academic year.
These darta are now collected through the Enrollment (EF)
component of IPEDS. The headcount and activity data
may be used to compute a standardized, full-time equiva-
lent (FTE) enrollment statistic for the entire academic
year. An FTE measure is useful for gauging the size of

the educational enterprise at the institution.
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Completions (C). This survey collects data annually on
recognized degree completions in postsecondary educa-
tion programs by level (associate’s, bachelor’s, master,
doctor’s, and first-professional) and on other formal awards
by length of program. These data are collected by race/
ethnicity and sex of recipient and by field of study, which
are identified by 6-digit Classification of Instructional
Programs (CIP) codes. From 1990 to 1994, racial/
ethnic data (by sex and degree/award level) were
collected at the 2-digit CIP level. In 1995, there was a
major restructuring of the survey to collect race/ethnicity
at the 6-digit CIP level and to add additional questions to
collect numbers of completers with double majors and
numbers of degrees granted at branch campuses in
foreign countries. The additional questions were dropped
in 2000-01, but a matrix to collect completions data on
multiple majors was instituted for optional use in 2001-
02 and became mandatory in 2002-03. Completions data
on multiple majors will be collected by 6-digit CIP code,
award level, race/ethnicity, and sex from those schools
that award degrees with multiple majors. (OCR has pro-
vided support to collect Completions data since 1976.)

Graduation Rate Survey (GRS). This survey was added
in 1997 to help institutions satisfy the requirements of
the Student Right-to-Know legislation. The paper version
of the annual GRS collected data on the number of stu-
dents entering an institution as full-time, first-time, degree-
or certificate-seeking in a particular year (cohort), by race/
ethnicity and sex; length of time to complete; number
still persisting; number transferred to other institutions;
and number receiving athletically-related student aid and
their time to complete. For the 1997-98 GRS, 4-year
institutions reported on a 1991 cohort, and less than 4-
year institutions reported on a 1994 cohort. The GRS
used four different versions to collect data on paper forms.
Now that the survey is web-based, institutions see differ-
ent screens when they are entering data in the web-based
data collection system based on a series of screening ques-
tions. Also, the number of data items has been reduced.
Institutions now provide data on their
initial cohort; the number completing within 150
percent of normal time; the number transferred to other
institutions; and the number receiving athletically-related
student aid. These dara allow institutions to disclose and/
or report information on the completion or graduation
rates and transfer-out rates of these students. Worksheets
automatically calculace rates within the web system.

Finance (F). The primary purpose of this annual survey
is to collect data to describe the financial condition of

NCES HANDBOOK OF SURVEY METHODS

postsecondary education in the nation; to monitor changes
in postsecondary educartion finance; and to promote
research involving institutional financial resources and
expenditures. Specific data elements include current fund
revenues by source (e.g., tuition and fees, government,
private gifts); current fund expenditures by function (e.g.,
instruction, research, plant maintenance and operation);
physical plant assets and indebtedness; and endowment
investments.

Over the years, the various versions of the Finance form
have changed. The survey forms for public and private
institutions were basically the same except thac the
public institution form contained three sections with
questions pertaining to state and local government finan-
cial entities used by the U.S. Bureau of the Census.

The form for private institutions was revised in 1997 to
make ic easier for respondents to report their financial
data according to new standards issued by the Financial
Accounting Standards Board (FASB). In an attempt to
address reporting issues of proprietary institutions, the
form for private institutions was further revised to reflect
the General Purpose Financial Statements of these insti-
tutions. Again, the reference codes were changed. In
addition, with the web-based data collection, the
number of data items requested from institutions was
greatly reduced in fiscal year (FY) 2000. Due to new
accounting standards issued by the Government Account-
ing Standards Board (GASB), NCES is offering public
institutions the option of providing FY 2002 darta using a
new format that corresponds to the GASB 34/35 stan-
dards. This new format, as well as che old version, will be
available to institutions as the GASB 34/35 standards are
implemented over the next 3 years.

Student Financial Aid (SFA). This component began
with a pilot test in 1999, and collected both Institution
Price and Student Financial Aid dara. The 2000-01 SFA
data collection included questions regarding the average
amount of financial assistance by type, number of stu-
dents receiving financial assistance for the previous year,
and some contextual items. The tuition and other cost
items are now part of the fall Institutional Characteris-
tics (IC) survey; the student financial aid questions are
part of the Spring darta collection.

Fall Enrollment (EF). This survey collects data annually
on the number of full- and part-time students enrolled in
postsecondary institutions in the United States and its
outlying areas, by level (undergraduate, graduate, first-
professional), and by race/ethnicity and sex of student.
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Institutions report on students enrolled in courses credit-
able toward a degree or other formal award; students
enrolled in courses that are part of a vocational or
occupational program, including those enrolled in
off-campus centers; and high school students taking regular
college courses for credit. An item that asks for the total
number of undergraduates in the entering class (includ-
ing first-time, transfer, and nondegree students) was added
in 2001.

Racial/ethnic data have been collected annually since 1990
(biennially in even-numbered years prior to then). Age
distributions are collected in odd-numbered years by
student level. Daca on state of residence of first-time fresh-
men (first-time first-year students) and the number chat
graduated in the past 12 months are collected in even-
numbered years (replacing an earlier survey on Residence
of First-time Students). Additional questions were asked
on students enrolled in branch campuses in foreign coun-
tries, those enrolled exclusively in remedial courses, and
those enrolled exclusively at extension divisions; how-
ever these items are not included in the web-based system.
Four-year institutions are also required in even-numbered
years to complete enrollment data by level, race/ethnicity,
and sex for nine selected fields of study—Education,
Engineering, Law, Biological Sciences/Life Sciences,
Machematics, Physical Sciences, Dentistry, Medicine,
and Business Management and Administrative Services.
Prior to 1996, data were also collected for the fields of
Veterinary Medicine and Architecture and Related Pro-
grams. The specified fields and their codes are taken
directly from Classification of Instructional
Programs (CIP). (OCR has supported collection of these
dara since 1976.)

Fall Enrollment in Occupationally-specific Programs
(EP). This survey was incorporated into the IPEDS
system in response to the Carl Perkins vocational educa-
tion legislation. Conducted biennially in odd-numbered
years, this survey collected fall enrollment data on
students enrolled in occupationally-specific programs at
the sub-baccalaureate level, by race/ethnicity and sex of
student and by field of study (identified by 6-digic CIP
codes). Starting in 1995, toral unduplicated counts of
students enrolled in these programs were also requested.
This survey was discontinued as of the 1999-2000 data
collection.

Fall Staff (S). This survey is conducted biennially in
odd-numbered years and collects data on the numbers of
full- and part-time institutional staff. Specific data
elements include: number of full-time faculty by contract

length and salary class intervals; number of other persons
employed full-time by primary occupational activity and
salary class intervals; part-time employees by primary
occupational activity; tenure of full-time faculty by
academic rank; and new hires by primary occupational
activity. Prior to 2001, the survey also requested the num-
ber of persons donating (contributing) services or
contracted for by the institucion. With the exception of
contributing/contracted persons, staff data were collected
by sex and race/ethnicity. .

Between 1987 and 1991, the Fall Staff daca were
collected in cooperation with the U.S. Equal Employ-
ment Opportunity Commission (EEOC). From 1976
through 1991, EEOC collected dara on staff through its
biennial Higher Education Staff Information (EEO-6)
report from all postsecondary institutions within their
mandate—that is, institutions that had 15 or more full-
time employees. Through the IPEDS program, NCES
collected daca from all other postsecondary institutions,
including all 2- and 4-year higher education institutions
with fewer than 15 full-time employees, and a sample of
less-than-2-year schools. The 1987-91 IPEDS Fall Staff
dara files contain combined data from the EEO-6 and
the IPEDS staff surveys. Beginning in 1993, all schools
formerly surveyed by EEOC were surveyed through the
IPEDS Fall Staff survey. (OCR began supporting collec-
tion of these data in 1993.) K

Employees by Assigned Position (EAP). Beginning with
the Winter 2001-02 web-based collection, a new survey,
Employees by Assigned Position (EAP), proposed by the
National Postsecondary Education Cooperative focus
group on faculty and staff, was instituced. This survey
was optional the firstc year and became mandatory in
2002-03. The survey allows institutions to “assign” all
faculty and staff to distinct categories. The EAP collects
headcount information by full- and part-time status; by
function or occupational category; and by faculty and
tenure status. Institutions with medical schools are re-
quired co report their medical school data separately.

Salaries (SA) (formerly, Salaries, Tenure, and Fringe
Benefits of Full-time Instructional Faculty). The pri-
mary purpose of this survey was to collect data on the
salaries, tenure, and fringe benefits of full-time inscruc-
tional faculty by contract length, sex, and academic rank;
to analyze, from a national perspective, the number and
tenure status of faculty members in relation to the num-
ber of enrollments and degrees granted for an indication
of manpower demand; and to evaluate faculty compensa-
tion in relation o institutional financial resources for an
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indication of the economic status of institutions and of
the teaching profession. In previous years, institutions
were excluded from the Faculty Salaries survey based on
responses to the Institutional Characteristics survey. An
institution was excluded if all of its instructional faculty
(1) were employed on a part-time basis, (2) were military
personnel, (3) contributed their services {e.g., members
of a religious order), or (4) taught preclinical or clinical
medicine.

Data collected included: total salary oudays (in whole
dollars); total number of full-time instructional faculty
paid those outlays; number of those faculty who have
tenure; who are on tenure track; and who are not on
tenure track. These data were collected by rank {profes-
sor, associate professor, assistant professor, instructor,
lecturer, no academic rank) for men and women on 9/
10-month and 11/12-month contracts. Salary outlays, total
number of faculty, and tenure status were also collected
for full-time faculty on contract schedules other than 9/
10 and 11/12 months; however, these data were not col-
lected by rank or sex. Fringe benefits (Parc B of the survey)
were collected for those full-time instructional faculty re-
ported on Part A. Specific data elements included
retitement, tuition, housing and medical dental plans,
group life insurance, unemployment and worker’s com-
pensation, social security taxes, fringe benefit expenditures
(in whole dollars) and the number of full-time faculty cov-
ered, by length of contract (9/10 and 11/12-month
contracts). This survey was changed from biennial to an-
nual in 1990, and daca were not collected in 2000.
However, the survey was redesigned for inclusion in the
2001-02 Winter web collection. Much of the same
information is currently included except the web survey
does not request numbers of faculty by tenure status, but
instead collects numbers of faculty by length of contract
(less than 9/10 months, 9/10 months, and 11/12 months),
rank, sex, and total salary outlay; fringe benefits collec-
tion remains the same.

Academic Libraries. First administered in 1966, the
Academic Libraries survey was designed to provide con-
cise information on library resources, services, and
expenditures for the entire population of academic
libraries in the United States. In 1988, the Academic
Libraries survey became a part of the IPEDS system and
was conducted biennially in even-numbered years. From
1966 to 1988, the Academic Libraries survey was
conducted on a 3-year cycle. As of September 2000, this
survey ceased to be part of IPEDS. See chapter 11 for a
full description of the Academic Libraries Survey.

NCES HANDBOOX OF SURVEY METHODS

Consolidated Form (CN and CN-F). A Consolidated
Form was used to collect IPEDS data from the institu-
tions eligible for Title IV programs that did not complete
the full package of IPEDS surveys described above—that
is, those accredited institutions granting only certificates
at the sub-baccalaureate level. The Consolidated Form
consisted of four or five parts designed to collect, on the
same schedule as the regular IPEDS components, mini-
mal dara on enrollment (including occupationally-specific
programs) and completions by race/ethnicity and
sex, as well as daca on finance, fall staff, and academic
libraries. As of 1996, cthe “finance” part of the Consoli-
dated Form was on a separate form (CN-F). The purpose
and use of the Consolidated data were the same as for
the full package of surveys so national data on all accred-
ited institutions could be presented and analyzed. This
survey is no longer needed since the web-based data col-
lection system automatically tailors data items for
institutions based on selected characteristics and screen-
ing questions.

Periodicity

The IPEDS program replaced the HEGIS program in
1986. IPEDS data were collected on paper forms be-
tween 1986 and 1999. Since the implementation of the
web-based collection of IPEDS data in 2000, most of the
surveys are completed by the institutions on an annual
basis. However, the survey schedules vary slightly. Insti-
tutional Characteristics, Enrollment, Completions,
Graduation Rate Survey, Employees by Assigned Posi-
tion, and Finance are conducted annually. Salaries is an
annual survey except for the 2000-01 collection. Fall Staff
continues to be collected on a biennial basis in odd-num-
bered years.

2. USES OF DATA

IPEDS surveys provide a wealth of national-, state-, and
institution-level data for analyzing the condition of
postsecondary education institutions. For example, the
data can be used (with the earlier HEGIS data) to
describe long-term trends in higher education. NCES
uses IPEDS darta in annual reports to Congress on the
condition of postsecondary education, statistical digests,
profiles of higher education in che states, and other
publications. In addition, many requests for information
based on IPEDS surveys are received each year from
Congtess, federal agencies and officials, state agencies
and officials, education associations, individual institu-
tions, the media, and the general public. Federal program
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staff use IPEDS data to address various policy issues.
State policymakers use IPEDS data for planning purposes
and comparative analysis. Institutional staff use the data
for peer analysis.

IPEDS data respond to a wide range of specific educa-
tional issues and public concerns. Policymakers and
researchers can analyze the types and numbers of
postsecondary institutions; the number of students,
graduates, first-time freshmen, and graduate and profes-
sional students by race/ethnicity and sex; the status of
postsecondary vocational education programs; the num-
ber of individuals trained in certain occupational and
vocational fields by race/ethnicity, sex, and level; the re-
sources generated by postsecondary institutions; patterns
of expenditures and revenues of institutions; changes in
tuition and fees charged; completions by type of pro-
gram, level of award, race/ethnicity, and sex; faculty salaries
and composition; and many other topics of interest.

The IPEDS universe also provides the institutional
sampling frame used in all NCES postsecondary surveys,
such as the National Postsecondary Student Aid Study
(NPSAS) and the National Study of Postsecondary
Faculty (NSOPF). Each of these surveys uses the IPEDS
institutional universe for its first-stage sample and relies
on IPEDS survey results on enrollment, completions, or
staff to weight its second-stage sample.

OCR supports the collection of IPEDS enrollment,
completions, and fall staff data, and uses these data to
produce such reports as 2001 U.S. Accredited Postsecondary
Minority Institutions.

3. KEY CONCEPTS

Described below are several key concepts relevant to the
IPEDS program. For additional terms, refer to the IPEDS
Glossary (NCES 95-822).

Postsecondary Education. The provision of a formal
instructional program whose curriculum is designed
primarily for students who are beyond the compulsory
age for high school. Programs whose purpose is academic,
vocational, or continuing professional education are
included. Excluded are avocational and adult basic
education programs.

Institution of Higher Education (IHE). Prior to 1996,
an IHE was defined as an institution accredited at the
college level by an accrediting agency or association

recognized by the Secretary of the U.S. Department of

Education—and indicated as such in the database by the
presence of a Federal Interagency Committee on Educa-
tion (FICE) code. IHEs were legally authorized to offer
at least a l-year program of study creditable
toward a degree.

Degree-granting Institution. Any institution offering
an associate’s, bachelor’s, master’s, doctor’s, or first-pro-
fessional degree. Institutions that grant only certificates
or awards of any length (less than 2 years, or 2 years or
more) are categorized as nondegree-granting institutions.

Branch Institution. A campus or site of an educational
institution that is not temporary, that is located in a com-
munity beyond a reasonable commuting distance from
its parent institution, and where organized programs of
study (not just courses) are offered. This last criterion is
the most important. It means that at least one degree or
award program can be completed entirely at the site
without requiring any attendance at the main campus or
any other institution within the system.

OPEID Code. An 8-digit identification code developed
by the U.S. Department of Education’s Office of
Postsecondary Education (OPE) for the Postsecondary
Education Participants System (PEPS). Presence of a valid
OPEID in the database indicates that the school has a
Program Participation Agreement with the Department
and is currently eligible to participate in Title IV federal
financial aid programs (e.g., Pell Grants, Stafford Loans,
College Work-study). The first 6 digits of the OPEID are
the old FICE code and represent the ID of the institu-
tion. The last 2 digits identify the various campuses or
additional locations. For the main campus, the last 2
digits will always be “00.” If the last 2 digits are numeric
(e.g., 01, 02, 03), the institution is a branch campus or
other location of an eligible main campus and is listed
separately in PEPS. If the last 2 digits of the OPEID are
of the form Al, A2, etc., the entity is separately identi-
fied in IPEDS for reporting purposes.

Occupationally-specific Program. An instructional
program below the bachelor’s level, designed to prepare
individuals with entry-level skills and training required
for employment in a specific trade, occupation, or
profession related to the field of study.

CIP Code. A 6-digit code, in the form xx.xxxx, that
identifies instructional program specialties within educa-
tional institutions. The codes are from the NCES
publication, A Classification of Instructional Programs (CIP).
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4. SURVEY DESIGN

Target Population

All institutions (in the 50 states, the District of Colum-
bia, and outlying areas) whose primary purpose is the
provision of postsecondary education. The IPEDS uni-
verse includes all institutions and branches that offer a
full program of study (not just courses); freestanding medi-
cal schools, as well as schools of nursing, schools of
radiology, etc., within hospitals; and schools offering oc-
cupational and vocational training with the intent of
preparing students for work (e.g., a modeling school that
trains for professional modeling, but not a charm school).

The IPEDS universe of postsecondary institutions does
not include institutions that are not open to the general
public (training sites at prisons, military installations,
corporations); hospitals chat offer only internships or resi-
dency programs, or hospitals that offer only training as
part of a medical school program ac¢ an institution of
higher education; organizational entities providing only
noncredit continuing education; schools whose only put-
pose is to prepare students to take a particular test, such
as the CPA or Bar exams; and branch campuses of U.S.
institutions in foreign countries. Relevant data from such
locations or training sites are to be incorporated into the
dara reported by the main campus or any other institu-
tion or branch campus in the system that is most
appropriate.

Eligibility for Title IV federal financial aid, while not a
requirement for inclusion in the universe, defines a ma-
jor subser of all postsecondary institutions. Prior to 1996,
aid-eligible institutions were self-identified as IHEs or
were identified as aid-eligible from responses to items on
the Institutional Characteristics survey. Beginning in 1996,
the subset of aid-eligible institutions is validated by match-
ing the IPEDS universe with the PEPS file maintained
by OPE. OPE grants eligibility to institutions to partici-
pate in Tidle IV federal financial aid programs.

In establishing the PEPS file, the U.S. Department of
Education discontinued its tradition of distinguishing
institutions accredited at the college level from institu-
tions accredited ar the occupational/vocational level.
Therefore, it is no longer possible for NCES to maintain
a subset of accredited institutions at the college level
(IHEs). Beginning with the 1997 IPEDS mailout and on
the 1996 and subsequent dara files, institutions are clas-
sified by whether or not they are eligible to participate in
Title IV financial aid programs and whether or not they
grant degrees (as opposed to awarding only certificates).

NCES HANDBOOK OF SURVEY METHODS

Sample Design

Prior to 1993, data were collected from a representative
sample of about 15 percent of the universe of private,
for-profit, less-than-2-year institutions. However, the
Higher Education Act of 1992 mandated the completion
of IPEDS surveys for all institutions that participate or
are applicants for participation in any federal student fi-
nancial assistance program authorized by Title IV of the
Higher Education Act of 1965, as amended. Thus,
beginning with the 1993 IPEDS mailout, NCES surveys
in detail @/l postsecondary institutions meeting this
mandate.

Data Collection and Processing

The U.S. Bureau of the Census served as the darta collec-
tion agent for the IPEDS surveys from 1990 through the
1999-2000 survey. Survey forms were either submitted
directly to the Census Bureau by the institutions or
through a central or state coordinating office. The web-
based system was implemented with the 2000-01 survey,
with different contractors developing the web site and
managing the collection process.

The IPEDS institution-level data collection allows for
aggregation of results at various levels and permits
significant controls on dara quality through editing. At-
tempts are made to minimize institutional respondent
burden by coordinating data collection with the states
and with other offices and agencies that regularly collect
data from institutions.

Reference dates. Data for the IPEDS surveys are
collected for a particular school year, term, or fiscal year,
as follows:

» The Institutional Characteristics (IC) survey collects data
for the entire academicyear, generally starting in September
or with the fall term if there is one. For example, data
collected in 2002 pertain to the 2002-03 academic year,
usually September 2002 through June 2003. In the case
of schools operating on a 12-month calendar, the collection
period runs from September 2002 through August 2003.

The Completions survey collects data for an entire 12-
month period, which is defined as July 1 through June
30; in some instances, starc dates may vary slighdy by
institution.

For the Graduation Rate Survey, the majority of institutions
report on the status of students in their cohort (either a fall
cohort or a full-year cohort) as of August 31. Section V
requests data on students enrolled during the period
September 1 through August 31 of the year prior to
submission of the report.
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» The Finance survey collects data for the institution’s most
recent fiscal year, generally ending before October 1
(although some institutions may have other ending dates).
Thus, data collected in spring 2003 pertain to the fiscal
year just ended, FY 2002.

» The Student Financial Aid survey collects the average
amount of financial assistance and the number of students
receiving financial assistance for the prior academic year.

» The Fall Enrollment survey (and previously the Fall
Enrollment in Occupationally-specific Programs survey)
collects data for a single point in time during the fall term,
usually recorded as of the institutions official fall reporting
date or October 15. If there is no fall term or class activity,
institutions are asked to report zero enrollment. Part D of
the survey now collects unduplicated headcount and
instructional activity (formerly part of IC); these data are
reported for the 12-month period that ended prior to
September 1 of the reporting year.

» The Fall Staff survey collects data on employees who were
on the payroll of the institution as of November 1 of the
survey year and data on new hires from July 1 through
October 30 of the survey year. Prior to the 2001 collection,
institutions reported as of October 1.

» The Salaries survey (formerly Salaries of Full-time
Instructional Faculty) collects data on the number of full-
time instructional faculty as of November 1 (formerly
October 1) of the survey year. Salaries and fringe benefits
reflect the full academic year (e.g., academic year 2002~
03, with data reported in winter 2002).

v

The Student Financial Aid survey collects financial aid
information (for the prior academic year) in the spring
collection.

Data collection. Since institutions are the primary unit
of darta collection, institutional units must be defined as
consistently as possible. The IPEDS program does not
request separate repotts from more than one component
within an individual institution; however, separate branch
campuses are asked to report as individual units. Follow-
ing the HEGIS model, the IPEDS program is intended
to collect data from each institution in a multi-institu-
tional system and each separate branch in a multi-campus
system.

Between 1993 and 1996, NCES began to examine the
universe of accredited institutions in order to form a
crosswalk between the IPEDS dat files and those main-
tained by OPE for student financial aid purposes. During
this period, OPE discontinued its policy of differentiat-
ing institutions by level of accreditation—that is, those
accredited. at the college level (formerly the HEGIS uni-

verse) versus those with occupational/vocational accredi-
tation. Since the IPEDS system could no longer identify
institutions with college-level accreditation, a new ap-
proach was developed to categorize institutions for mailout
and analysis purposes. Beginning with the 1997 mailout,
the IPEDS universe was subdivided according to: (1)
accreditation status, (2) level of institution, and (3) de-
gree-granting status. The current web-based system
considers Title IV status rather than accreditation.

Prior to the development of the web-based data collec-
tion system, IPEDS survey forms were mailed to
institutions based upon the information provided on the
prior year’s Institutional Characteristics survey——control
and highest level of offering (which determined an
institution’s sector) combined with accreditation status.
Institutions that were not accredited, and thus not eli-
gible for federal student financial aid, were asked to
complete only the Institutional Characteristics survey. All
accredited institutions that either (1) grant an associate’s
or higher degree or (2) offer a certificate program above
the baccalaureate level received a full packet of surveys—
Institutional Characteristics; Completions; Fall
Enrollment; Fall Enrollment in Occupationally-specific
Programs; Fall Staff; Finance; Graduation Rate Survey;
Salaries of Full-time Instructional Faculty; and Academic
Libraries. All other accredited institutions (i.e., those
granting only certificates at the sub-baccalaureate level)
were required to complete the Institutional Characteris-
tics survey, the Graduation Rate Survey (if applicable),
and a Consolidated Form.

Institutions not in the IPEDS universe, but identified as
“possible adds,” received an IC-ADD survey. With the
web system, these same “new” schools enter similar data
directly into the system. Schools targeted as “possible
adds” are identified from many sources, including a uni-
verse review done by state coordinators, a review of the
PEPS data file from OPE, and information received from
the institutions themselves. Institutions are added to the
universe if they respond that their primary mission is the
provision of postsecondary education as defined in the
survey.

Prior to 2000-01, most of the data collection from the
institutions that completed the full complement of IPEDS
surveys was done through state-level higher education
agencies. Coordinators were given the option of assist-
ing NCES in various ways, including mailing packages
to schools, coordinating nonresponse follow up, mailing
survey forms back to NCES, resolving errors, and main-
taining the universe. Beginning in 200001, an electronic
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coordination system (or tree) is used to route institu-
tional and/or state responses, as applicable, through the
state coordinators. Coordinators may continue to choose
the sectors and institutions they wish to monitor (e.g.,
they can identify “just 4-year schools” or almost specify
on a one-by-one basis; coordinators can also still choose
to “view” the data only, or actually review, approve, and
“lock” the data). In many states, IPEDS institutional data
are provided by the state higher education agency from
data collected on state surveys. Alternatively, state agen-
cies may extract data from IPEDS rather than conduct
their own surveys.

To ease respondent burden, the Institutional Character-
istics web screens include previously reported data, and
survey respondents are instructed to update the previous
daca if necessary and to provide current information for
items such as tuition and required fees, and room and
board charges. (In eatlier years, IC forms were preprinted
with prior-year survey responses for those items that gen-
erally were not expected to change from year to year.)
Questionnaires/screens for other IPEDS surveys contain
selected preprinted information, such as CIP codes and
program titles on the Completions and Enrollment surveys.

Prior to the Fall 2000 survey, institutions reported IPEDS
daca by mail on paper forms or diskettes, by fax, or elec-
tronically through the Internet. Two methods were
available: che first method involved a predetermined
ASCII record layout, available for all surveys except In-
stitutional Characreristics. For Fall Enrollment and the
Graduation Rate Survey, downloadable software was also
available, allowing for data entry as well as preliminary
editing of the data before transmission to the Census
Bureau.

Mailouts of all applicable surveys took place in July of the
survey year, except in 1998-99 when forms were not
mailed uncil August. Due dates varied by survey. Exten-
sive follow-up for survey nonresponse was conducted
during the 6 months following each survey’s due date.
Inidally, reminder letters were mailed, encouraging
nonresponding institutions to complete and return their
forms. Subsequently, the Postsecondary Education Tele-
phone System (PETS) was used to collect critical data by
telephone from representatives of institutions for which
IPEDS state coordinators are not responsible for follow-
up. With the web system, institutions receive letters in
mid-July containing IDs and passwords and instructions
for registering their keyholders. Follow up is conducted
either with the Chief Executive Officers (CEOs) if there
is no registered keyholder, or directly with the keyholder.

NCES HANDBOOK OF SURVEY METHODS

Institutions found to be out-of-scope during darta collec-
tion are deleted from the universe. These deletions result
from formal notification from IPEDS state coordinators
and follow-up telephone calls. Included in the deletions
are: (1) duplicates of other institutions on the file; (2)
institutions that closed or merged with another institu-
tion, and thus are no longer legitimate institutions or
branches; (3) insticutions that no longer offer postsecond-
ary programs; and (4) schools that do not conform to the
IPEDS definition of an institution or branch. The final
IPEDS universe is also adjusted to reflect institutions
that changed from one sector to another.

The following collection schedule was planned for the
2002-2003 academic year:

» Fall 2002—The Fall 2002 collection (September 9-
November 5, 2002) included the Institutional
Characreristics and Completions components.

» Winter 2002—-03—The Winter 2002-03 collection
(November 25, 2002-February 5, 2003) included
Employees by Assigned Position, Salaries, Fall Scaff
(optional) and Enrollment. (Insticutions may complete the
Enrollment component in either winter or sprint).

» Spring 2003—The Spring 2003 collection (March 5-
April 30, 2003) included the collection of Enrollment
{(both fall and full year), Finance, Student Financial Aid
information, and Graduation Rates data.

The current IPEDS universe includes approximately 9,600
postsecondary institutions and 80 administrative units.

Editing. IPEDS dara are edited for reporting and
processing errors. All data, whether received on paper
forms, diskettes, electronically through the Internet, or
through the PETS system, went through the same editing
process to verify internal and inter-year consistency.
Addition checks were performed by adding down or across
columns and comparing generated totals with reported
wotals. If the reported total differed from the generated
total but was within a designated range, the reported to-
tal was replaced by the generated total and the cell was
flagged with the proper imputation code. Otherwise,
institutions were contacted to resolve the discrepancies.
Daca collected on the web surveys are edited in a similar
fashion except that the web system automatically
generates all totals. In addition, all errors must be re-
solved prior to “locking” by the institution.

All program entries (submissions by field) on the Comple-
tions and Institutional Characteristics components are

checked for CIP code validity against A Classification of
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Instructional Programs. When possible, missing data items
are identified during the edit process; formerly, they were
resolved during telephone follow-up with institutions.
Imputation is performed when certain key darta items are
not reported. For total nonresponding institutions, data
are also imputed. Final quality control procedures are
performed when all institutions have responded or been
imputed. (See Estimation Methods below for the impu-
tation methods used.)

Data also are compared between IPEDS survey compo-
nents. For instance, if a change in award level on the
Institutional Characteristics survey triggers a sector
change, it is verified against the Completions survey or
the Enrollment survey. All award levels and first-profes-
sional programs listed on the Institutional Characreristics
survey are checked against the Completions survey.
Checks are made to ensure the cohort reported on the
Graduation Rate Survey is comparable to the data re-
ported on the Fall Enrollment survey for the appropriate
cohort year. Large discrepancies are flagged and all
errors must be resolved before keyholders can lock their
daca. Dara are also checked for consistency with prior-
year responses (if available). If the differences are
sufficiently large to trigger an edit flag, institutions must
confirm or explain the discrepancy.

Estimation Methods

Imputation is done to compensate for nonresponding
institutions—both total nonresponse and partial
nonresponse to specific data items. Prior to 1993, all
sectors were surveyed and a sample of private less-than-
2-year institutions was conducted to obtain national
estimates for fall enrollment, completions, finance and
fall staff; these data were weighted and subject to sam-
pling error. Starting in 1993, the IPEDS eliminated the
sample of the private less-than-2-year institutions and
continue to survey the entire universe of postsecondary
institutions; therefore, no weighting is conducted.

Imputation. The IPEDS system used cold-deck (updated
by ratio methods to reflect the change) and hot-deck
imputation procedures to adjust for partial or total
nonresponse to a specific survey instrument. Current
imputation for missing data is performed after all editing
is completed. IPEDS uses several methods of imputation
depending on the availability of prior year dara including
a “carry forward” method, group means, and “nearest
neighbor.” All IPEDS surveys use the same imputation
flags. Institutions chat are entirely imputed may be iden-
tified on the file by cheir response status and impuration
type codes. For responding institutions that are edited or

partially imputed, the affected items may be identified
by the associated item imputation flags.

Recent Changes
Key changes to the IPEDS program in the 1990s are

summarized below:

» Beginning in 1995-96, Part D of the IC form includes
questions about tuition previously asked in other IC form
types. Institutions were asked their method(s) of charging
tuition and, from that response, were directed toward the
appropriate set of follow-up questions. Institutions that
charge tuition both by program (for vocational/
occupational programs) and by semester or term (for
academic programs) were requested to report both methods
in different questions. If the institution charges tuition by
only one of the methods, it reports the amount charged in
the appropriate question. Prior to 1995-96, different IC
forms were used for program versus semester/term charges.

» The IPEDS program no longer differentiates berween
accredited college-level institutions and postsecondary
institutions with occupational or vocational accreditation.
Beginning with the 1997 IPEDS mailout and on the 1996
and subsequent data files, insticutions are classified by
whether or not they are eligible to participate in Titde IV
financial aid programs and whether or not they grant
degrees, not by highest level of offering.

» Asof 1996 in the Fall Enrollmentsurvey, 4-year institutions
are no longer required to report enrollment daca by level,
race/ethnicity, and sex for the fields of Veterinary Medicine
and Architecture and Related Programs.

» In 1997, GRS was added to the IPEDS program to help
institutions satisfy the requirements of the Student Right-
to-Know legislation.

» Beginning with the 1998-99 Institutional Characteristics
survey, data on credit and contact hour activity for the 12-
month period and the fall term and data on the
unduplicated count of students by level for the 12-month
period are collected from all but new postsecondary
institutions. In earlier years, data on credit and contact
hour activity were collected only from institutions eligible
for federal financial aid. Also, items on summer session and
extension division activity were dropped from the 1998—

99 IC survey.

» NCES added several new items for the 1999-2000
Institutional Characteristics survey.

» In 1999, NCES collected selected data items in a pilot test
through a web-based survey: tuition and fees for entering
students, room and board, books and supplies, and
information on students receiving financial aid. These items
have been incorporated, where appropriate, in the
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redesigned IPEDS data collection, implemented in 2000
0l1.

» In 200001, NCES converted IPEDS to a totally web-
based data collection system. The content of the survey
“forms” was revised and reduced in scope and the
procedures for collecting data vary considerably from those
used in prior years. The first year, two collection cycles
were implemented: Fall 2000 collected IC and Completions
daw and Spring 2001 included the Enrollment, Student
Financial Aid, Finance, and Graduation Rates components.
Subsequent years include a Winter cycle to collect
Employees by Assigned Position, Salaries, and Fall Staff
data.

Future Plans

IPEDS plans to continue with three separate data collec-
tions (fall, winter, and spring) in future years. Data items
may be modified to better reflect current issues in
postsecondary education as recommended by the IPEDS
Technical Review Panel (TRP).

5. DATA QUALITY AND
COMPARABILITY

Data element definitions have been formulated and tested
to be relevant to all providers of postsecondary education
and consistent among components of the system. A set
of data elements has been established to identify charac-
teristics common to all providers of postsecondary
education, and specific data elements have been estab-
lished to define unique characteristics of different types
of providers. Interrelationships among various compo-
nents of IPEDS have been formed to avoid duplicative
reporting and to enhance the policy relevance and
analytic potential of the data. Through the use of “clarify-
ing” questions that ask what was or was not included in a
reported count or total or the use of caveats that supple-
ment the web collection, it is possible to address problems
in making interstate and interinstitutiona! comparisons.
Finally, specialized, but compatible, reporting formats
have been developed for the different sectors of
postsecondary education providers. This design feature
accommodates the varied operating characteristics,
program offerings, and reporting capabilities thac differ-
entiate postsecondary institutional sectors, while yielding
comparable statistics for some common parameters of
all sectors.

NCES HANDBOOK OF SURVEY METHODS

Sampling Error

Only the data collected prior to 1993 from a sample of
private less-than-2-year institutions are subject to
sampling error. With this one exception, the HEGIS and
IPEDS programs include the universe of postsecondary
institutions.

Nonsampling Error

IPEDS data are subject to such nonsampling errors as
errors of design, reporting, processing, nonresponse, and
imputation. To the extent possible, these errors are kept
to a minimum by methods built into the survey procedures.

The sources of nonsampling error in IPEDS data vary
with the survey instrument. In the Fall Enrollment sur-
vey, major sources of nonsampling error are classification
problems, unavailability of needed data, misinterpreta-
tion of definitions, and operational errors. Possible sources
of nonsampling error in the Finance survey include
nonresponse, imputation, and misclassification. The pri-
mary sources of nonsampling error in the Completions
survey are differences between the NCES program tax-
onomy and taxonomies used by colleges, classification of
double majors and double degrees, operational problems,
and survey timing.

Coverage error. Coverage error in the IPEDS system is
believed to be minimal. For institutions that are eligible
for Tide IV federal financial aid programs, coverage is
almost 100 percent. Schools targeted as “possible adds”
are identified from many sources, including a universe
review done by state coordinators, a review of the PEPS
file from OPE, and the institutions themselves.

Nonresponse error. Since 1993, all institutions entering
into Program Participation Agreements (PPAs) with the
U.S. Department of Education are required by law to
complete the IPEDS package of surveys. Therefore, overall
unit and item response rates are quite high for all surveys
for these institutions. Data collection procedures, including
extensive mail and telephone follow-ups, also contribute
to the high response rates. Imputation is performed to
adjust for both partial and total nonresponse to a survey.
Because response rates are so high, error due to imputa-
tion is considered small.

Unit nonresponse. Overall unit response rates are high for
all surveys. For example, the percent of all institutions
that responded to various IPEDS surveys are listed below:

1996-97 Institutional Characteristics 92.0
1996-97 Faculty Salaries 92.9
1996 Fall Enrollment 95.0
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1995-96 Completions 94.5
1995 Fall Scaff 86.9
FY 95 Finance 82.6

Since the implementartion of the web collection, Title IV
institutional response rates range from about 89 percent
on the SFA survey to abour 98 percent on IC. (See chap-
ter 11 for response rates for the Academic Libraries

Survey.)

By sector, the response rates are highest for public 4-year
or higher institutions and lowest for private for-profic
institutions, especially the less-than-2-year institutions.
The 1994 Academic Libraries and the FY 95 Finance
public use dara files are limited to IHEs because the
response rate for postsecondary institutions not
accredited at the collegiate level was quite low (74.1 per-
cent in the Finance survey and less than 50 percent in the
Academic Libraries survey).

Item nonresponse. Most participating institutions provide
complete responses on all icems. Telephone follow up is
used to obtain critical missing items. For the Fall Staff
data, parcial nonresponse is relatively rare.

Measurement error. NCES strives to minimize
measurement error in IPEDS daca by using various
quality control and editing procedures. New question-
naire forms or items are field tested and/or reviewed by
experts prior to use. To minimize reporting errors in the
Finance survey, NCES uses national standards for
reporting finance statistics. Wherever possible, defini-
tions and formats in the Finance survey are consistent
with those in the following publications: College and
University Business Administration. Administrative Services,
Financial Accounting and Reporting Manual for Higher
Education; Audits of Colleges and Universities, and HEGIS
Financial Reporting Guide.

The classification of students appears to be the main source
of error in the Enrollment survey. Insticutions have had
problems in correctly classifying first-time freshmen, other
first-time students, and unclassified students for both full-
time and part-time categories. These problems occur most
often at 2-year institutions (both public and private) and
private 4-year institutions. In the 1977-78 HEGIS vali-
dation studies,
estimated overcount of 11,000 full-time students and an
undercount of 19,000 part-time students. Although the
ratio of error to the grand rotal was quite small (less than

misclassification led o an

1 percenr), the percentage of errors was as high as 5
percent for derail student levels and even higher at

certain aggregation levels. (See also Data Comparability

below.)

Data Comparability

The definitions and instructions for compiling IPEDS
dara have been designed to minimize comparability prob-
lems. However, survey changes necessarily occur over
the years, resulting in some issues of comparability. Also,
postsecondary education institutions vary widely, and
hence, comparisons of data provided by individual insti-
tutions may be misleading. Specific issues related to the

comparability of IPEDS data are described below.

Imputation. Imputed data are on file for institutions
with partial or roral nonresponse. Caution should be exer-
cised when comparing institutions for which data have been
imputed since these data are intended for computing
national totals and not intended to be an accurate portrayal
of an institution’s data. Users should also be cautious when
making year-to-year enrollment comparisons by state. In some
cases, state enrollment counts vary between years as a
result of imputation rather than actual changes in the
reported enrollment data. To avoid misinterpretation, users
should always check the response status codes of indi-
vidual institutions to determine if a large proportion of
daca was imputed.

Classification of institutions. Beginning in 1996, the
subset of IPEDS institutions eligible to participate in Title
IV federal financial student aid has been validated by
matching the IPEDS universe with the PEPS file main-
tained by OPE. Previously, institutions were self-identified
as aid-eligible from the lisc of IHEs and responses to the
Institutional Characreristics survey.

Another note of caution concerns the use of form type (e.g.,
EF1, EF2, or CN) versus institutional sector. Forms were
mailed to institutions based on information provided on
the prior year’s IC survey. When schools returned forms
that were inconsistent with the sector in which they were
identified on the earlier IC survey, NCES attempted to
determine their proper sector. Then, either the school’s
sector was adjusted or the dara rerurned were adjusted to
conform to the proper survey form. Even if the
institution’s characteristics change in the current IC sur-
vey, completions can properly be reported for the prior
sector. However, the completions from any new programs
will only be reported in subsequent years. For these rea-
sons, it is important to query the counts of completions for
the degree levels needed rather than the sector; otherwise,
legitimate completions will be missed in calculations or the
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number of schools identified for a specified highest offering

(e.g., baccalaureate) may be over- or understated.

Fields of study. In analyzing Completions data by field
of study, users must remember that the dara represent
programs, not schools, colleges, or divisions within insti-
tutions. For example, some institutions might have a few
computer and information science programs organized
and taught within a business school. However, for IPEDS
reporting purposes, the degrees are classified and counted
within the computer and information science discipline
division.

Reporting periods. The data collected through IPEDS
surveys for any one year represent two distinct time
periods. The Institutional Characteristics, Enrollment
(most parts), Fall Staff, and Salaries, and Employees by
Assigned Position data represent an institution at one
point in time, the fall of the school year; whereas, the
Instructional Acitivy portion of the Enrollment survey,
Student Financial Aid, Finance, and Completions data
cover an entire 12-month period or fiscal year. For some
indicators, fall data are used in conjunction with 12-month
data in NCES reports, and readers should be cognizant
of the differences in time periods represented.

Questionnaire changes. Over the years, the IPEDS
survey forms have undergone revisions, which may have
an impact on data comparability. Users should consider

the following:

» The number of forms used to collect IC data has varied
between survey administrations. However, form type is
recoded in the IC data file to maintain prior types.

» As of the 1994-95 academic year, the Completions survey
is substantially different from earlier surveys. The basic
changes are: (1) there is only one survey form, collecting
counts of degrees and other awards at all levels; (2) race/
ethnicity data are collected by award level for derailed fields
of study; and (3) data are/were collected in two clarifying
questions to determine the extent of double majors and
awards conferred at branch campuses in foreign countries.

» Beginning in 199596, institutions that charge tuition
both by program and by semester or term report the
amounts for each method in different questions on the
same form. If the institution uses only one method, it reports
the amount charged in the appropriate question. Prior to
1995-96, different IC forms were used for program versus
semester/term charges. (Beginning in 1999-2000, the IC
survey will request separate reporting of tuition, required
fees, and per-credit-hour charge for in-district, in-state,
and out-of-state students.)
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» Beginning in fall 1995, the salary class intervals were revised
for the Fall Staff survey; this may affect historical
comparisons and analysis. In addition, a new Pare C, “All

Other Full-time Employees,” was added to the Fall Staff

survey.

» To enhance the comparability and udility of the finance
data, NCES has made several improvements in the
reporting of IPEDS financial statistics: (1) information is
requested on expenditures by object (salaries, employee
benefits, library acquisitions, and utilities); (2) a series of
clarifying questions determine what is included/excluded
from reported current fund expenditures; (3) a section is
included on expenditures for student scholarships and
fellowships from federal, state, local, and institutional
sources; and (4) appropriations for hospitals are separated
from appropriations for the educational institution.

» The Finance F1-A form for private institutions was revised
in 1997 to make it easier for respondents to report their
financial data according to the new standards issued by
the Financial Accounting Standards Board. In an attempt
to address reporting issues of proprietary institutions, the
F1-A was revised in 1999 to reflect the financial statements
of these institutions. This split the F1-A into two forms:
F2 for private, not-for-profit institutions and F3 for private
for-profit institutions.

Comparisons with HEGIS. Caution must be exercised
in making cross-year comparisons of institutional data
collected in the IPEDS system with data collected in the
HEGIS system. The IPEDS surveys request separate
reporting by all institutions and their branches as long as
each entity offers at least one complete program of study.
Under the HEGIS program, only separately accredited
branches of an institution were surveyed as separate enti-
ties; branches that were not separately accredited were
combined with the appropriate entity for purposes of
data collection and reporting. Therefore, an institution
may have several entities in the IPEDS system where
only one existed in the HEGIS system.

Comparison with the Survey of Earned Doctorates.
Like the IPEDS Completions survey, the Survey of Earned
Docrorates (SED, see chapter 19) also collects data on
doctoral degrees, bur the information is provided by
docrorate recipients rather than by institutions. The num-
ber of doctorates reported in the Completions survey is
slighdy higher than in SED. This difference is largely
attributable to the inclusion of nonresearch doctorates
(primarily in theology and education) in the Completions
survey. The discrepancies in counts have been generally
consistent since 1960, with ratios of IPEDS-to-SED
counts ranging from 1.01 to 1.06. Differences in the
number of doctorates within a given field may be greater
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than the overall difference because a respondent to SED
may classify his/her specialty differently than the institu-
tion reports the field in the Completions survey.

6. CONTACT INFORMATION

For content information on the IPEDS system, contact:

Susan G. Broyles
Phone: (202) 502-7318
E-mail: susan.broyles@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General

Basic Statistics from Non-Collegiate Institutions, 1990,
NCES 92-053, by S.G. Broyles. Washington, DC:
1992.

IPEDS Graduation Rate Survey: Guidelines for Survey Re-
spondents, NCES 98-904, by S. Broyles. Washing-
ton, DC: 1998.

IPEDS Manual for Users. Washington, DC: 1994.

IPEDS Training Manual #1, NCES 93-195, by S.G.
Broyles. Washington, DC: 1992.

IPEDS Training Manual #2, NCES 93-196, by S.G.
Broyles. Washington, DC: 1992.

Uses of Data

Classification of Instructional Programs, 1990 Update,
NCES 91-396, by R. Morgan and W. Freund. Wash-
ington, DC: 1991.

Integrated Postsecondary Education Data System Glossary,
NCES 95-822, by S. Broyles. Washington, DC: 1995.
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Chapter 15: National Study of
Postsecondary Faculty (NSOPEF)

PERIODIC SURVEY
1. OVERVIEW OF A SAMPLE OF
) . POSTSECONDARY
he National Study of Postsecondary Faculty (NSOPF) is conducted to provide INSTITUTIONS AND
I information on postsecondary faculty and instructional staff: their academic and THEIR FACULTY
professional background, sociodemographic characteristics, and employment

characteristics such as institutional responsibilities and workload, job satisfaction, and
compensation. Thus far, there have been three NSOPF administrations—one in the
1987-88 academic year, a second one in the 1992-93 academic year, and the third one
in the 1998-99 academic year. The first cycle was conducted with a sample of institu- b Faculty Survey
tions, faculty, and department chairpersons. The second and third cycles were limited

to surveys of institutions and faculty, but with a substantially expanded sample of public » Department

and private, not-for-profit institutions and faculty. ghairpe(!:g)gr;_gg
urvey

only)

NSOPF includes:
» Institution Survey

Purpose
To provide a national profile of postsecondary faculty: their professional backgrounds,
responsibilities, workloads, salaries, benefits, and attitudes.

Components

NSOPF consists of two surveys, one for institutions and the other for faculty. Institu-
tions receive both an Institution Survey and a request to provide a faculty list. The
Faculty Survey is sent to faculty and other instructional staff sampled from the lists
provided by the institutions. The 1987-88 NSOPF also included a Deparement Chair-
person Survey.

Institution Survey. The Institution Survey obtains information on: the numbers of
full- and part-time instructional and noninstructional faculty, as well as instructional
personnel without faculty status; tenure status of faculty members (based on definitions
provided by the institution); institution tenure policies and changes in policies on grant-
ing tenure to faculty members; the impact of tenure policies on the influx of new faculty
and on career development; the growth and promotion potential for existing nonten-
ured junior faculty; the benefits and retirement plans available to faculty; and the turnover
rates of faculty at the institution. The survey is completed by an institutional respondent
designated by the Chief Administrative Officer (CAO) at each sampled institution.

Faculty Survey. This survey addresses the following issues as they relate to postsecondary
faculty: background characteristics and academic credentials; workloads and time
allocation between classroom instruction and other activities such as research, course
preparation, consulting, public service, doctoral or student advising, conferences, and
curriculum development; compensation and the importance of other sources of income
such as consulting fees, royalties, etc., or income-in-kind; roles and differences, if any,
between full- and part-time faculty in their participation in institutional policymaking
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and planning; faculty attitudes toward their jobs, their
institutions, higher education, and student achievement
in general; changes in teaching methods and the impact
of new technologies on teaching techniques; career and
recirement plans; differences between individuals who
have instructional responsibilities and those who have no
instructional responsibilities (e.g., those engaged only in
research); and differences between those with teaching
responsibilities but no faculty status and those with teaching
responsibilities and faculty scatus. Eligible respondents
for this survey are faculty members sampled from lists
provided by institutions involved in the study. These lists
are compiled by the Institutional Coordinator designated

by the CAO ar each sampled institution.

Department Chairperson Survey. Conducted only in
1987-88, this survey collected information from over
3,000 department chairpersons on faculty composition
in departments, tenure status of faculty, faculty hires and
departures, hiring pracrices, activities used to assess fac-
ulty performance, and professional and developmental
activities.

Periodicity
The NSOPF was conducted in 1987-88, 199293, and
1998-99. The next round is planned for 2003-04.

2. USES OF DATA

NSOPF provides valuable data on postsecondary faculty
that can be applied to policy and research issues of im-
portance to federal policymakers, education researchers,
and postsecondary institutions across the United States.
For example, NSOPF data can be used to analyze whether
the postsecondary labor force is declining or increasing.
NSOPF data can also be used to analyze faculty job satis-
faction and how it correlates with an area of specialization,
and also how background and specialization skills relate
to present assignments. Comparisons can be made on
academic rank and outside employment. Benefits and
compensation can be studied across institutions, and
faculty can be aggregated by sociodemographic charac-
teristics. Because NSOPF is conducted periodically, it
also supports comparisons of data longitudinally.

The Institution Questionnaire includes items about:

» the number of full- and part-time faculty (i.e. instructional
and noninstructional), as well as instructional personnel
withour faculty status, and their distributions by
employment (i.e. full-time, part-time) and tenure status
(based on the definitions provided by the institution);

—ill

» institutional tenure policies and changes in policies on
granting tenure to faculty members;

» the impact of tenure policies on the number of new faculty
and on career development;

» the growth and promotion potential for existing
nontenured junior faculty;

» the procedures used to assess the teaching performance of

faculty and instructional staff;
» the benefits and retirement plans available to faculty; and
» che curnover rates of faculty at the institution.

The Faculty Questionnaire addresses such issues as
respondents’ employment, academic and professional
background, institutional responsibilities and workload,
job sartisfaction, compensation, sociodemographic char-
acteristics, and opinions. The questionnaire is designed
to emphasize behavioral rather than actitudinal questions
in order to collect data on who the faculty are, what they
do, and whether, how and why the composition of the
nation’s faculty is changing. The Faculty Questionnaire
includes items about:

» background characteristics and academic credentials;

» workloads and time allocation berween classroom
instruction and other activities such as research, course
preparation, consulting, work at other institutions, public
service, doctoral or student advising, conferences, and
curriculum development;

» compensation and the importance of other sources of
income, such as consulting fees, royalties, etc. or income-

in-kind;

» the number of years spent in academia, and the number of
years with instructional responsibilities;

» roles and differences, if any, between full- and part-time
faculty in their participation in institutional policymaking
and planning;

» faculty articudes toward their jobs, their institutions, higher
education, and student achievement in general;

» changes in teaching methods, and the impact of new
technologies on instructional techniques;

» career and retirement plans;

» differences between those who have instructional
responsibilities and those who do not have instructional
responsibilities, such as those engaged only in research;
and
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» differences berween those with teaching responsibilities
but no faculty status and those with teaching
responsibilities and faculty status.

3. KEY CONCEPTS

Some key concepts related to NSOPF are described below:

Instructional Faculty/Staff (1998-99).

Faculty—all employees classified by the institution as
faculty who were on the institution’s payroll as of
November 1, 1998. Included as faculty were:

» any individuals who would be reported as “Faculty
(Instruction/Research/Public Service)” on the U.S.
Department of Education Integrated Postsecondary
Education Data System (IPEDS) Fall Staff Survey;

» any individuals with faculty status who would be reported
as “Executive, Administrative, and managerial” on the
IPEDS Fall Staff Survey, whether or not the person is
engaged in any instructional activities; and

» any individuals with faculty status who would be reported
as “Other Professionals (Support/Service)” on the IPEDS
Fall Staff Survey, whether or not the person is engaged in
any instructional activities.

Individuals who would be reported as “Instruction/
Research Assistants” on the IPEDS Fall Staff Survey were
excluded.

Instructional Staff—all employees with instructional
responsibilities—teaching one or more courses, or
advising or supervising students’ academic activities (e.g.,
serving on undergraduate or graduate thesis or disserta-
tion committees, supervising an independent study or
one-on-one instructions, etc.)—who may or may not have
faculty status. Includes as instructional staff were:

» any individuals with instructional responsibilities during
the 1998 Fall Term who would be reported as “Executive,
Administrative, and Managerial” on the IPEDS Fall Staff
Survey (i.e., A finance officer teaching a class in the business
school); and

» any individual with instructional responsibilities during
the 1998 Fall Term who would be reported as “Other
Professionals (Support/Service)” on the IPEDS Fall Staff

Survey.

Individuals who would be reported as “Instruction/
Research Assistants” on the IPEDS Fall Staff Survey were
excluded.

NCES HANDBOOK OF SURVEY METHODS

Instructional Faculty/Staff (1992-93). Allinstitutional
staff (faculty and nonfaculty) whose major regular assign-
ment at the institcution (more than 50 percent) was
instruction. This corresponds to the definition used in
the Integrated Postsecondary Education Data System
(IPEDS, see chapter 14), which defines faculty (instruc-
tion/research) as “all persons whose specific assignments
customarily are made for the purpose of conducting
instruction, research or public service as a principle
activity (or activities) and who hold academic-rank titles
of professor, associate professor, assistant professor,
instructor, lecturer, or the equivalent of any of these aca-
demic ranks. If their principle activity is instructional,
[this category also includes] deans, directors, or the
equivalent, as well as associate deans, assistant deans and
executive officers of academic departments . . .”

A dedicated instructional assignment was not required
for an individual to be designated as instructional fac-
ulcy/staff in the 1992-93 NSOPF. Included in the
definition were: (1) administrators whose major respon-
sibility was instruction; (2) individuals with major
instructional assignments who had temporary, adjunct,
acting, or visiting status; (3) individuals whose major regu-
lar assignment was instruction but who had been granted
release time for other institutional activities; and (4) in-
dividuals whose major regular assignment was instruction
but who were on sabbatical leave from the institution.
Excluded from this definition were graduate or under-
graduate teaching assistants, postdoctoral appointees,
temporary replacements for personnel on sabbatical leave,
instructional personnel on leave without pay or teaching
outside the United States, military personnel who taught
only ROTC courses, and instructional personnel supplied
by independent contractors.

Noninstructional Faculty (1992-93). All institutional
staff who had faculty status but were not counted as in-
structional faculty since their specific assignment was not
instruction but racher conducting research, performing
public service, or carrying out administrative functions
of the institution.

Instructional Faculty (1987-88). Those members of
the institution’s instruction/research staff who were
employed full-time or part-time (as defined by the insti-
tution) and whose assignment included instruction.
Included were: (1) administrators, such as department
chairs or deans who held full-time or part-time faculty
rank and whose assignment included instruction; (2) regu-
lar full-time and part-time instructional faculty; (3)
individuals who contributed their instructional services,
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such as members of religious orders; and (4) instruc-
tional faculty on sabbarical leave. Excluded from this
definition were teaching assistants; replacements for
faculty on sabbarical leave; faculty on leave without pay;
and others with adjunct, acting, or visiting appointments.

4. SURVEY DESIGN

Target Population

As of the 1998-99 NSOPF, the target population
consists of all public and private, not-for-profit Title I'V-
participating, 2- and 4-year degree-granting institutions
in the 50 states and the District of Columbia that offered
programs designed for high school graduates and were
open to persons other than employees of the institution,
and instructional and noninstructional faculty and staff
in these institutions. The 1992-93 and 1987-88 NSOPF
institution-level population included postsecondary insti-
tutions with accreditation at the college level recognized
by the U.S. Department of Education. The 198788
NSOPF faculty-level population included only instruc-
tional faculty, but the 1987-88 NSOPF also targeted

department chairpersons.

Sample Design
The 1998-99 NSOPF used a two-stage sample design,
with a sample of 960 institutions in the first stage and a

final actual faculty sample of 19,973 faculty.

Institutions were sampled from the 1997-98 Integrated
Postsecondary Education Data System (IPEDS) Institu-
tional Characteristics (IC) dara files and the 1997 and
1995 IPEDS Fall Staffing files. In the institution-level
sampling stage, institutions were classified into eight strata
by school type, based on their Carnegie Classifications.
The eight strata were: (1) public master’s (comprehen-
sive) universities and colleges with at least 800 faculty;
(2) public master’s universities and colleges with fewer
than 800 faculty; (3) private master’s (comprehensive)
universities and colleges; (4) public baccalaureate colleges,
including liberal arts colleges, schools of engineering,
nursing, and business, teacher’s colleges, and other
specialized schools; (5) private baccalaureate colleges,
including liberal arts colleges, schools of engineering,
nursing, and business, teacher’s colleges, Bible colleges
and theological seminaries, and other specialized schools;
(6) medical schools and medical centers; (7) Associates
of Arts colleges; and (8) research universities and other
doctoral institutions.

In the faculty-level stage of sampling, faculty were grouped
into five strata based on their demographic characteris-
tics: (1) Hispanic faculty; (2) Non-Hispanic Black faculty;
(3) Asian and Pacific Islander faculty; (4) Full-time
female faculty (who were not Hispanic, Black, Asian or
Pacific Islander); and (5) All other faculty. Stratifying the
faculty in this way allowed for the oversampling of rela-
tively small subpopulations (such as minority group
members) to increase the precision of the estimates for
these groups. The selection procedure allowed the sample
sizes to vary across institutions but minimized the varia-
tion in the weights wichin the staff-level strata: the
sampling fractions for each sample institution were made
proportional to the institution weight.

To achieve an acceptable response rate for the faculty
survey, a subsample of the remaining nonrespondents was
drawn for intensive follow up. The design used to carry
out this subsampling attempted to reduce the variation
in the final cluster sizes by taking a higher fraction of
nonrespondents within institutions that had a smaller
number of initial faculty selections. Institutions were
grouped into three categories: (1) within the sample
institutions thac had 15 or fewer initial faculty selections;
(2) within che institutions with more than 15 initdal
faculty selections but fewer than 15 respondents at the
time of sampling; and (3) within the remaining institu-
tions (all those with at least 15 respondents by the time
subsampling was carried out), subsampling was carried
out at a lower rate. Altogether the subsample included
3,359 faculty selections. After subsampling, the actual
faculty sample size was 19,973.

The 1992-93 NSOPF was conducted with a sample of
974 postsecondary institutions (public and private, not-
for-profit 2- and 4-year institutions whose accreditation
at the college level was recognized by the U.S. Depart-
ment of Education) and over 31,000 faculty sampled from
institution faculty lists in the second stage. Institutions
were selected from IPEDS and then classified into 15
strata by school type, based on their Carnegie Classifica-
tions. The strata were: (1) private, other Ph.D. institution
{not defined in any other stratum); (2) public, compre-
hensive; (3) private, comprehensive; (4) public, liberal
arts; (5) private, liberal arts; (6) public, medical; (7)
private, medical; (8) private, religious; (9) public, 2-year;
(10) private, 2-year; (11) public, other type (not defined
in any other stratum); (12) private, other type (not de-
fined in any other stracum); (13) public, unknown type;
(14) private, unknown type; and (15) public, research;
private, research; and public, other Ph.D. institution {not
defined in any other stratum). Within each stracum, the
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institutions were further sorted by school size. Of the
962 eligible institutions, 817 institutions (85 percent)
provided lists of faculty. The selection of faculty within
each institution was random except for the oversampling
of the following groups: Blacks (both non-Hispanics and
Hispanics); Asians/Pacific Islanders; faculty in disciplines
specified by the National Endowment for the Humani-
ties; and full-time female faculty.

The 1987-88 NSOPF was conducted with a sample of
480 institutions (including 2-year, 4-year, doctoral-grant-
ing, and other colleges and universities), over 11,000
faculty, and more than 3,000 department chairpersons.
Institutions were sampled from the 1987 IPEDS uni-
verse and were stratified by modified Carnegie
Classifications and size {faculty counts). These strata were
(1) public, research; (2) private, research; (3) public, other
Ph.D. institution (not defined in any other stracum); (4)
private, other Ph.D. institution (not defined in any other
stratum); (5) public, comprehensive; (G) private, com-
prehensive; (7) liberal arts; (8) public, 2-year; (9) private,
2-year; (10) religious; (11) medical; and (12) “other”
schools (not defined in any other stratum). Within each
stratum, institutions were randomly selected. Of che 480
institutions selected, 449 (94 percent) agreed to partici-
pate and provided lists of their faculty and department
chairpersons. Within 4-year institutions, faculty and de-
partment chairpersons were stratified by program area
and randomly sampled within each stratum; within 2-
year institutions, simple random samples of faculty and
department chairpersons were selected; and within
specialized institutions (religious, medical, etc.), faculty
samples were randomly selected (department chairper-
sons were not sampled). At all institutions, faculty were
also stratified on the basis of employment status—full-
time and part-time. Note that teaching assistants and

teaching fellows were excluded in the 1987-88 NSOPF.

Data Collection and Processing

The 1998-99 NSOPF allowed sample members to com-
plete a paper self-administered questionnaire and mail it
back or to complete the questionnaire via the Internet.
Follow-up activities included e-mails, telephone prompt-
ing, and, for nonresponding faculty, computer-assisted
telephone interviewing (CATI). As part of the study, an
experiment was conducted to determine if small finan-
cial incentives could increase use of the web-based version
of the questionnaire. Previously, NSOPF was a mailout/
mailback survey with telephone follow up. The 1987-88
NSOPF was conducted by SRI International, the 1992—
93 NSOPF by the National Opinion Research Center

NCES HANDBOOK OF SURVEY METHODS

(NORC) at the University of Chicago, and the 1998-99
NSOPF by The Gallup Organization.

Reference dates. Most of the information collected in
the NSOPF pertains to the Fall Term of the academic
year surveyed. For the 1998-99 NSOPF, the Fall Term
was defined as the academic term containing November
1, 1998. The Institution Survey also asked about the num-
ber of full-time faculty/staff hired since the 1991 Fall Term;
the number of tenured and tenure-track faculty in both
the 1997 and 1998 Fall Terms; the consideration and
granting of tenure during the 1997-98 academic year;
and the number of faculty, granting of tenure and early/
phased retirement in the previous 5 years. The 1998-99
NSOPF Faculty Survey asked faculty members about cheir
gross compensation, household income, number in house-
hold, and number of dependents in calendar year 1998;
their presentations and publications in the last 2 years;
and the likelihood of leaving their current job in the next
3 years (and the reasons). Similarly, the 1992-93 and the
1987-88 NSOPF requested most information for the
1992 and 1987 Fall Term, respectively, but included some
questions requiring retrospective or prospective responses.

Data collection. The 1998-99 NSOPF institution and
faculty dara collection offered both a paper and a web
version of the questionnaire, with telephone (including
computer-assisted telephone interviews) and e-mail
follow up. The data collection procedure started with a
prenotification letter to the institution’s CAO to
introduce the CAO (o the study, and secure the name of
an appropriate individual to serve as Institution Coordi-
nator (i.e., the individual at the school who would be
responsible for the completing the data request). The data
collection packet was then mailed directy to the Coordi-
nator. The packet contained both the Institution
Questionnaire and the list collection packet. The Coor-
dinator was asked to complete and recurn all macerials at
the same time. The mailing was timed to immediately
precede the November 1, 1998, reference date for the
fall term.

The field period for the 1998-99 NSOPF Faculty Survey
extended from February 1999 through March 2000.
Questionnaires were mailed to faculty in batches or waves,
as lists of faculty and instructional staff were received,
processed, and sampled. Questionnaires were accompa-
nied by a letter that provided the web address and a
personal identification {PIN) code to be used to access
the web questionnaire. The first wave of questionnaires
was mailed on February 4, 1999; the seventh and final
wave was mailed on December 1, 1999. Faculty sample
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members in each wave received a coordinated series of
mail, e-mail, and telephone follow up. Mail follow up for
nonrespondents included a postcard and up to four ques-
tionnaire re-mailings; these were mailed to the home
address of the faculty member if provided by the institu-
tion. E-mail prompts were sent to all faculty for whom an
e-mail address was provided. Faculty received as many as
six e-mail prompts. Telephone follow up consisted of
initial prompts to complete the mail or web question-
naire. A CATI was scheduled for nonrespondents to the
mail, e-mail, and telephone prompts.

The following efforts were made for the 1992-93 NSOPF
Institution Survey: initial questionnaire mailing, postcard
prompting, second questionnaire mailing, second post-
card prompting, telephone prompting, third questionnaire
mailing, and telephone interviewing. Similarly, the data
for the 1992-93 NSOPF Faculty Survey were collected
through an initial questionnaire mailing, postcard prompt-
ing, second questionnaire mailing, third questionnaire
mailing, telephone prompting, and CATI. For both
surveys, institutions and faculty who missed critical items
and/or had inconsistent or out-of-range responses were
identified for data retrieval. Extra telephone calls were
made to retrieve these data. Data collection procedures
for the 1987-88 NSOPF involved three mailouts for both
the Institution Survey and the Department Chairperson
Survey, and two mailouts and one CATI interview for
the Faculty Survey.

Data processing. The three modes of questionnaire ad-
ministration in the 1998-99 NSOPF each required
separate systems for data capture. All self-administered
paper questionnaires were optically scanned. The system
was programmed so that each character was read and
assigned a confidence level. All characters with less than
a 100 percent confidence level were automatically sent to
an operator for manual verification. The contractor veri-
fied the work of each operator and the recognition engines
on each batch of every questionnaire to ensure that the
quality assurance system was working properly. Also, 100
percent of written out responses (as opposed to check
marks) were manually verified.

Each web respondent was assigned a unique access code,
and respondents withour a valid access code were not
permitted to enter the web site. A respondent could
return to the survey web site at a later time to complete a
survey that was left unfinished in an earlier session. When
respondents entered the web site using the access code,
they were immediately taken to the same point in the
survey item sequence that they had reached during their

previous session. If a respondent, re-using an access code,
returned to the web site ac a later time after completing
the survey in a previous session, they were not allowed
access to the completed web survey data record. Responses
to all web-administered questionnaires underwent data
editing, imputation, and analysis.

All telephone interviews used CATI technology. The CATI
program was altered from the paper questionnaire to
ensure valid codes, perform skip patterns automatically,
and make inter-item consistency checks where appropri-
ate. The quality control program for CATI interviewing
included project specific training of interviewers, regular
evaluation of interviewers by interviewing supervisors,
and regular monitoring of interviewers.

In the 1992-93 NSOPF, both computer-assisted data
entry (CADE) and CATI were used. The CADE/CATI
systems were designed to ensure that all entries conformed
to valid ranges of codes; enforced skip patterns auto-
matically; conducted inter-item consistency checks where
appropriate; and displayed the full question and answer
texts for verbatim responses. As part of the staristical
quality control program, 100 percent verification was
conducted on a randomly selected subsample of 10
percent of all institution and faculty questionnaires
entered in CADE. The error rate was less than 0.5
percent for all items keyed. Quality assurance for CATI
faculty interviews consisted of random online monitor-
ing by supervisors.

Coding of institution questionnaires. The 1998-99 NSOPF
Institution Questionnaire had few “other specify” ques-
tions, and no coding was performed. For the 1992-93
NSOPE coding was performed for verbatim definitions
of full-time and part-time faculty (both instructional and
noninstructional) and for permanent and temporary fac-
ulty. Six other institution questionnaire items were eligible
for verbatim or “other specify” responses. Only two pro-
vided consistent verbatim responses; these questions
asked for a description of “any other actions” taken to
lower the percentage of tenured faculty for full-time in-
structional and for full-time noninstructional faculty.

Coding of faculty questionnaires. Four categories of open-
ended questions required coding in the 1998-99 Faculty
Questionnaire: academic discipline, IPEDS codes, coun-
try of educational institution or birth, and “other specify”
questions. Academic discipline was partially precoded
by either the respondent or the interviewer. All other
coding was done as a post-processing step. Many open-
ended responses were coded automatically using SAS
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software, but county codes, “other specify,” and verba-
tim text were hand-coded by project staff.

For the 1992-93 NSOPF, coding was conducted using a
computer-assisted coding system. Coding of academic
discipline was performed online during interviewing or
dara entry. All other faculty questionnaire coding was
performed after other processing. Coding was performed
for the following: academic discipline for the respondent’s
principal teaching field, principal area of research,
degree fields, and courses taught (using codes supplied
with the survey); institutions that awarded academic
degrees (using IPEDS codes); country of birth and/or
citizenship; country of foreign institution for institutions
that could not be coded within the IPEDS codeframe
(using codes compiled for the 1987-88 NSOPF); and
“other specify” and verbatim text (in most cases, coded
to existing codes).

Editing. Besides the procedures described above under
“Processing,” the following editing procedures were

implemented for the 1998-99 NSOPF:

» Menu items. Several procedures were instituted to clean
responses to questions that had sub-items listed where the
respondent was asked to give a response for each sub-item.
If the main question had an “NA” (Not Applicable) check
box and that box was checked, all of the sub-items were set
to a value of “no” or “zero” depending on the wording of
the question. If the respondent had filled out one or more
of the sub-items with a “yes” response or a positive number
but had left other sub-items blank, the missing sub-items
were set to “no,” “zero,” or “don’t know” depending on the
question wording. If all sub-items were missing and there
was no “NA” box, or the “NA” box was not checked, the
case was flagged and the data values were imputed for that
question.

» Inter-item consistency checks. Many types of inter-item
consistency checks were performed on the data. One
procedure was to check groups of related items for internal
consistency and to make adjustments to make them
consistent. Another procedure checked “NA” boxes. If the
respondent had checked the “NA” box for a question but
had filled in any of the sub-items for that question the
“NA” box was set to blank. A third procedure was to check
filter items for which more detail was sought in a follow-
up open-ended or closed-ended question. If detail was
provided, then the filter question was checked to make
sure the appropriate response was recorded.

» Percent items. All items where respondents were asked to
give a percentage were checked to make sure they summed
to 100 percent. The editing program also looked for any
numbers between 0 and 1 to make sure that respondents
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did not fill in the question with a decimal rather than a
percentage. All fractions of a percent were rounded to the
nearest whole percent.

Estimation Methods

Weighting was used in NSOPF to adjust for sampling
and unit nonresponse at both the institution and faculty
levels. Imputation was performed to compensate for jitem
nonresponse.

Weighting. Three weights were computed for the 1998—
99 NSOPF: full-sample institution weights, full-sample
faculty weights, and a contextual weight (to be used in
“contextual” analyses cthat simultaneously include variables
drawn from the faculty and institution questionnaires).
The formulas representing the construction of each of
these weights are provided in the 1999 National Study of
Postsecondary Faculty (NSOPF:99) Methodology Report
(NCES 2001-151).

The weighting of the 1992-93 and 1987-88 NSOPFs is
described below.

1992-93 NSOPF. Three weights were computed for the
1992-93 NSOPF sample—first-stage institution weights,
final institution weights, and final faculty weights. The
first-stage institution weights accounted for the institu-
tions that participated in the study by submitting a faculty
sampling list chac allowed faculty members to be sampled.
The two final weights—weights for the sample faculty
and institution weights for those institutions that returned
Institution Surveys—were adjusted for nonresponse. The
final faculty weights were poststratified to the “best” esti-
mates of the number of faculty. The “best” estimates were
derived following reconciliation and verification through
recontact with a subset of institutions that had discrep-
ancies of 10 percent or greater between the total number
enumerated on the faculty list used for sampling and the
total number reported on the Institution Survey. For more
information on the reconciliation effort, refer to “Mea-
surement error” in section 5 of this chapter. For more
information on the calculation of the “best” estimates of
faculty, refer to the 1993 National Study of Postsecondary
Faculty: Methodology Repore (NCES 97—-467).

1987-88 NSOPF. The 1987-88 NSOPF sample was
weighted to produce national estimates of institutions,
faculty, and department chairpersons by using weights
designed to adjust for differential probabilities of selec-
tion and nonresponse at the institution, faculty, and
department chairperson levels. The sample weights for
institutions were calculated as the inverse of the prob-
ability of selection, based on the number of institutions
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in each size substratum. Sample weights were adjusted to
account for nonresponse by multiplying the sample weights
by the reciprocal of the response rate. Sample weights
for the 1987-88 faculty summed to the total number of
faculty in the IPEDS universe of institutions, as projected
from the lists of total faculty provided by participating
institutions. Sample weights accounted for two levels of
nonresponse, one for nonparticipating institutions and
the other for nonresponding faculty. Sample weights for
the departments in the 1987-88 NSOPF summed to the
estimated total number of departments in the IPEDS
universe of institutions. Sample weights accounted for
nonresponse of nonparticipating institutions and
nonresponding department chairpersons.

Imputation. Data imputation for the 1998-99 NSOPF

Faculty Questionnaire was performed in four steps.

(1) Logical imputation. The logical imputation was conducted
during the dara cleaning steps as explained under
“Processing,”

(2) Cold deck. Missing responses were filled in with data from
the sample frame whenever the relevant data were available.

(3) Sequential hot deck. Nonmissing values were selected from
“sequential nearest neighbors” within the imputation class.
All questions that were categorical and had more than 16
categories were imputed with this method.

(4) Regression type. This procedure employed SAS PROC
IMPUTE. All items that were still missing after the logical,
cold-deck, and hot-deck imputation procedures were
imputed with this method. Project staff selected the
independent variables by first looking through the
questionnaire for logically related items and then by
conducting a correlation analysis of the questions against
each other to find the top correlates for each item.

Data imputation for the Institution Questionnaire used
three methods. Logical imputation was also performed
in the cleaning steps described under “Processing.”

(1) Within-class mean. The missing value was replaced with
the mean of all nonmissing cases within the imputation
class. Continuous variables with less than 5 percent missing
were imputed with this method.

(2) Within-class random frequency. The missing value was
replaced by a random draw from the possible responses
based on the observed frequency of nonmissing responses
within the imputation class. All categorical questions were
imputed with this method, since all categorical items had
less than 5 percent missing data.

(3) Hor deck. As with the faculty imputation, this method
selected nonmissing values from the “sequential nearest
neighbor” within the imputation class. Any questions that
were continuous variables and had more than 5 percent
missing cases were imputed with this method.

For a small number of items, special procedures were
used. See the 1999 National Study of Postsecondary Fac-
ulty (NSOPF:99) Methodology Report (NCES 2001-151).

In the 1992-93 NSOPF, two imputation methods were
used for the Faculty Survey—PROC IMPUTE and the
“sequential nearest neighbor” hot-deck method. PROC
IMPUTE alone was used for the Institution Survey. All
imputation was followed by a final series of cleaning passes
that resulted in generally clean and logically consistent
dara. Some residual inconsistencies between different data
elements remained in situations where it was impossible
to resolve the ambiguity as reported by the respondent.

Although the 1987-88 NSOPF consisted of three
surveys, imputations were only performed for faculty item
nonresponse. The within-cell random imputation method
was used to fill in most Faculty Survey items that had
missing data.

Recent Changes

Data from the 1998-99 NSOPF administration will be
released in 2001. As in 1992-93, the 1998-99 NSOPF
was limited to surveys of institutions and faculty/instruc-
tional scaff. It allows comparisons to be made over time
and also examines critical issues surrounding faculty and
instructional staff that have developed since the first two
studies. While some aspects remained the same as in the
1992-93 NSOPE, others changed. These include provid-
ing a booklet of instructions to the Institutional
Coordinator at each institution, separating mailings sent
to the CAOs and Institutional Coordinators, requesting
faculty lists and Institution Surveys at the same time,
personalizing mailings, providing a glossary of terms with
the surveys, providing consistent instructions, changing
the reference date for faculty employment to November
1, making surveys available on the Internet, utilizing e-
mail prompts to institutions and faculty, providing an
NSOPF 1998-99 e-mail address for respondents, opti-
cally scanning survey responses, and offering institutions
a peer report of findings.

Future Plans
NSOPF will be conducted again in the 2003-04

academic year.
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5. DATA QUALITY AND
COMPARABILITY

The 1998-99 NSOPF included procedures for both mini-
mizing and measuring nonsampling errors. A field test
was performed before the 1998-99 NSOPF, and quality
control activities continued during interviewer training,
darta collection, and processing of survey dara.

Sampling Error

Standard errors for all NSOPF data can be computed
using a technique known as Taylor Series approximation.
Individuals opting to calculate variances with the Taylor
Series approximation method should use a “with replace-
ment” type of variance formula. Specialized computer
programs, such as SUDAAN, calculate variances with
the Taylor Series approximation method. The Data Analy-
sis System (DAS) available on CD-ROM calculates

variances using the Taylor Series method.

Replicate weights are provided on the NSOPF data files
(64 sets of replicates in the 1998-99 NSOPF and 32
replicate weights in the 1992-93 NSOPF). These weights
implement the balanced half-sample (BHS) method of
variance estimation. They have been created to handle
the certainty stratum and o incorporate finite popula-
tion correction factors for each of the 14 noncertainty
strata. Two widely available software packages, WesVar
and PC CARB, have capabilities to use replicate weights

to estimate variances.

Analysts should be cautious about use of BHS-estimated vari-
ances that relate to one stratum or to a group of two or three
strata. Such variance estimates may be based upon far fewer
than the number of replicates; thus, the variance of the
variance estimator may be large. Analysts who use either the
restricted-use faculty file or the institution file should also be
cautious about cross-classifying data so deeply thar the
resulting estimates are based upon a very small number of
observations. Analysts should interpret the accuracy of the
NSOPF statistics in light of estimated standard errors and
the small sample sizes.

Nonsampling Error

To minimize the potential for nonsampling errors, the
1998-99 NSOPF Institution and Faculty Surveys (as well
as the sample design, data collection, and daca process-
ing procedures) were field-tested with a national probability
sample of 162 postsecondary institutions and 512 faculty
members. Four methodological experiments were con-
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ducted as part of the field test. These included experi-
ments to increase unit response rates, speed the return of
mail questionnaires, increase data quality, and improve
the overall efficiency of the data collection process. The
experiments involved the use of prenotification, priori-
tized mail, a streamlined instrument, and the timing of
CATT attempts. Another focus of the field test was the
effort to reduce discrepancies between the faculty counts
derived from the list of faculty provided by each institu-
tion and those provided in the Institution Questionnaire.
Changes introduced to reduce discrepancies included
providing clearer definitions of faculty eligibility (with
consistency across forms and questionnaires) and
collecting list and institution questionnaire data simulta-
neously with the objective of increasing the probability
that both forms would be completed by the same indi-
vidual and evidence fewer inconsistencies.

During the 1992-93 NSOPF field test, a subsample of
faculty respondents were reinterviewed to evaluate
reliability. In addition, an extensive item nonresponse
analysis of the field-tested surveys was conducted, fol-
lowed by additional evaluation of the instruments and
survey procedures. An item nonresponse analysis was also
conducted for the full-scale surveys. Later, in 1996, NCES
analyzed discrepancies in the 1992-93 faculty counts,
conducting a retrieval, verification, and reconciliation
effort to resolve problems.

Coverage error. Because the IPEDS universe is the
institutional frame for the NSOPE, coverage of institu-
tions is complete. However, there are concerns about the
coverage of faculty and instructional staff. In an effort to
decrease the discrepancies in faculty counts noticed in
the 1992-93 NSOPE the 1998-99 NSOPF asked the
Institution Coordinators to provide counts of full- and
part-time faculty and instructional staff at their institu-
tions as of November 1, 1998, the same reference period
used for the IPEDS Fall Staff Survey, asked them to re-
turn both che faculty list and che Institution Questionnaire
at the same time, and—giving them explicit warnings
about potential undercounts of faculty—asked them to
ensure that the counts provided in the list and question-
naire were consistent. These efforts appear to have worked,
since 73 percent of institutions provided questionnaire
and list dara that exhibited discrepancies of less than 10
percent, an improvement of 31 percentage points since 1993.

In the 1992-93 NSOPF Insticution Survey, a discrep-
ancy between the faculty counts and those provided on
faculty lists by institutions at the beginning of the sam-
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pling process necessitated the “best estimates” correc-
tion to the 1992—93 NSOPF faculty population estimates,
as described earlier in section 4, Weighting.

Nonresponse error.

Unit nonresponse. Unit response rates have been similar
over NSOPF administrations. (See table below.) Note
that the overall faculty response rates are the percentage
of faculty responding in institutions that provided faculry
lists for sampling.

Table 5. Summary of weighted response rates for selected

NSOPF surveys
List Questionnaire
participation response
Questionnaire rate rate  Overall
NSOPF 1992-93
Institution t 93.6 93.6
Faculty 84.4 83.4 70.4
NSOPF 1998-99
Institution t 92.8 92.8
Faculty 88.4 83.0 73.4

tNot applicable

SOURCE: Abraham, Steiger, Montgomery, Kuhr, Tourangeau, Montgom-
ery, and Chattopadhyay, 1999 National Study of Postsecondary Faculty
(NSOPF:99) (NCES 2001-151). Selfa, Suter, Myers, Koch, Johnson, Zahs,
Kuhr, and Abraham, 1993 National Study of Postsecondary Faculty (NSOPF)
Methodology Report (NCES 97-467).

In the 1987-88 NSOPF, the unweighted response rates
(weighted response rates are not available) were: 88.3
percent for the Institution Survey; 76.1 percent for the
Faculty Survey, and 80.1 percent for the Department
Chairperson Survey.

Item nonresponse. For the 1998-99 NSOPF Institution
Questionnaire, the mean item nonresponse rate was 4.3
percent (unweighted). Twenty-one items had item
nonresponse rates greater than 10 percent; one item had
a nonresponse rate greater than 20 percent. The situa-
tion is complicated for the Faculty Questionnaire because
an abbreviated questionnaire (containing 202 of the total
369 items in the full questionnaire) was administered to
most CATT respondents. For all questions the average
nonresponse was 19.2 percent; with just the 202 items
on the abbreviated questionnaire, the average nonresponse
was 15.5 percent. For further details on item nonresponse,
see the 1999 National Study of Postsecondary Faculty
(NSOPF:99) Methodology Reporst (NCES 2001-151).

For the 1992-93 Institution Survey, the mean item
nonresponse rate was 10.1 percent, with the level of
nonresponse increasing in the latter parts of the survey.

For the Faculty Survey, the mean item nonresponse rate
was 10.3 percent.

Measurement error. For the 1998-99 NSOPE, NCES
conducted an intensive follow up with 234 (28.6 percent
of participating) institutions whose reports exhibited a
variance of 5 percent or more between the list and ques-
tionnaire counts overall, or between the two part-time
counts. The NSOPF survey system has experienced dis-
crepancies in faculty counts among IPEDS, institution
questionnaire, and the list of faculty across all cycles of
the study. Even though the identical information is re-
quested on the questionnaire as on the list (i.e., a count
of all full-time and part-time faculty and instructional staff
as of November 1, 1998), institutions have continued to
provide discrepant faculty data to NSOPF requests. As
in 1993, large discrepancies tend to be concentrated
among smaller institutions, and 2-year institutions.
Undercounting of part-time faculty and instructional staff
without faculty status on the list remains the primary
reason for the majority of these discrepancies.

However, procedures implemented in NSOPF:99 im-
proved the consistency of the list and questionnaire counts
when compared to previous cycles of NSOPF. The
percent of institutions providing list and questionnaire
dara that had less than a 10 percent discrepancy increased
from 42 percent in NSOPF-93 to 73 percent in
NSOPF:99. A total of 43 percent provided identical data
on the list and questionnaire in NSOPF:99 (compared
to only 2.4 percent in 1993). Moreover, schools provid-
ing identical list and questionnaire data were shown to
have provided more accurate and complete data on both
the lists and questionnaire. These findings suggest that
the changed procedures that were introduced in the 1998
field test and NSOPF:99 resulted in more accurate counts
of faculty and instructional staff. Institutions may also be
in a better position to respond to these requests for dara.
Their accumulated experience in handling NSOPF and
IPEDS (and other survey) requests, their adoption of
better reporting systems, more flexible computing
systems and staff, and a general willingness to provide
the information are probably also a factor in their ability
to provide more consistent faculty counts although data
to support these assertions are not available. For more
detail, see 1999 National Study of Postsecondary Faculty
(NSOPF:99) Methodology Report (NCES 2001-151).

NCES conducted three studies to examine possible mea-
surement errors in the 1992-93 NSOPF: (1) a reinterview
study of selected faculty questionnaire items, conducted
after the field test; (2) a discrepancy and trends analysis
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of faculty counts in the full survey; and (3) a retrieval,
verification, and reconciliation effort involving recontact
of institutions. For detail on these studies, see Measure-
ment Error Studies at the National Center for Education
Statisticc (NCES 97-464) and 1993 National Study of
Postsecondary Faculty: Methodology Report (NCES 97—-467).

Reinterview study. A reliabilility reinterview study was
conducted after the 1992-93 NSOPF field test for the
purpose of identifying faculty questionnaire items that
yielded low quality data and the item characteristics that
caused problems, thus providing a basis for revising the
questionnaire items prior to implementation of the full-
scale survey. The analysis of the reinterview items was
presented by item type—categorical or continuous vari-
ables—rather than by subject area. The level of consistency
between the field test responses and the reinterview
responses was relatively high: a 70 percent consistency
for most of the categorical questions and a 0.7 correla-
tion for most of the continuous variables. A detailed
analysis of the question on employment sector of last
main job was conducted because it showed the highest
percentage of inconsistent responses (28 percent) and the
highest inconsistency index (36.0). It was concluded that
the large number of response categories and the involve-
ment of some faculty in more than one job sector were
plausible reasons for the high inconsistency rate. The items
with the lowest correlations were those asking for retro-
spective reporting of numbers that were small fractions
of dollars or hours and those asking for summary statis-
tics on activities that were likely to fluctuate over time—the
types of questions shown to be unreliable in past studies.

Discrepancy and trends analysis of faculty counts. This analy-
sis compared discrepancies between different types of
institutions to identify systematic sources of discrepan-
cies in faculty estimates between the faculty list counts
provided by the institution for sampling and faculty counts
reported in the Institution Questionnaire. The investiga-
tion found that list estimates tended to exceed
questionnaire estimates in large institutions, in institu-
tions with medical components, and in private schools.
Questionnaire estimates tended to be higher in smaller
institutions, in institutions without medical components,
and in public schools. Institutions supplied much higher
questionnaire estimates for part-time faculty than list es-
timates. Faculty lists submitted early in the list collection
process showed little difference in the magnitude of
questionnaire/list discrepancies from faculty lists submit-
ted later in the process.

NCES HANDBOOK OF SURVEY METHODS

Retrieval, verification, and reconciliation. This effort
involved recontacting 509 institutions: 450 institutions
{more than half of all institutions) whose questionnaire
estimate of total faculty differed from the institution’s list
estimate by 10 percent or more, and an additional 59
institutions NCES designated as operating medical
schools or hospitals. All institutions employing health
sciences faculty and participating in the 1992-93 NSOPF

were selected for recontact.

NCES accepted the reconciled estimates obtained in this
study as the true numbers of faculty. More than one-half
(56.9 percent) of the recontacted institutions identified
the questionnaire teacher estimate as the most accurate
response, while 24.8 percent identified the list estimate
as the most accurate. Another 11.4 percent of the insti-
tutions provided a new estimate; 1 percent indicated that
their IPEDS teacher estimate was the most accurate
estimate; and 5.9 percent could not verify any of the
estimates and thus accepted the original list estimate.

The majority of discrepancies in faculty counts resulted
from the exclusion of some full- or part-time faculty from
the list or questionnaire. Another factor was the time
interval between the date the list was compiled and the
date the questionnaire was completed. Downsizing also
affected faculty counts at several institutions. Some of
the reasons for the discrepancies were unexpected. For
example, some institutions provided “full-time equiva-
lents” (FTEs) on the Institution Survey instead of an actual
headcount of part-time faculty.

Sometimes part-time faculty were overreported—often a
result of confusion over the pool of part-time and tempo-
rary staff employed by or available to the institution during
the course of the academic year versus the number actu-
ally employed during the fall semester. Another reason
given for overreporting of part-time faculty was an in-
ability wo distinguish honorary/unpaid part-time faculty
from paid faculty and teaching staff. This study also con-
firmed that a small number of institutions excluded
medical school faculty from their lists of faculty. In those
cases, the institutions considered their medical schools
separate from their main campuses.

While these results indicate that there may have been
some bias in the 1992-93 NSOPF sample, no measure
of the potential bias, such as the net difference rate, was
computed. Instead, the reconciliation prompted NCES
to apply a poststratification adjustment to the estimates
based entirely on the “best” estimates obtained during
the reinterview study described above. Problems with
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health science estimartes, however, could only be partly
rectified by the creation of new “best” estimates. For
more information on the calculation of the “best” esti-
mates and further discussion of the health science
estimates, refer to the 1993 National Study of Postsecondary
Faculty: Methodology Report (NCES 97—467).

Data Comparability

The comparison of 1998-99 NSOPF faculty question-
naire data with 1992-93 NSOPF “best estimates” shows,
overall, continuing growth in both full- and part-time fac-
ulty. Faculty growth varies widely by strata, however, and
some strata report fewer faculty than in 1993 (e.g., pub-
lic comprehensive faculty, private medical faculty) while
others remain virtually unchanged (e.g., public and pri-
vate 2-year faculty). In some instances, changes in
individual strata may simply reflect changes in the insti-
tutional composition of individual strata since 1993, as
well as shifts in the numbers of faculty employed ar insti-
tutions within each stratum. (Moreover, some institutions
included in the 1993 sample may have changed classifi-
cation.) Despite shifts in the faculty counts of individual
strata, the percentages of full and part-time faculty in
each strata are closely comparable to what was reported
as a “best estimate” in 1993.

Design changes. Each succeeding cycle of NSOPF has
expanded the information base about faculty. The 1998-
99 NSOPF is designed both to facilitate comparisons
over time and to examine new faculty-related issues that
have emerged since the 1992-93 study. The 1998-99
sample was designed to allow detailed comparisons and
high levels of precision at both the institution and faculty
levels. In the 1998-99 study, the definition of institu-
tions changed to match the IPEDS definition. Since the
1992-93 study, the operant definition of “faculty” for
NSOPF has included instructional faculty, noninstruc-
tional faculty and instructional personnel without faculty
status.

The 1998-99 and 1992-93 NSOPF consisted of two
surveys: an Institution Survey and a Faculty Survey. The
1987-88 NSOPF included a Department Chairperson
Survey in addition to the Institution Survey and the

Faculty Survey.

Definitional differences. Comparisons among the three
cycles must be made cautiously because the respondents in
each cycle were different. On the institution level, the 1998—
99 NSOPF sample consists of all public and private,
not-for-profit Title IV-participating, degree-granting
institutions in the 50 states and the District of Colum-

bia. This change was made so that the NSOPF sampling
universe conformed with that of IPEDS. In previous
rounds of the study, the sample consisted of public and
private not-for-profit 2- and 4-year (and above) higher
education institutions.

The definition of faculty and instructional staff for each
NSOPF cycle is given under key concepts. On the
design level, note that the 1998-99 and 1992-93 NSOPF
requested a listing of all faculty (instructional and
noninstructional) and instructional staff from the institu-
tions for purposes of sampling. For the 1987-88 NSOPE,
institutions were asked to provide only the names of in-
structional faculty. Although not specifically stated, NCES
expected that institutions would provide information on
instructional staff as well. The term faculty was used
generically. There is no way of knowing how many insti-
tutions that had instructional staff as well as instructional
faculty provided names for both. Each institution was
allowed to make its own decision about which faculty
members belonged in the sample, thereby creating a situ-
ation that does not allow researchers to precisely match
the de facto sample definition used by institutions in the
1987-88 NSOPE

Content changes. For the purpose of trend analysis, as
many of the 1992-93 items as were relevant and feasible
were retained in the 1998-99 questionnaires. However,
this goal had to be balanced with the need to address
recent policy issues. In the Institution Questionnaire, 17
items were revised from the 1992-93 questionnaire, and
7 new items were added. In the Faculty Questionnaire,
44 items were revised, and 32 new items were added.

Comparisons with other surveys. Comparisons of
1992-93 NSOPF salary estimates with salary estimates
from IPEDS and from the American Association of
University Professors indicate that NSOPF data are con-
sistent with these other sources. Most differences are
relatively small and can be easily explained by method-
ological differences between the studies. The NSOPF
estimates are based on self-reports of individuals, whereas
the other two studies rely on institutional reports of
salary means for the entire institution.

However, the reader should be aware of differences in
faculty definitions between NSOPF and IPEDS. The
differences between the IPEDS definition and NSOPF’s
is that a person in IPEDS has to be categorized accord-
ing to their primary responsibility (administrator, faculty,
or other professional); whereas, in NSOPF it is possible
to categorize according to any of their responsibilities.

146

154



NSOPF

Because NSOPF includes all faculty and instructional staff,
it is possible for an “other professional” to have instruc-
tional responsibilities and/or be a faculty member, and it
is also possible for an administrator to have instructional
responsibilities and/or be a faculty member. Therefore,
NSOPF includes all faculty under IPEDS, some of the
administrators under IPEDS, and some of the other
professionals under IPEDS.

6. CONTACT INFORMATION

For content information on the NSOPE, contact:

Aurora M. D’Amico
Phone: (202) 502-7334

E-mail: aurora.d’amico@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651
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Chattopadhyay. Washington, DC: 2001.
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N. Suter, S. Myers, S. Koch, R.A. Johnson, D.A.
Zahs, B.D. Kuhr, and S.Y. Abraham. Washington,
DC.: 1997.

1992-93 National Study of Postsecondary Faculty Field Test
Repore, NCES 93-390, by S.Y. Abraham, N.A. Suter,
B.D. Spencer, R.A. Johnson, D.A. Zahs, and S.L.
Myers. Washington, DC: 1994.
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S.Y. Abraham, D.M. Steiger, R. Tourangeau, B.D.
Kuhr, B. Wells, and Y. Yang. Washington, DC: 2000.

Data Quality and Comparability

Measurement Error Studies at the National Center for Edu-
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Washington, DC: 1997.
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Chapter 16: National Postsecondary
Student Aid Study (NPSAS)

1. OVERVIEW SAMPLE SURVEY

OF POST-
_ _ SECONDARY
he National Postsecondary Student Aid Study (NPSAS) is a comprehensive INSTITUTIONS AND
nationwide study conducted by NCES to determine how students and their STUDENTS;
families pay for postsecondary education. It is designed to address policy ques- CONDUCTED
tions resulting from the rapid growth of financial aid programs and the succession of EVERY 3-4 YEARS
changes in financial aid program policies since 1986. The first NPSAS was conducted
during the 1986—87‘ academic year. The fifth in the series was administered during the NPSAS collects
1999-2000 academic year. information from:
NPSAS is based on a nationally representative sample of all students in postsecondary » Student
institutional

education institutions in the 50 states, the District of Columbia, and Puerto Rico.

Institutions may be public or private, and they may be less than 2-year schools, commu- record abstracts

nity colleges (2-3 years), 4-year colleges, or major universities with graduate-level » Department of
programs. Study participants include students who receive financial aid as well as those Education

who do not. NPSAS data are obtained from administrative records of student financial administrative
aid, interviews with students, and interviews with a subsample of parents. Information records

has been gathered on more than 55,000 students in each study cycle. » Student

NPSAS also provides baseline data for two longitudinal studies: the Beginning interviews
Postsecondary Students (BPS) Longitudinal Study and the Baccalaureate and Beyond . .
(B&B) Longitudinal Study. (See chapters 17 and 18.) The 1990 and 1996 NPSAS stud- > Parent interviews

ies served as baselines for BPS cohorts; the 1993 and 2000 NPSAS studies were the
baseline for the two B&B cohorts.

Purpose

To produce reliable national estimates of characteristics related to financial aid for
postsecondary students. The study also describes demographic and other characteris-
tics of those enrolled. The study focuses on’ three topics: (1) how students and their
families finance postsecondary education; (2) how the process of financial aid works, in
terms of both who applies and who receives aid; and (3) the effects of financial aid on
students and their families.

Components
There are four components to NPSAS, described below.

Student Record Abstract. The following information on students is obtained from
insticutional records: year in school; major field of study; type and control of institu-
tion; attendance status; tuition and fees; admission test scores; financial aid awards;
cost of attendance; student budget information and expected family contribution for
aided students; grade point average; age; and date first enrolled. An appointed Institu-
tional Coordinator or a field data collector extracts the information from student records
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and enters it into a customized computer-assisted data
entry system.

Department of Education Administrative Records.
Beginning in 1995-96, the following information has been
collected from Department of Education administrative
records on financial aid applications and loans: types and
amounts of federal financial aid received; cumulative loan
amounts from the National Student Loan Data System;
and loan repayment status.

Student Interview. Telephone interviews with students
provide data on level (undergraduate, graduate, first-pro-
fessional); major field of study; financial aid at other
schools attended during the year; other sources of finan-
cial support; reasons for selecting the school they are
attending; current marital status; age; race/ethnicity; sex;
highest degree expected; employment and income; vot-
ing in recent elections; and community service.

Parent Interviewn Telephone interviews with a limited
sample of students’ parents (through 1995-96) collect
supplemental data, including parents’ marital status; age;
highest level of education achieved; income; amount of
financial support provided to children; types of financing
used to pay child’s educational expenses; and occupation
and industry. No parent interviews are planned after

1995-96.

Periodicity
Triennial from 1986-87 through 1995-96, and quadren-
nial beginning in 1999-2000.

2. USES OF DATA

The goal of the NPSAS study is to identify institutional,
student, and family characteristics related to participa-
tion in financial aid programs. Federal policymakers use
NPSAS data to determine future federal policy concern-
ing student financial aid. With these data, it is possible
to analyze special population enrollments in postsecondary
educartion, including students with disabilities, racial and
ethnic minorities, students taking remedial/developmen-
tal courses, students from families with low incomes, and
older students. The distribution of students by major field
of study can also be examined. Fields of particular inter-
est are mathematics, science, and engineering, as well as
teacher preparation and health studies. Data can also be
generated on factors associated with choice of
postsecondary institution, participation in postsecondary

vocational education, parental support for postsecondary
education, and occupational and educational aspirations.

It is important that statistical analyses be conducted us-
ing software that properly accounts for the complex
sampling design of NPSAS. NCES has developed a soft-
ware tool called the Data Analysis System (DAS) for
analysis of complex survey data. For information on other
software packages and statistical strategies useful for analy-
sis of complex survey data, see appendix F of National
Postsecondary Student Aid Study 1995-96 (NPSAS:96),
Methodology Report (NCES 98—073).

3. KEY CONCEPTS

Described below are several key concepts relevant to fi-
nancial assistance for postsecondary education. For
additional NPSAS terms, refer to the glossaries in pub-
lished statistical analysis reports and database
documentation.

Institution Type. A derived variable that combines in-
formation on the level and control of the NPSAS
institution. Institution level concerns the institution’s
length of program and highest degree offering and is de-
fined as less than 2-year, 2- to 3-year, 4-year nondoctorate,
or 4-year doctorate (including first-professional degree).
Institution control concerns the source of revenue and
control of operations and is defined as public, private
not-for-profit, or private for-profit.

Attendance Pattern. A student’s intensity and persis-
tence of attendance during the NPSAS year. Intensity
refers to the student’s full- or part-time attendance while
enrolled. Persistence refers to the number of months a
student is enrolled during the year. Students are consid-
ered to be enrolled for a full year if they are enrolled 8 or
more months during the year. Months do not have to be
contiguous or at the same institution, and students do
not have to be enrolled for a full month to be considered
enrolled for that month. In surveys prior to the 1995-96
NPSAS, full year was defined as 9 or more months.

Dependency Status. If a student is considered finan-
cially dependent, the parents’ assets and income are
considered in determining aid eligibility. If the student is
financially independent, only the student’s assets are con-
sidered, regardless of the relationship between student
and parent. The specific definition of dependency status
has varied across surveys. In the 1995-96 NPSAS, a stu-
dent is considered independent if (1) the institution
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reports that the student is independent, or (2) the student
meets one of the following criteria: (a) is age 24 or older
at the end of the fall term of the NPSAS year; (b) is a
veteran of the U.S. Armed Forces; (c) is an orphan or
ward of the court; (d) is enrolled in a graduate or profes-
sional program beyond a bachelor’s degree; (e) is married;

() has legal dependents other than spouse.
Expected Family Contribution (EFC). The amount of

financial support for the student’s undergraduate educa-
tion that is expected to be provided by the student’s family,
or directly by the student if the student is financially in-
dependent. This amount is used to determine financial
need and is based upon dependency status (see above
definition), family income and assets, family size, and
the number of children enrolled in postsecondary educa-
tion. If this information is not available from the
institution, it is gathered from the Department of
Education’s financial aid system (the Central Processing
System, or CPS) or it is imputed from student income.

Title IV Financial Aid. Sum of the following types of
federal aid: Pell Grants, Supplemental Educational
Opportunity Grants, Perkins Loans, Stafford Loans, PLUS
Loans, and Federal Work Study.

4. SURVEY DESIGN

Target Population

The survey population is defined as those students who
are enrolled in any term that begins between May 1 of
one year and April 30 of the next year, thus allowing the
student lists needed for sample selection to be obtained
in January or February for most institutions. This defini-
tion was used starting with the 1992-93 NPSAS, and
provides substantial comparability with the survey popu-
lations for the 1986-87 and 1989-90 NPSAS studies.
Nearly all members of the target population are also mem-
bers of the survey population. The population includes
both students who receive aid and those who do not re-
ceive aid. It excludes students who are enrolled solely in
a GED program or are concurrently enrolled in high
school.

To be eligible for inclusion in the NPSAS institutional
sample, an institution must satisfy the following condi-
tions: (1) offer an education program designed for persons
who have completed secondary education; (2) offer an
academic, occupational, or vocational program of study
lasting at least 3 months or 300 clock hours; (3) offer
courses to the general public; (4) offer more than just

NCES HANDBOOK OF SURVEY METHODS

correspondence courses; (5) be located in the 50 states,
the District of Columbia, or Puerto Rico; (6) be other
than a U.S. Service Academy.

Full-time and part-time students enrolled in academic or
vocational courses or programs at these institutions, and
not concurrently enrolled in a high school completion
program, are eligible for inclusion in NPSAS.

Sample Design

The design for the NPSAS sample involves the selection
of a nationally representative sample of postsecondary
education institutions and students within those institu-
tions. Prior to the 1995-96 study, NPSAS used a
geographic-area-clustered, three-stage sampling design:
(1) constructing geographic areas from three-digit postal
zip code areas; (2) sampling institutions within the geo-
graphic sample areas; and (3) sampling students within
sample institutions. The 1995-96 sample design elimi-
nated the first stage of sampling (geographic area), thereby
increasing the precision of the estimates. Over 950
postsecondary institutions, 50,000 students, and 8,800
parents were selected for participation in the 1995-96
NPSAS.

Institution sample. The institution-level sampling frame
is constructed from the Integrated Postsecondary Educa-
tion Data Systems (IPEDS) Institutional Characteristics
(IC) file—see chapter 14. Although the institutional sam-
pling strata have varied across NPSAS administrations,
in all years the strata have been formed by classifying
institutions according to control (public or private) and
level (length of program and highest degree offering). A
stratified sample of institutions is then selected with prob-
abilities proportional to size (pps). School enrollment, as
reported in the IPEDS, defines the measure of size;
enrollment is imputed if missing in the IPEDS file. Insti-
tutions with expected frequencies of selection greater than
unity are selected with certainty. The remainder of the
institutional sample is selected from the other institu-
tions within each stratum. Additional implicit
stratification is accomplished within each institutional
stratum by sorting the stratum sampling frame in a ser-
pentine manner by: (a) institutional level of offering; (b)
the IPEDS IC-listed Bureau of Economic Analysis of the
U.S. Department of Commerce Region; and (c) the in-
stitution measure of size. This allows the approximation
of proportional representation of institutions on these
measures. Selected institutions are requested to verify
the IPEDS classification (institutional control and high-
est level of offering) and the calendar system used
(including dates that terms started).

SN
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As noted above, the 1995-96 NPSAS was the first to
employ a single-stage institutional sampling design, no
longer constructing geographic areas as the initial step.
The sampling frame was the 1993-94 IPEDS IC file;
9,468 of the 10,651 institutions on the file were deemed
eligible for the 1995-96 NPSAS. The eligible institutions
were stratified into nine strata based on institutional con-

trol and highest level of offering.

For the 1995-96 study, 973 institutions were selected— .

131 with certainty and the remaining 842 probabilistically.
A toral of 73 (7.5 percent) of the selected institutions
were subsequently found to be ineligible. Eligibility var-
ied considerably with level of offering and control, being
markedly lower for less than 2-year institutions and pri-
vate for-profit institutions. However, these differences
were expected and were directionally consistent with
results from prior NPSAS studies.

Student sample. The sampled institutions are requested
to provide student enrollment lists with the following
information on each student: full name, identification
number, Social Security Number, and educational level
(and in che 1995-96 NPSAS, an indication of first-time
beginning student (FTB) status). The student sample is
drawn from these lists (provided by 836 of the 900
eligible institutions in the 1995-96 NPSAS). The 1986-
87 NPSAS sampled only those students enrolled in the
fall of 1986. Beginning with the 1989-90 NPSAS,
students enrolled at any time during the year have been
eligible for the study. This design change provides the

data necessary to estimate full-year financial aid awards.

Basic student sample. Students are sampled on a flow basis
(using stratified systematic sampling) from the lists
provided by the institutions. Steps are taken to eliminate
both within-institution and cross-institution duplication
of students. NPSAS classifies stcudents by educational level
as undergraduate, graduate, or first-professional students.
The 1995-96 NPSAS further stratified undergraduate
students as (1) potential first-time, beginning students
(FTBs) and (2) other undergraduates. The FTBs make up
the second cohort of the Beginning Postsecondary
Students Longitudinal Study. (See chapter 17.) For the
purpose of defining the firsc cohort of the Baccalaureate
and Beyond Longitudinal Study (see chapter 18), the
1992-93 NPSAS broke down undergraduates into: (1)
business major baccalaureate recipients, (2) other bacca-
laureate recipients, and (3) other undergraduates.

The student sample is allocated to the combined institu-
tional and studenc strata (e.g., graduate students in public,
4-year, doctorate institutions). Initial student sampling

rates are calculated for each sample institution using re-
fined overall rates to approximate equal probabilities of
selection within the institution-by-student sampling strata.
These rates are sometimes modified to ensure that the
desired student sample sizes are achieved.

In the 1995-96 NPSAS, adjustments to the initial
sampling rates resulted in some additional variability in
the student sampling rates and, hence, in some increase
in survey design effects. However, these rate adjustment
procedures were generally effective. The overall sample
yield in the 1995-96 NPSAS was actually greater than
expected (63,616 students vs. the target of 59,509). The
student sample consisted of 23,612 FTBs; 27,536 other
undergraduates; 9,689 graduate students; and 2,779 first-
professional students. (See “Longitudinal samples” below
for more detail on the sampling of FTBs.)

Student interview sample. Prior to collection of data from
the students themselves, information is abstracted from
institutional records for the sampled students. Students
for whom no record abstracts are available or who are
found to be ineligible during record abstraction are
excluded from the interview data collection. Due to
budget limitations, the 1995-96 NPSAS attempred
compurer-assisted telephone interviewing (CATT) for only
a subsample of the basic student sample. These sampling
procedures resulted in 51,195 students selected for Phase
1 of the 1995-96 CATI interviewing. A sample of
nonrespondents to Phase 1 was selected for Phase 2 with
specified rates based on the outcome of the Phase 1
efforts and the seven sampling strata; 25,766 students
were selected for Phase 2.

Parent interview subsample. Of the students selected for
the student interview, a subsample is selected for inter-
viewing of their parents. In the Phase 1 CATT subsample
of the 1995-96 NPSAS, students were designated for
parent interviewing if they met one of the following crite-
ria: they were dependent undergraduate students not
receiving federal aid; they were dependent undergradu-
ate students receiving federal aid, whose parents’ adjusted
gross income was not available; or they were indepen-
dent undergraduate students who were 24 or 25 years old
on December 31, 1995. All 8,803 students who fell into
one of these groups were sampled for parent interviews.

Longitudinal samples. In the 1989-90 NPSAS, a new
longitudinal component collected baseline data for
students who started their postsecondary education
during 1989-90. These students are followed over time
in the Beginning Postsecondary Students (BPS) Longitu-
dinal Study. (See chapter 17.) Beginning postsecondary
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students from NPSAS 1995-96 were followed in 1998.
Similarly, the 1992-93 NPSAS provided baseline data
for students who received baccalaureates during the 1992—
93 year. These graduates are followed over time as part
of the Baccalaureate and Beyond (B&B) Longitudinal
Study. (See chapter 18.)

Full-time Beginning (FTB) sample. Prior to the 1995-96
NPSAS, a pure FTB was defined as a student who
enrolled in postsecondary education for the first time
after high school during the NPSAS year. This definition
was refined for the 1995-96 NPSAS to include students
~ who had previously enrolled but had not completed a
postsecondary course for credit prior to July 1, 1995
(referred to as effective FTBs). This expanded definition
shifted the requirement from the act of enrollment to
successful completion of a postsecondary course.

FTB status was determined in three stages—during
student list acquisition, CADE institutional record
abstraction, and CATI interviewing.

First, FTBs were sampled from the student lists provided
by the institutions. However, information available to
institutions was often insufficient for determining an
accurate count of FTBs; for example, students transfer-
ring from another institution without transfer credits
might mistakenly have been counted as FTBs. FTB sam-
pling rates in the 1995-96 NPSAS were based primarily
on the field test results and the previous BPS experience
in the 1989-90 NPSAS, which indicated that the num-
ber of students listed as potential FTBs who were not
actual FTBs far exceeded the number of students not
identified as potential FTBs who later proved to be FTBs.
As in the past, the 1995-96 NPSAS longitudinal cohort
was oversampled to support the next BPS survey.

The second stage of FTB determination involved the
screening of FTB status during abstraction of institutional
records. Students classified as undergraduates were iden-
tified as potential FTBs for CATT subsampling based on
year of high school graduation, birth year, and year-in-
school variables. In the third and last stage, a number of
FTB-screening questions in the student CATI interview
allowed final determination of FTB status.

Baccalaureate sample. Baccalaureate recipients were clas-
sified as business major or other major. Some of the
students on the graduation lists provided by the sample
institutions were not actually scheduled to receive their

baccalaureate degrees during the defined NPSAS year.
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Data Collection and Processing

NPSAS relies on an integrated system of computer
assisted data capture approaches: (a) electronic data in-
terchange (EDI) with extant government databases, (b)
computer-assisted data entry (CADE) of student finan-
cial aid records at institutions, and (c) computer-assisted
telephone interviewing (CATI) of students and parents.
Participating institutions designate Institutional Coordi-
nators through which all communications are directed,
including the provision of student enrollment lists for
student sampling.

Reference dates. Data are collected for the financial aid
award year, which spans from July 1 of one year through
June 30 of the following year.

Data collection. NPSAS involves a multistage effort to
collect information related to student aid. The 1995-96
study was the first to include an initial stage where Stu-
dent Aid Report information from the Department of
Education Central Processing System for federal aid ap-
plications was directly collected through EDI.

The second stage of data collection involves abstracting
information from the student’s records at the school from
which he or she was sampled. Starting with the 1992-93
NPSAS, these data have been collected through a CADE
system, which facilitates both collection and transfer of
the information to subsequent electronic systems. To re-
duce respondent burden, several data elements are
preloaded into CADE records prior to collection at the
institution. These include student demographics, Student
Aid Report information on federal financial aid appli-
cants, and nonfederal aid common to a particular
institution. Institutional Coordinators are given the
option of having their staff or contractor field data
collectors perform the data abstractions (guided by the
CADE program). In the 1995-96 NPSAS, 57 percent of
the institutions chose self-CADE.

In the third stage of data collection, information pertain-
ing to family circumstances, background demographic
data, and educational and work experiences and aspira-
tions is obtained from students and a subsample of their
parents. Student and parent questionnaires were used to
collect this information in the first (1986—87) NPSAS.
Beginning with the 1990-91 NPSAS, student and parent
data have been collected by CATI. Unlike previous stud-
ies, the 1995-96 NPSAS interviewed only a subsample
of students. Interviews were conducted in two phases,
with potential first-time beginning students (FTBs) and
federal aid applicants selected with certainty for Phase 1.
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The principal form for the student interview contains 10
sections and is programmed for CATI administration.
There are also three types of abbreviated interviews. One
abbreviated form is for CATI administration to Spanish
speakers with limited English proficiency. A second form
is reproduced in Spanish and English language hardcopy
for mailout to scudents who cannot be reached by phone,
who indicate that they will only participate by mail, or
who are hearing impaired (with eligibility established
through Telephone Display for the Deaf). A third form is
used for the reliability reinterview study, which is admin-
istered to a randomly selected subsample of students about
4 weeks after the full student interview. In addition, a
minimal interview is used for CATI administration to
sample members who have refused to participate on at
least two different occasions, but who agree to answer a
few questions in 5 minutes or less.

The parent supplement interview is maintained within
the same record as the student interview (only in 1995—
96), allowing the parent to be interviewed “on the spot”
should that parent be contacted in attempting to locate
the student.

Online coding is required for postsecondary education
institution, major field of study, and industry/occupa-
tion. Institutions other than the sample institution are
assigned their six-digit IPEDS identifier. Coding of ma-
jor field of study and industry/occupation use a dictionary
of word/code associations. When the interviewer enters
the verbatim text provided by the respondent, standard
descriptors associated with identified codes are displayed.
The interviewer then selects one of the listed descriptors.

The final stage of data collection involves retrieval of ad-
ditional Student Aid Report data (for the academic year
beyond the NPSAS year) from the Central Processing
System; data on Pell Grant applications for the NPSAS
year from the Pell Grant file; and loan histories of appli-
cants for federal student loans from the NSLDS (National
Student Loan Data System). All of these files are main-
tained by the Department of Education.

Information has been collected on more than 55,000
students in every NPSAS administration.

Editing. Initial editing takes place during data entry.
The CADE system has built-in quality control checks to
notify the user of any student records that are incomplete
(and the area of incompleteness) and any records that
have not yet been accessed. A pop-up screen provides
overall full and partial completion rates for institutional

record abstraction. Once the contractor receives an
institution’s CADE package, every record is subjected to
edit checks for completeness of critical items. Data from
an institution fail the edit check if 50 percent or more of
the student records fail all edit checks or if any anoma-
lous data patterns are observed.

Following the completion of data collection, all CADE
and CATI data are edited to ensure adherence to range
and consistency checks. Range checks are summarized
in the variable descriptions contained in the dara files.
Inconsistencies, either between or within data sources,
are resolved in the construction of derived variables. The
edit program also checks specific CATI items for valid-
ity by comparing the CATI responses to information
available in institutional records. Missing data codes char-
acterize blank fields as: dont know/data not available;
refused; legitimate skip; data source not available (not
applicable to the student); or other.

Estimation Methods

Weighting is used to adjust NPSAS data to national popu-
lation totals and to adjust for unit nonresponse.
Imputation is used to compensate for item nonresponse.

Weighting. For the purpose of obtaining nationally rep-
resentative estimates, sample weights are created for both
the institution and the student. Additional weighting
adjustments, including nonresponse and poststratification
adjustments, compensate for potential nonresponse bias
and frame errors (differences between the survey popula-
tion and the ideal target population). Multiplicity and

trimming adjustments are also performed.

The 1995-96 NPSAS database contains a total of eight
analysis weights associated with the CADE respondents,
CATI respondents, and Study respondents. Weights are
included for separate analyses on all students, undergradu-
ate students, graduate students, and first-time beginning

students (FTBs).

The CADE and CATI weights apply, respectively, to stu-
dent respondents with CADE institutional record abstracts
and CATI interviews. The Study weights apply to
students who responded to specified CADE or CATI

data items.

Study and CATI weights. The 1995-96 NPSAS Study
weights and CATI weights were calculated as the product
of 14 weight components, each representing either a prob-
ability of selection or a weight adjustment. Since the Study
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weights were restricted to students selected for CATI,
the first nine weight components of the Study weights
and CATI weights were identical; these represent the
sample selection and adjustment components through the
first phase of CATI. The remaining weight components
followed the same steps, bur calculations were performed
separately because of the different response definitions.

FTB weights. FTBs whose first postsecondary institution
was not the NPSAS sample insticution were not to be
included in the Beginning Postsecondary Students Longi-
tudinal Study. To compensate for excluding these FTBs,
the FTB weights were computed by making a final weight-
ing class adjustment to the CATT weights by institution
type. All adjustment factors were close to one, ranging
from 1.00 to 1.02.

CADE weights. The development of the CADE weight
components was similar to the development of the Study
and CATI weight components—except that the CADE
components applied to a different set of respondent data
and did nort include the CATI weight components.

Imputation. After the editing process (including logical
imputations) is completed, the remaining missing values
for several analysis variables (22 in the 1995-96 NPSAS)
are staristically imputed in order to reduce the bias of
survey estimates caused by missing dacta. Except for
expected family contribution (EFC), which is imputed
through a multiple regression approach, all variables are
imputed using a weighted sequential hot deck procedure.

The respondent dara for six key items are modeled using
a Chi-squared Automatic Interaction Detector (CHAID)
analysis to determine the imputation classes. These items
are race/ethnicity, parent income (for dependent students
only), student income, student marital status, dependents
indicator, and number of dependents.

The other 15 items imputed by the weighted hot-deck
approach in the 1995-96 NPSAS were: parent family
size, parent marital status, student citizenship, student
gender, student age, dependency status, local residence,
type of high school degree, high school graduation year,
fall enrollment indicator, attendance intensity in fall term,
student level in last term, scudent level in firsc term, de-
gree program in last term, and degree program in first
term. Only four of these items had more than 5 percent
of cases imputed: parent family size (18.0 percent);
parent marital status (15.5 percent); high school degree
(5.3 percent); and high school graduation year (5.3

percent).
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As noted above, a regression approach is used to impute
expected family contribution (EFC). The goal is to
obtain the most parsimonious and best fitting equations
using informarion likely to be available for nonaided
students (those most likely to have a missing EFC). The
general approach is to develop logistic regression models
to estimate zero EFC cases, and then use ordinary least
squares regression models to estimate the predicted EFC
for nonzero EFC cases.

Recent Changes

The 1995-96 NPSAS included important new features
in sample design and data collection. It was the first
NPSAS to employ a single-stage institutional sampling
design (no longer using an initial sample of geographic
areas and institutions within geographic areas). This
design change increased the precision of study estimates.
The 1995-96 study was also the first NPSAS to select a
subsample of students for telephone interviews, and to
take full advantage of extant government data files.
Through Electronic Dara Interchange (EDI) with the
Department of Education’s Central Processing System,
the study obrained financial data on federal aid appli-
cants for both the NPSAS year and the year after. Through
EDI with the National Student Loan Darta System, full
loan histories were obtained. Cost efficiencies were
introduced through a dynamic two-phase sampling of
students for computer-assisted telephone interviewing,
and the quality of collected institutional data was
improved through an enhanced CADE procedure. New
procedures were also introduced to broaden the base of
postsecondary student types for whom telephone inter-
view dara could be collected: the use of Telephone Display
for the Deaf technology to facilitate telephone communi-
cations with hearing-impaired students, and a separate
Spanish translation interview for administration to
students with limited English language proficiency. In ad-
dition, students were oversampled to yield enough FTBs
to serve as the second cohort for the Beginning
Postsecondary Students Longitudinal Study.

Future Plans

The next round of surveys for NPSAS is scheduled for
2003-04; this survey will also serve as che starc of
another BPS longitudinal cohort.
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5. DATA QUALITY AND
COMPARABILITY

Every major component of the study is evaluated on an
ongoing basis so that necessary changes can be made and
assessed prior to task completion. Separate training is
provided for CADE and CATI data collectors, and inter-
viewers are monitored during CATI operations for
deviations from item wording and skipping of questions.
The CATI system includes online coding of postsecondary
education institution, major field of study, and industry/
occupation so that interviewers can request clarification
or additional information at the time of the interview.
Quality circle meetings of interviewers, monitors, and
supervisors provide a forum to address work quality, iden-
tify problems, and share ideas for improving operations
and study outcomes. Even with such efforts, however,
NPSAS—Ilike every survey—is subject to various types
of errors, as described below.

Sampling Error

Because NPSAS samples are probability-based samples
rather than simple random samples, simple random sample
techniques for estimating sampling error cannot be
applied to these data. Two common procedures for esti-
mating variances of such survey statistics are the Taylor
Series linearization procedure and the Jackknife repli-
cate procedure, which are both available for use with

NPSAS data.
Taylor Series. For the 1995-96 NPSAS, analysis strata

and replicates for three separate data sets were defined:
all students, all undergraduate students, and all graduate/
first-professional students.

Jackknife. In the 1995-96 NPSAS, the Jackknife
analysis strata were defined to be the same as the analysis
strata defined for the Taylor Series procedure. Based on
the Jackknife strata and replicate definitions, seven repli-
cate weight sets were created—one set for the CADE
weights and three sets each for the Study and CATI
weights. The Study and CATT sets included separate rep-
licate weights for all students, undergraduates only, and
graduates only.

Nonsampling Error

Coverage error. Because the institutional sampling frame
is constructed from the IPEDS IC file, there is nearly
complete coverage of the institutions in the target popu-
lation. Student coverage, however, is dependent upon

—ill

enrollment lists provided by the institutions. In the 1995-
96 NPSAS, 93 percent of the 900 eligible sample
institutions provided student lists or databases that could
be used for sample selection. As in prior NPSAS imple-
mentations, participation was highest among public
institutions and lowest among private for-profit institu-
tions.

Several checks for quality and completeness of student
lists are made prior to actual student sampling. In the
1995-96 NPSAS, completeness checks failed if (1) FTBs
were not identified (unless the institution explicitly indi-
cated that no such students existed), or (2) student level
(undergraduate, graduate, or first professional) was not
clearly identified. Quality checks were performed by
comparing the unduplicated counts (by student level) on
institution lists with nonimputed unduplicated counts in
IPEDS IC files. Institutions failing these checks were
called to rectify the problems before sampling began.
Almost half of the institutions provided lists with one or
more problems. Well over one-third of the institutions
had “suspect” counts, and more than one-tenth failed to

identify FTBs.

Nonresponse error. The response rates described below
refer to the 1995-96 NPSAS.

Unit nonresponse. There are several types of participa-
tion/coverage rates in NPSAS. For each type in the
1995-96 NPSAS, rates were generally lowest among
for-profit institutions and institutions whose highest
offering is less than a 4-year program.

In the 1995-96 NPSAS, 93 percent of eligible sample
institutions provided student enrollment lists for student
sampling. Of this group, 96 percent also provided full or
partial CADE data from administrative records for at
least one student (institution CADE response rate). The
weighted and unweighted rates for institution CADE were
quite comparable (90-100 percent), with a relatively small
range of variation by institution type. The student CADE
coverage rate was 93 percent (both unweighted and
weighted). By institution type or student level, unweighted
student coverage rates ranged from 88 to 96 percent, and
weighted rates ranged from 81 to 97 percent.

For the subsample of students who were interviewed by
telephone, the overall student CATI response rate was 76
percent weighted, with a range of 69 to 82 percent across
domains (institutional type, student level, federal aid
application status). Rates were uniformly higher for fed-
eral aid applicants than for nonapplicants. The parent CATI
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response rate for the parent subsample was 67 percent
unweighted. This lower rate (as compared to student
interviews) reflects the lower priority of parent interviews.

To determine the adequacy of coverage for analyses, an
overall study student yield rate was computed, based on
the following definition of a “yielding case”: (1) the
student CADE was effectively complete (Section 2
enrollment and tuition items were complete; the charac-
teristics and subsection of Section 1 was complete; and
either Section 3 was complete or comparable informa-
tion was obtained from the Central Processing System,
Pell Grant file, or the National Student Loan Data Sys-
tem), or (2) the Section A items of the student CATI
were sufficiently complete to identify FTBs, or an abbre-
viated or minimal version of the student interview was
completed. The overall study yield rate for the 1995-96
NPSAS was 97.0 percent unweighted and 96.3 percent
weighted. Weighted and unweighted yield rates were quite
consistent across domains (institutional type, student
level), exceeding 92 percent in all cases.

The table below shows response rates across NPSAS
administrations.

Table 6. Weighted response rates for selected NPSAS components

NCES HANDBOOK OF SURVEY METHODS

For student CATT interviews, item nonresponse rates were
also fairly low. Only 54 of the more than 1,000 variables
in the final CATI data set had more than 10 percent
missing data (a combination of refusals and “don’t
knows”). Items with the largest amount of nonresponse
pertained to undergraduate and graduate entrance exami-
nation scores; two-thirds or more of the students reporting
that they had taken the SAT or GRE were unable to recall
their scores. Questions most likely to evoke explicit
refusals concerned student and parent income, assets,
and debt; these also had high rates of “don’t know.”

Measurement error. Due to the complex design of
NPSAS, there are several possible sources of measure-
ment error, as described below.

Sources of response. Each source of information in NPSAS
has both advantages and disadvantages. While students
and their parents are more likely than institutions to have
a comprehensive picture of education financing, they may
not remember or have records of exact amounts and
sources. This information may be more accurate in stu-
dent financial aid records and government databases since
it is recorded at the time of application for aid. Other
information is likely to be most accurate
when obtained from a parent; this is

especially true for parents’ finances.

List
participation  Response Institutional records. While financial aid
Component rate rate  Overall L.

offices maintain accurate records of
NPSAS 1989-90 o certain types of financial aid at that insti-

Student survey (analysis file) 86 84 72 tution, these records are not necessaril
Student survey (CATI resp.) 86 76 65 ) ’ : y
inclusive of all support and assistance.
NPSAS 1992-93 They may not contain financial aid
Student survey (analysis file) 88 75 66 provided at other institutions attended by
Student survey (CATI resp.) 88 67 59 the student, and they may not include em-
NPSAS 1995-96 v93 *81 76 ployee educational benefits and

institutional assistantships, which are

*Unweighted response rate

SOURCE: Seastrom, Salvucci, Walter, and Shelton (forthcoming), A Review of the Use of Response

Rates at NCES.

Item nonresponse. Each NPSAS institution is unique with
regard to the type of data maintained for its students.
Because not all desired information is available at every
institution, the CADE software allows entry of a “data
not available” code. In the 1995-96 NPSAS, the
percentage of missing responses was low for most CADE
items, with only 12 items having nonresponse rates greater
than 10 percent. More than half of these items pertained
to undergraduate and graduate entrance examinations or
higher institution degree. Four were demographic items:
marital status, Hispanic ethnicity, race, and veteran status.

often treated as employee salaries. These
amounts are assumed to be underreported.

Government databases. Federal aid infor-
mation can only be extracted from federal financial aid
dacabases if the institution can provide a valid Social Se-
curity Number for the student. It is likely that there is
some undercoverage of federal aid data in NPSAS.

CATI question delivery. Any deviation from item wording
that changes the intent of the question or obscures the
question meaning can result in misinterpretation on the
part of the interviewee and an inaccurate response. An
interviewer’s skipping of questions adds to the
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nonresponse rate. In the 1995-96 NPSAS, the cumula-

tive question delivery error rate was less than 2 percent.

CATI data entry. CATI enury error occurs when the
response to a question is recorded incorrectly. While these
error rates were somewhat higher in the 1995-96 NPSAS
than expected, problems were detected early and the CATI
interviewers were retrained. Thus, the entry error rates
show a consistent decline over the darta collection period.
The facility average error rate for the monitoring period
was less than 2 percent.

Reinterview results. Reliability interviews are administered
to a randomly selected subsample of students about 4
weeks after the full scudent interview. The reinterview
questions broadly represent the student interview but are
most heavily weighted to cover financial aid, financial
support for educational expenses from family, educational
status of family members, and student’s work experiences
while enrolled in the institution. Reliability indices for
the educational finance items in the 1995-96 NPSAS
were generally acceptable but somewhat mixed. While all
items showed a more than 80 percent agreement between
the interview and reinterview, the relational statistic only
exceeded 0.80 for two items. In addition, two of the
three items on work experience showed only marginally
acceptable reliability (less than 70 percent), although the
third item showed good reliability. All but one of the
items related to personal and family educational experi-
ences were reliable. The results for the income items were
somewhat mixed.

Data Comparability

As noted in section 4, important design changes were
implemented in the 1995-96 NPSAS. While sufficient
comparability in survey design and instrument was main-
tained to ensure that com parisons with past NPSAS studies
could be made, the data from the last three studies are
not comparable to the first (1986-87) NPSAS for the
following reasons: (1) the 1986—87 NPSAS only sampled
students enrolled in fall 1986, whereas the later studies
sampled from enrollments covering a full year; and (2)
the 1986-87 NPSAS did not include students from Puerto
Rico, whereas the studies since 1989-90 have included a
small sample of Puerto Rican students. However, users
of NPSAS data files can produce estimates for the later
studies comparable to 198687 by selecting only students
enrolled in the fall and excluding those sampled from
Puerto Rico. Note also that the method used to generate
the lists of students from which to sample was changed
for the 199293 and subsequent NPSAS surveys.

Comparisons with IPEDS data. NCES recommends
that readers not try to produce their own estimates (e.g.,
the percentage of all students receiving aid or the
numbers of undergraduates enrolled in the fall who
received federal aid, state aid, etc.) by combining
estimates from NPSAS publications with the IPEDS en-
rollment numbers. The IPEDS enrollment data are for
fall enrollment only and include some students not
eligible for NPSAS (e.g., those enrolled in U.S. Service
Academies and those taking college courses while
enrolled in high school).

6. CONTACT INFORMATION

For content information on NPSAS, contact:

Aurora M. D’Amico
Phone: (202) 502-7334

E-mail: aurora.d’amico@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651
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Student Aid Study, NCES 92-080, by Westat, Inc.
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Methodology Report for the National Postsecondary Student
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Washington, DC: 1990.

Methodology Report for the National Postsecondary Student
Aid Study, 1992-93, NCES 95-211, by ]J.D. Loft,
J.A. Riccobono, R.W. Whitmore, R.A. Fitzgerald, and
L.K. Berkner. Washington, DC: 1995.

National Postsecondary Student Aid Study, 1995-96
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J.A. Riccobono, R'W. Whitmore, T.J. Gabel, M.A.
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Chapter 17: Beginning Postsecondary
Students (BPS) Longitudinal Study

1. OVERVIEW

in 1990 to complement the NCES longitudinal studies of high school cohorts

and improve data on participants in postsecondary education. BPS draws its
cohorts from the National Postsecondary Student Aid Study (NPSAS), an information
system that regularly collects financial aid and other data on nationally representative
cross-sectional samples of postsecondary students. {See chapter 16.) NPSAS provides
the base year data for first-time beginning (FTB) postsecondary students; BPS then
follows these students through school and into the workforce.

T he Beginning Postsecondary Students (BPS) Longitudinal Study was implemented

BPS includes nontraditional (older) students as well as traditional students and is, there-
fore, representative of 4/l beginning students in postsecondary education. By starting
with a cohort that has already entered postsecondary education and following it every
2-3 years for at least 6 years, BPS can describe to what extent, if any, students who start
their education later differ in progress, persistence, and attainment from students who
starc earlier. In addition to the student data, BPS collects financial aid records covering
the entire undergraduate period, providing complete information on progress and
persistence in school.

The first BPS cohorrt identified abour 8,000 first-time beginning students who began
their postsecondary education in the 1989-90 academic year; this cohort was followed
up in 1992 and 1994. The second BPS cohort, which followed about 10,200 students
who started their postsecondary education in the 1995-96 academic year, was followed
up in 1998 and 2001. A third BPS cohort is planned for 2003-04, in conjunction wich
that NPSAS data collection.

Purpose

To collect data related to persistence in and completion of postsecondary education
programs; relationships between work and education; and the effect of postsecondary
education on the lives of individuals.

Components
BPS consists of base year data obtained from NPSAS, follow-up data collected in BPS
surveys, and student aid records from ED Pell grant and loan files.

Base Year Data (from NPSAS). Information includes data collected in NPSAS from
students, parents, institutional records, and Department of Education financial aid
records. This includes information such as: major field of study; type and control of
insticution; financial aid; cost of attendance; age; sex; race/ethnicity; family income;
reasons for school selection; current marital status; employment and income;
community service; background and preparation for college; college experience; future

LONGITUDINAL
SAMPLE SURVEY
OF FIRST-TIME
BEGINNING
POSTSECONDARY
STUDENTS,
INCLUDING BOTH
TRADITIONAL AND
NONTRADITIONAL
STUDENTS

BPS includes:

» Base year NPSAS
data -

» Student interviews

» Financial aid
records
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expectations; parents’ level of education; income; and
occupation. These data represent the 1989-90 academic
year for the first BPS cohort and the 1995-96 academic

year for the second cohort.

BPS Follow-up Surveys. Follow-up data are obtained
from student interviews and financial aid records: year
in school; persistence in enrollment; academic progress;
degree attainment; change in field of study; institution
transfer; education-related experiences; current family
status; expenses and financial aid; employment and in-
come; employment-related training; community service;
political participation; and future expectations. BPS fol-
lows each cohort twice at 2-3 year intervals.

Periodicity

BPS cohorts are followed at least twice after first entering
postsecondary education (as determined in NPSAS).
Follow ups take place at 2-3 year intervals.

2. USES OF DATA

BPS addresses persistence, progress, and attainment
after entry into postsecondary education and also directly
addresses issues concerning entry into the workforce. Its
unique contribution is the inclusion of nontraditional (or
older) students—a steadily growing segment of the
postsecondary student population. Their inclusion allows
analysis of the differences, if any, between traditional
(recent high school graduates) and nontraditional students
in aspirations, progress, persistence, and attainment.

Congress and other policymakers use BPS data when they
consider how new legislation will affect college students
and others in postsecondary education. BPS data can
answer such questions as: What percentage of beginning
students complete their degree programs? What are the
financial, family, and school-related factors that prevent
students from completing their programs, and what can
be done to help them? Do students receiving financial
aid do as well as those who do not? Would it be better if
the amount of financial aid was increased? Additional
questions that BPS can address include: Do students who
are part-time or discontinuous attenders have the same
educational goals as full-time, consistent attenders? Are
they as likely to attain similar educational goals? Are stu-
dents who change majors more or less likely to persist?

3. KEY CONCEPTS

Some of the key concepts in BPS are defined below.

Institution Type. Defined by level of degree offering
and length of program at the postsecondary institution.
Institutions are generally classified as: less-than-2-year
(offers only programs of study that are less than 2 years
in duration); 2- to 3-year, sometimes referred to in re-
ports as 2-year (confers at least a 2-year formal award but
not a baccalaureate, or offers a 2- or 3-year program that
partially fulfills requirements for a baccalaureate or higher
degree at a 4-year institution; includes most community
and junior colleges); and 4-year (confers at least a bacca-
laureate degree and may also confer higher level degrees,
such as master’s, doctoral, and first-professional degrees;
this category is often broken down into doctorate-grant-
ing vs. nondoctorate-granting).

Institution Control. Control of postsecondary institu-
tion, classified as follows: (1) public; (2) private,
not-for-profit; and (3) private, for-profit.

First-time Beginning Students (FTBs). The target
population for BPS. For the first BPS cohort, FTBs were
defined as students who enrolled in postsecondary
education for the first time after high school in the 1989-
90 academic year (pure FTBs). Individuals who started
postsecondary education eatlier, left, and then returned
were not included. The second BPS cohort comprised
both students who enrolled for the very first time in the
1995-96 academic year and students who had previously
enrolled but had not completed a postsecondary course for
credit prior to July 1, 1995 (effective FTBs). This expanded
definition shifted the requirement from the act of enroll-
ment to successful completion of a postsecondary course.

Nontraditional Students. Primarily older students who
delayed postsecondary enrollment; that is, did not enter
postsecondary education in the same calendar year as
high school graduation or received a general equivalency
diploma (GED) or other certificate of high school

completion.

Persistence. Continuous enrollment in postsecondary
education with the goal of obtaining a degree or other
formal award.

Attainment. Receipt of the degree or other formal award
that was the student’s objective while enrolled in
postsecondary institutions.
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Socioeconomic Status (SES). A composite variable com-
bining parents’ educational attainment and occupational
status, dependent student’s family income, and the exist-
ence of a series of material possessions in the respondent’s
home.

4. SURVEY DESIGN

Target Population

All students who first entered postsecondary education
after high school in the 1989-90 academic year (the first
BPS cohort) or in the 1995-96 academic year (the
second BPS cohort). The definition of a first-time begin-
ning student (FTB) was refined for the second BPS cohort
to include students who had enrolled in postsecondary
education prior to completion of high school as long as
they had not completed a postsecondary course for credit
before July 1, 1995 (the beginning of the 1995-96
academic year). BPS includes students in neatly all types
of postsecondary education institutions located in the 50
states, the District of Columbia, and Puerto Rico: pub-
lic, private not-for-profit, and private for-profit
institutions; 2-year, 2- to 3-year, and 4-year institutions;
and occupational programs that last for less than 2 years.
Excluded are students attending U.S. Service Academies,
institutions that offer only correspondence courses, or
institutions that enroll only their own employees. BPS
data are nationally representative by institutional level
and control; the data are not representative at the state
level.

Sample Design

Student eligibility for BPS is determined in two stages.
The first stage involves selection for the base year NPSAS
sample (the 1989-90 NPSAS for the first BPS cohort;
the 1995-96 NPSAS for the second BPS cohort); see
chapter 16 for a description of NPSAS sample design
and determination of first-time beginning students (FTBs)
who make up the BPS cohorts. All FTBs who complete
interviews in NPSAS are considered eligible for BPS.
The second stage of FTB determination involves a re-
view of NPSAS data to see if any potential FTBs have
been misclassified. FTB status for additional students may
be determined through: (1) reports from NPSAS institu-
tions; (2) responses of the sample member during the
BPS interview; and (3) modeling procedures used follow-
ing data collection.

First BPS cobort (1989-90). The first BPS cohort ini-
tially consisted of 11,700 students (from 1,092 institutions)
who had been interviewed in the 1989-90 NPSAS.

NCES HANDBOOK OF SURVEY METHODS

In the second follow up of this cohort in 1994, a working
sample of 7,914 individuals was initially used. It
consisted of the first follow-up eligible respondents, plus
those nonrespondents for whom FTB status had yet to be
determined. Only 7,132 sample members could be
located. Of these, 6,786 members were interviewed,
either fully or partially. Some of those interviewed (169)
were determined to be non-FTBs, leaving 6,617 eligible
FTBs who were either fully (5,926) or partially (691)

interviewed in the second follow up.

Second BPS cobort (1995-96). In the second BPS
cohort, 12,410 confirmed and potential FTBs were
selected (from 788 institutions) for continued follow up
from a total NPSAS pool of 15,728 confirmed or poten-
tial FTBs. This pool included 3,743 who had not been
interviewed in the 1995—96 NPSAS (of which 425 were
selected for potential continued inclusion in BPS). This
BPS-eligible sample of 12,410 individuals was further
reduced when an additional 230 were determined to be
ineligible. The final BPS-eligible sample contained 10,268
FTBs who were given full or partial interviews in the first
follow up; 1,060 were not able to be contacted, and 852
did not respond.

The final sample for this cohort includes 10,367 indi-
viduals. This includes all respondents to earlier follow
ups as well as a subsample of earlier nonrespondents and
other individuals who were unavailable for earlier data
collections.

Data Collection and Processing
Computer-assisted telephone interviewing (CATI) is the
primary data collection tool in BPS. All locating, intet-
viewing, and data processing activities are under the
control of an Integrated Control System (ICS), consist-
ing of a series of PC-based, fully linked modules. The
various modules of the ICS provide the means to
conduct, control, coordinate, and monitor the several
complex, interrelated activities required in the study and
to serve as a centralized, easily accessible repository for
project data and documents. BPS is conducted for NCES
by the Research Triangle Institute.

The following sections describe the procedures for BPS
follow ups. Refer to chapter 16 for a description of data
collection and processing for the base year data obtained

from NPSAS.

Reference dates. The base year (NPSAS) survey largely
refers to experiences in postsecondary schooling in the

academic year covered by NPSAS (198990 for the first
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BPS cohort; 1995-96 for the second BPS cohort). The
follow ups cover the 2- to 3-year interval since the previ-
ous round of data collection. Some data are collected
retrospectively for the previous survey.

Data collection. Data collection in BPS follow ups
involves concerted mail and telephone efforts to trace
potential sample members to their current location and
to conduct a CATI interview both to establish study
eligibility and collect data. Field location and computer-
assisted personal interviewing (CAPI) were also used
extensively with the second cohort.

Locating students begins with information provided by
the BPS locating database, which is updated by a
national change of address service before the locating
effort. Cases not located during the previous round of
the survey are forwarded to pre-CATI telephone tracing,
and subsequently to field locating if intensive telephone
tracing is unsuccessful. Prior to the start of CATI opera-
tions, a prenotification mailing is sent to the student,
and the current contact information is provided to inter-
viewers for basic CATI locating. In the event that CATI
locating is unsuccessful, cases are sent to post-CATI cen-
tral trace for telephone tracing and, again as necessary,
field locating. During tracing operations, cases of “exclu-
sion” are identified, such as those who are: (1) outside of
the calling area; (2) deceased; (3) institutionalized or physi-
cally/mentally incapacitated and unable to respond to the
survey; or (4) otherwise unavailable for the entire data
collection period.

Throughout the data collection period, interviewers are
monitored for delivery of questionnaire text and recogni-
tion statements, probing, feedback, and CATI entry
errors.

Each coding operation is subjected to quality control
review and recoding procedures by expert coders. Subse-
quent to data collection, all “other, specify” responses are
evaluated for possible manual recoding into existing cat-
egories, or into new categories created to accommodate
responses of high frequency through a process known as
“upcoding.” Efforts are also made to convert several items
with high rates of undetermined response (including
refusal or “don’t know”). In order to reduce indetermi-
nacy rates for personal, parent, and household income
items, as well as for other financial amount items,
specific questions are included in the survey to route
initial “don’t know” responses through a series of screens
seeking closer and closer estimates for the financial ques-
tions. In the second follow up of the first BPS cohort,
amount ranges for the “dont know” conversion screens

were based on frequencies obtained from the second
follow-up field test for the same items. Indeterminacy
conversion was attempted for five financial amount items
{financial aid amount, total loan amount, respondent gross
income, parents’ gross income, and household gross
income) and was very successful for initial “don’t know”
responses. Conversion rates were greater than 50
percent for every item attempted, with an overall success
rate of G5 percent.

Editing. The CATI data are edited and cleaned as part
of the preparation of the data file. Modifications to the
data are made, to the extent possible, based on problem
sheets submitted by interviewers which detail item
corrections, deletions, and prior omissions. In addition,
variables are checked for legitimate ranges and interim
consistency. Coding corrections and school information
from the IPEDS IC files (see above) are merged into the
CATI files. Darta inconsistencies identified during
analyses are also corrected, as appropriate and feasible.

Estimation Methods

Weighting is used to adjust for unit nonresponse. Only
minimal imputation is performed to compensate for item
nonresponse.

Weighting. BPS follow ups involve further identifica-
tion of FTB status for sample members who were in the
earlier round of BPS. Further, post hoc modeling is imple-
mented following the first follow-up data collection in an
attempt to identify non-FTBs among nonrespondents.

Four sets of weights were computed for use with BPS
data for the first (1989-90) cohort: (1) 1992 cross-
sectional weights for cross-sectional analyses of the first
cohort at the time of the first follow up, based on the first
follow-up data collection; (2) 1994 cross-sectional weights
for cross-sectional analyses of the first cohort at the time
of the second follow-up data collection; (3) 1992 cross-
sectional weights for the first follow up information which
was collected either during the first follow up or retro-
spectively in the second follow up; and (4) longitudinal
weights for comparison of the responses pertaining to
the 1990, 1992, and 1994 cross-sectional populations
(e.g., trend analyses), for those students who responded
to each of the three surveys: the 1989-90 NPSAS, the
BPS first follow up in 1992, and the BPS second follow
up in 1994. For computation of these weights, see the
technical report for the second follow up.

The 1994 cross-sectional weights can also be used for
longitudinal analyses involving data items collected
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retrospectively in the second follow up because those data
items are available for 1992, either directly from che first
follow up or retrospectively from the second follow up if
the student responded in 1994. Each set of weights con-
sists of an analysis weight for computing point estimates
of population parameters, plus a set of 35 replicate weights
for computation of sampling variances using the Jack-
knife replication method of variance estimation. All
weight adjustments were implemented independently for
each set of replicate weights. (See section 5, Sampling
Error, for further derail on replicate variance estimation.)

Imputation. Imputation is performed on a small num-
ber of variables in BPS. These variables relate to the
student’s dependency status and family income in each
survey round. For example, the variable containing
dependency status for aid in academic year 1989-90 was
derived by examining all applicable variables used in the
federal definition of dependency for the purpose of
applying for financial aid. If information was not avail-
able for all variables, dependency status was imputed based
on age, mariral status, and graduate enrollment. Simi-
larly, the variable containing the 1988 family adjusted
gross income used imputed values if responses were not
available.

Future Plans

The second BPS cohort (1995-96 FTBs) was followed
up for the first time in 1998; a second follow up took
place in 2001. A third BPS cohort is planned for 2003—
04, in conjunction with a new round of NPSAS darta
collection.

5. DATA QUALITY AND
COMPARABILITY

Sampling Error

Because the NPSAS sample design involves stratification,
disproportionate sampling of certain strata, and clustered
(i.e., multistage) probability sampling, the standard
errors, design effects, and the related percentage distri-
butions for a number of key variables in BPS have been
calculated with the software package SUDAAN. These
variables include: sex, race/ethnicity, age in the base year,
socioeconomic status, income/dependency in the base
year, number of risk factors in the base year, level and
control of the first institution, and aid package at the
first institution in the base year. These estimates provide
an approximate characterization of the precision with
which BPS survey statistics can be estimated.
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Several specific procedures are available for calculating
precise estimates of sampling errors for complex samples.
Taylor Series approximations, Jackknife repeated repli-
cations, and balanced repeated replications produce
similar results.

Nonsampling Error

Nonsampling error in BPS is largely related to
nonresponse bias caused by unit and item nonresponse
and to measurement error.

Coverage error. The BPS sample is drawn from NPSAS.
Consequently, any coverage error in the NPSAS sample
will be reflected in BPS. (Refer to chapter 16 for cover-
age issues in NPSAS.)

Nonresponse error. Unit nonresponse is reported in BPS
in terms of contact rates (the proportion of sample mem-
bers who were located for an interview) and interview
rates (the proportion of sample members who fully or
partially completed the interview). Item nonresponse has
not been fully evaluated, although the numbers of
nonrespondents are in the electronic codebook (ECB) on
an item-by-item basis.

Unit nonresponse. The results for the second follow up of
the first BPS cohort show a conzact rate of 91.6 percent.
The rate was substantially lower for individuals who did
not respond to the first follow up (75.1 percent) than for
those who did respond (95.1 percent). Contact rates also
varied by institutions. The rate was highest for sample
members who attended 4-year colleges (95.1 percent); in
contrast, contact was made with only 80.8 percent of
sample members attending private for-profit institutions
with programs of less than 2 years.

Among those students who were contacted for the sec-
ond follow up, the interview rate was 95.2 percent. The
rate was higher for respondents to the first follow up than
for nonrespondents by almost 8 percentage points (96.3
percent vs. 88.6 percent, respectively). Interview rates
were fairly similar across institutions—ranging from 90.5
percent for students attending less than 2-year private
not-for-profit institutions to 96.0 percent for students
attending 4-year private not-for-profit colleges.

The table below summarizes the unit level and overall
level weighted response rates across BPS administrations.
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Table 7. Unit level and overall level weighted response rates for selected BPS surveys

Survey Unit level weighted response rates
Base year 1% ]evel Base year 2™ level 1% wave 2" wave
Students 86 84 *82 91
Overall level weighted response rates
Base year 1* level Base year 2™ |evel 1% wave 2" wave
Students 86 72 *71 78

*Unweighted response rate

SOURCE: Seastrom, Salvucci, Walter, and Shelton (forthcoming), A Review of the Use of Response Rates at NCES.

Item nonresponse. Overall item nonresponse rates have
been low across surveys (only 10 of the 363 items in
BPS:96/98 contained over 10 percent missing data). Items
with the highest rates of nonresponse were those pertain-
ing to income. Many respondents were reluctant to
provide information about personal and family finances
and, among those who are not, many simply do not know
this information.

Measurement error. While comprehensive psychomet-
ric evaluations of BPS data have not been conducted,
issues of data quality are addressed during data collec-
tion.

Cross-interview data verification. During data collection,
information from a prior interview (or from base year
NPSAS data) is verified or updated to ensure compat-
ibility across survey waves. In the first follow up of the
first BPS cohort, demographic information covered in
NPSAS (e.g., sex, race, and ethnicity) was verified or
updated. The results indicated high reliability of these
items. Prior to the full-scale second follow up, another
set of items covered in earlier rounds was verified or
updated, including high school graduation status, schools
attended prior to the base year, and jobs held prior to the
base year. These data were also found to be reliable across
survey waves. Agreement approached 100 percent on high
school graduation status, 99 percent on previous atten-
dance of postsecondary schools, and 96 percent on
previous jobs.

Reinterview. All BPS interview activities have involved a
reinterview of a subsample of respondents to the main
interview for the purpose of evaluating consistency of
responses to the two interviews. The interval between the
initial interview and the reinterview was 7-14 weeks.

Across BPS data collections, each new reinterview is
designed to build on previous analyses by targeting
revised items, new items, and items not previously

evaluated. The second follow-up reinterview design and
analysis focused on items that were revised in the full-
scale study questionnaire based on first follow-up field
test reinterview results. Reinterview analyses focused on
data items that were expected to be stable for the time
period between the initial interview and the reinterview.
These items covered education experience; work experi-
ence (e.g., employee primary role, future career plans,
principal job’s relation to education, satisfaction with
principal job, and factors affecting employment goals);
education finances; and living arrangements.

Reliability, as measured by rates of agreement between
the two interviews, showed considerable variation. Items
on education experience had relatively high rates of agree-
ment between interviews, ranging from 86.6 to 96.6
percent. Items on work experience and its relation to
postsecondary school and future plans had moderate agree-
ment, ranging from 66.7 to 95.8 percent. The greatest
variation was for the items on principal job in relation to
education; agreement between the two interviews ranged
from 42.1 to 90.3 percent. The reliability of measures of
satisfaction with the most recent job, employment goals,
and education finances was moderate, ranging from 63
to 96 percent. Items abourt living arrangements showed
the highest agreement, with several items reaching 100
percent.

Ttem order effects. The second follow up of the first BPS
cohort also included a field test of the item order effects,
that is, the sequence in which questionnaire items are
presented to the respondents and the resulting response
patterns. Discrepancies were examined and adjustments
were made, as required, in the full-scale data collection.
Also analyzed were discrepancies of online coding proce-
dures for postsecondary institutions, fields of study, and
combined and separate industry and occupations. To
achieve high data quality, expert coding personnel recoded
items that had been identified as inconsistent.
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6. CONTACT INFORMATION

For contact information on BPS, contact:

Aurora M. D’Amico
Phone: (202) 502-7334

E-mail: aurora.d’amico@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General

Beginning Postsecondary Students Longitudinal Study First
Follow-up (BPS:90/92) Final Public Technical Report,
NCES 94-369, by G.J. Burkheimer, Jr., B.H.
Forsyth, R W. Whitmore, J.S. Wine, K.M. Blackwell,
K.J. Veith, and G.D. Borman. Washington, DC: 1994.

Beginning Postsecondary Students Longitudinal Study Sec-
ond Follow-up (BPS:90/94) Final Technical Report,
NCES 96-153, by D.J. Praw, R'W. Whitmore, J.S.
Wine, K.M. Blackwell, B.H. Forsyth, T.K. Smith, E.A.
Becker, K.J. Veith, M. Mitchell, and G.D. Borman.
Washington, DC: 1996.
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Beginning Postsecondary Students Longitudinal Study First
Follow-up 1996-98 (BPS:96/98) Methodology Report,
NCES 2000-157, by J.S. Wine, R. W. Whitmore,
R.E. Heuer, M. Biber, and D.]J. Pratc. Washington,
DC: 2000.

Survey Design

Beginning Postsecondary Students Longitudinal Study Field
Test Methodology Report (BPS:90/92), NCES 92-160,
by G.J. Burkheimer, Jr., B.H. Forsyth, S.C. Wheeless,
K.A. Mowbray, L.M. Boehnlein, S.M. Knight, and
K.J. Veith. Washington, DC: 1992.

Beginning Postsecondary Students Longitudinal Study First
Follow-up (BPS:96/98) Field Test Report, NCES Work-
ing Paper 98-11, by D.J. Pratt, ].S. Wine, R.E. Heuer,
R.W. Whitmore, J.E. Kelly, ].M. Doherty, J.B.
Simpson, and M.C. Norman. Washington, DC:
1998.

Data Quality and Comparability

Measurement Error Studies at the National Center for Edu-
cation Statistics, NCES 97-464, by S. Salvucci, E.
Walter, V. Conley, S. Fink, and M. Saba. Washing-
ton, DC: 1997.

A Review of the Use of Response Rates at NCES (forthcom-
ing), by M. Seastrom, S. Salvucci, E. Walter, and K.
Shelton.
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Chapter 18: Baccalaureate and Beyond

(B&B) Longitudinal Study

1. OVERVIEW

concerning education and work experiences following completion of the

bachelor’s degree. It provides both cross-sectional profiles of bachelor’s degree
recipients 1 year after degree award and longitudinal data concerning their entry into
and progress through graduate level education and the workforce. Special emphasis is
placed on those graduates entering public service areas, particularly teaching, and
provides information on their entry into the job marker and career pach.

T he Baccalaureate and Beyond (B&B) Longitudinal Study provides information

B&B draws the base year dara for its cohorts from the National Postsecondary Student
Aid Study (NPSAS, see chapter 16). The first B&B cohort consists of individuals who
received a bachelor’s degree in the 1992-93 academic year; a second cohort was formed
from baccalaureate recipients in the 1999-2000 academic year, and went to the field in
2001. B&B expands the efforts of the former Recent College Graduates Survey to
provide unique information on educational and employment-related experiences of chese
degree recipients over a longer period of time. The 1993 cohort will be followed several
times over a 12-year period so that most respondents who attend graduate or profes-
sional schools will have completed (or nearly completed) their education and be established
in cheir careers. B&B can address issues concerning delayed entry into graduate school,
progress and completion of graduate level education, and the impact of undergraduate
and graduate debt on choices related to career and family.

Purpose

To (1) provide information on college graduates’ entry into, persistence and progress
through, and completion of graduate level education in the years following receipt of
the bachelor’s degree; and (2) provide information on the career paths of new teachers:
retention, defection, delayed entry, and movement within the educational system.

Components

B&B consists of base year data culled from NPSAS. NPSAS data are collected in three
components: the Student Record Abstract, the Student Interview, and the Parent Incer-
view. The first B&B follow-up survey in 1994 collected daca from a Student Interview as
well as from college transcripts for their undergraduate program. The second follow up,
conducted in 1997, combined a Student Interview with Department Aid Application/
Loan Records data. A second B&B cohort, consisting of 1999-2000 baccalaureate
recipients, went to the field in 2001.

LONGITUDINAL
SAMPLE SURVEY
OF BACHELOR'S
DEGREE
RECIPIENTS; THREE
FOLLOW UPS OVER
A 10-YEAR PERIOD

B&B collects data
from:
» Base Year NPSAS
Data

» Student interviews

» Undergraduate
transcripts

» Federal financial
aid and loan
records

» Identified newly
qualified teachers
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Base Year Data (from NPSAS). B&B obuains its base
year information from NPSAS. The NPSAS Student
Record Abstracts (institutional records) provide major
field of study; type and control of institution; attendance
status; tuition and fees; admission test scores; financial
aid awards; cost of attendance; student budget informa-
tion and expected family contribution for aided students;
grade point average; age; and date first enrolled. The base
year data also include information from NPSAS Student
Interviews regarding educational level; major field of
study; financial aid at other schools attended during the
year; other sources of financial support; monthly expenses;
reasons for selecting the school attended; current marital
status; age; race/ethnicity; sex; highest degree expected;
employment and income; community service; expecta-
tions for employment after graduation; expectations for
graduate school; and plans to enter the teaching profes-
sion. Data taken from the NPSAS Parent Interviews
include: marital status; age; highest level of education
achieved; income; amount of financial support provided
to children; types of financing used to pay child’s educa-
tional expenses; and current employment (including
occupation and industry).

B&B First Follow-up Survey. The first follow up is
conducted 1 year after the bachelor’s degree was received
(e-g.,» 1994 for the 1992-93 B&B cohort). In the Student
Interview portion of the survey, recent graduates provide
information regarding employment after degree comple-
tion; job search activities; expectations for and entry into
teaching; teacher certification status; job training and
responsibilities; expectations/entry into graduate school;
enrollment after degree; financial aid; loan repayment/
status; income; family formation and responsibilities; and
participation in community service. This is the only fol-
low up planned for the 2000 cohort (in 2001). As part of
the first follow up of the 1992-93 B&B cohort, the
Undergraduate Transcript Study component collected
transcripts providing the following information: under-
graduate coursework; institutions attended; grades; credits
attempted and earned; and academic honors earned. All
transcript information is as reported by the institutions,
converted to semester credits and a 4.0 grade scale for

comparability.

B&'B Second Follow-up Survey. The second follow up
for the 1992-93 B&B cohort was conducted 4 years after
the bachelor’s degree was received, in 1997. Participants
provided information in the Student Interview regarding
their employment history; enrollment history; job search
strategies at degree completion; career progress; current
status in graduate school; nonfederal aid received;

additional job training; entry into/persistence in/resig-
nation from teaching career; teacher certification status;
teacher career path; income; family formation and
responsibilities; and participation in community service.

The second follow up of the 1992-93 B&B cohort also
included a Department Aid Application/Loan Records
component to collect information on the types and
amounts of federal financial aid received, total
federal debt accrued, and students’ loan repayment
status. One of the goals of B&B is to understand the
effect education-related debt has on graduates’ choices
concerning their careers and further schooling.

BérB Additional Follow-up Surveys. The 1993 cohort
will be followed for a third time in 2003. The 2000
cohort was followed only in 2001.

Periodicity
The two B&B cohorts each have their own follow-up
schedule, as described above.

2. USES OF DATA

B&B covers many topics of interest to policymakers,
educators, and researchers. For example, B&B allows
analysis of the participation and progress of recent
degree completers in the workforce, relationship of
employment to degree, income and ability to repay debt,
and willingness to enter public service-related fields. B&B
also allows analysis of issues related to access and choice
into graduate education programs. Here emphasis is on
ability, ease, and timing of entrance into graduate school,
and attendance/employment patterns, progress, and
completion timing once entered.

The unique features of B&B allow it to be used to ad-
dress issues related to undergraduate education as well as
postbaccalaureate experiences. This information has been
used to investigate the relationship becween undergradu-
ate debt burden and eatly labor force experiences, and
berween undergraduate academic experiences and entry
into teaching. These and other relationships can be in-
vestigated both in the short term and over longer periods.

Because B&B places special emphasis on new teachers at
the elementary and secondary levels, it can be used to
address many issues related to teacher preparation, entry
into the profession (e.g., timing, ease of entry), persis-
tence in or defection from teaching, and career movement
within the education system.
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Major issues that B&B attempts to address include:

» Length of time following receipt of degree after which
college graduates enter the workforce;

» Type of job which graduates obtain, compared with major
field of undergraduate study;

» Length of time to complete degree;

» Length of time to obtain a job related to respondents’ field
of study;

» Extent to which jobs obtained relate to educational level
attained by respondent;

» Extent to which level of debt incurred to pay for education
influences decisions concerning graduate school,
employment, and family formation;

» Extent to which level of debtincurred influences decisions
to enter public service professions;

» Rates of graduate school enrollment, retention, and
completion;

» Extent to which delaying graduate school enrollment
influences respondent’s access to and progtession through
advanced degree programs;

» Factors influencing the decision to enroll in graduate
education;

» Extent to which attaining an advanced degree influences
short-term and long-term earnings;

» Number of graduares qualified to teach;

» Extent to which degree level/profession influences rate of
advancement; and

» Extent to which respondents change jobs or careers.

3. KEY CONCEPTS

Some of the concepts and terms used in the B&B data
collection and analysis are defined below. For more
information on these terms and others used in B&B,
refer to A Descriptive Summary of 1992-93 Bachelor’s
Degree Recipients 1 Year Later With an Essay on Time to
Degree (NCES 96-158).

Degree-granting Institution. Any institution offering
an associate’s, bachelor’s, master’s, doctor’s, or first-pro-
fessional degree. Institutions that grant only certificates
or awards of any length (less than 2 years, or 2 years or
more) are categorized as nondegree-granting institutions.

NCES HANDBOOK OF SURVEY METHODS

First Postsecondary Institution. The first institution
attended by the respondent following high school and in
which the respondent was enrolled for a minimum of 3
months. Institutions attended before high school gradua-
tion are included if enrollment continued after high school
graduation. The first institution may or may not be the
institution that granted the bachelor’s degree.

Status in Teacher Pipeline. This variable measures
extent of involvement with teaching, using variables from
1994 and 1997 interviews and composites. Respondents
who taught were classified as having taught with certifi-
cation, with student teaching, without training, or with
training unknown. Those who did not teach were classi-
fied as certified, having student taught, applied for teaching
jobs, considered teaching, or having no interest or ac-
tion in teaching. An additional category of cases who had
become certified but whose teaching stacus was unknown
was identified. All of these categories were combined in
various ways throughout the report, depending on the
context of the particular analysis.

Dependency Level. If a student is considered financially
dependent, the parents’ assets and income are consid-
ered in determining aid eligibility. If the student is
financially independent, only the student’s assets are con-
sidered, regardless of the relationship between student
and parent. The specific definition of dependency status
has varied across surveys. In the 1995-96 NPSAS, a stu-
dent is considered independent if (1) the institution reports
that the student is independent, or (2) the student meets
one of the following criteria: (a) is age 24 or older at the
end of the fall term of the NPSAS year; (b) is a veteran of
the U.S. Armed Forces; (c) is an orphan or ward of the
court; (d) is enrolled in a graduate or professional pro-
gram beyond a bachelor’s degree; (e) is married; or (f)
has legal dependents other than spouse.

4. SURVEY DESIGN

Target Population

All postsecondary students in the 50 states, the District
of Columbia, and Puerto Rico who completed a bachelor’s
degree in the academic year 1992-93, spanning July 1,
1992 to June 30, 1993 (first B&B cohort) or in the aca-
demic year 1999-2000, spanning July 1, 1999 to June
30, 2000 (second B&B cohort). Students from United
States Service Academies are excluded because they are

not part of NPSAS, from which B&B draws its samples.
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Sample Design

B&B cohorts are subsamples of the NPSAS samples. (See
chapter 16 for description of the NPSAS sample design.)
Students in a given NPSAS sample are considered poten-
tially eligible for a given B&B cohort if there is information
indicating that the student had received, or expected to
receive, a baccalaureate degree in the NPSAS year (e.g.,
berween July 1, 1992 and June 30, 1993 for the first B&B
cohort). Eligibility is determined in two ways: first, by
confirming with respondents the date they received their
baccalaureate degrees, and second, by examining student
transcripts received from baccalaureate institutions. All
NPSAS sample persons who satisfy the subsample
requirements are designated as eligible for cthe B&B
sample irrespective of whether they were respondents or
nonrespondents in NPSAS.

In order to provide a base year sample for the first B&B
cohort (1992-93 bachelor’s degree recipients), NCES
introduced several design modifications into the 1992—
93 NPSAS. First, the number of sample institutions
offering only programs of less than 4 years was reduced
relative to the number of sample institutions offering 4-
year undergraduate and postgraduate programs. Second,
the number of sample students in 4-year institutions was
increased by 20 percent. Finally, the sample sizes of gradu-
ate students and professional students were slighdly
reduced. These three changes in the NPSAS sample
design reflect the goal of following a large sample of
bachelor’s degree recipients through posigraduate expe-
riences. Based on these changes, approximately 16,300
potential bachelor’s degree recipients were identified for
the first B&B cohort. These students were identified
using institutionally provided lists of students who filed
for graduation in the 1992-93 academic year.

All B&B-eligible sample members who completed the
NPSAS interview were retained for future follow up. Of
the 11,810 cases considered to be NPSAS completes,
11,254 were delivered with the first wave of data (desig-
nated as sample type 1). The remaining 556 were identified
later as potentially eligible for B&B and were delivered as
part of sample type 4. A subsample of approximately 10
percent of the remaining eligible cases with at least some
dara (either partial computer-assisted telephone interview
(CATI) dara, institution darta, or parent data) was also
identified and delivered as sample types 2 and 3. Addi-
tional NPSAS sample members (who were not part of
the B&B cohort) were identified as potential bachelor’s
degree completers in the 1992-93 academic year based
on review of the completed NPSAS institution informa-
tion from the CATI nonrespondents.

All scudent NPSAS respondents (sample type 1) were in-
cluded in the final B&B sample. The subsample selection
was carried out by constructing a file of all B&B-eligible
nontespondents in sample types 2, 3, and 4. Complete
cases, cases with pending interviewer appointments,
sample members determined to be ineligible, and cases
finalized as noninterviews were excluded from che
subsampling file. This file was then sorted by institution
stratum, student stracum, and studenc sample type in
order to affect stratification in the selection process. A
systematic sample of 200 persons was selected from
approximately 450 in the file. At the start of interview-
ing, the final sample for the first B&B cohort numbered
12,478 recent graduates, consisting of: 11,254 NPSAS
respondents classified as sample type 1; 300 scudent
nonrespondents with NPSAS parent data (sample type
2); 164 other NPSAS nonrespondents (sample type 3);
and 760 NPSAS respondents identified during the data
processing phase as potentially eligible for B&B (sample

type 4).

Transcripts for all sample members were requested from
the NPSAS schools that awarded the bachelor’s degrees.
A total of 1,094 respondents who were either NPSAS
noninterviews ot who were otherwise deemed ineligible
for B&B based on the telephone interview were reclassi-
fied as eligible based on transcript data.

After data collection for the first follow up was complete
for both the interview and transcript components, addi-
tional cases in the initial sample were found to be ineligible
for B&B. People were retained for follow up in later rounds
if they were found to be eligible in either the CATI or the
transcript component. Therefore, 10,080 CATI-eligible
cases were retained for follow up plus an additional 1,094
transcript-eligible cases. In addition, 18 cases for which
eligibility was unknown for both components were
retained. All together, 11,192 cases were retained for
future rounds.

Of these 11,192 B&B-eligible cases, 10,773 completed
the 1992-93 NPSAS, 10,080 completed che first follow
up (B&B:93/94), 10,976 had cranscripts in B&B:93/94,
10,093 completed the second follow up (B&B:93/97).
There were 9,274 cases which responded to all three CATI
interviews through the second follow up.

Data Collection and Processing

B&B surveyed its firsc cohort—1992-93 bachelor’s
degree recipients—approximately 1 year after graduation,
in 1994, and again in 1997. Both follow-up surveys were
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administered by the National Opinion Research Center
(NORC) at the University of Chicago. The third follow
up will be conducted in 2003 by Research Triangle Insti-
tute (RTT).

Reference dates. In the first follow up of the 1992-93
cohort, respondents were asked to provide their current
enrollment status, employment status, and marital status
as of April 1994. Similarly, respondents to the second
follow up reported their status as of April 1997.

Data collection. Data are collected through student
interviews and college transcripts. The data collection

procedures for the follow ups of the first B&B cohort are
described below.

Student interview. The first follow-up studenc interview
was administered between June and December 1994.
Sample members were initially mailed a letter containing
information about the survey and a toll-free number they
could call to schedule interviews. CATI began approxi-
mately 1 week later and was initiated in two waves. Wave
1 consisted of students who were respondents in the
1992-93 NPSAS or for whom parent data were avail-
able. Wave 2 consisted of students who were
nonrespondents in the 1992-93 NPSAS and for whom
no parent data were available. NPSAS respondents who
were identified as potentially eligible for B&B during the
NPSAS data processing phase were also included in
Wave 2.

Telephone interviewing continued for a period of 16
weeks. All cases still pending after this time were sent to
field incerviewers to gather in-person information. A
maximum of 14 calls was set, with a call defined as
contact with the sample member, another person in the
sample member’s household, or an answering machine.
After 14 calls, attempts to contact the sample member by
telephone were terminated and the case was sent to field
interviewers.

Methods of refusal conversion were tailored to address
the reasons each member had given for nonparticipation,
as determined by reviewing the call notes. Letters were
sent to sample members addressing the specific reasons
for their refusal (too busy, not interested, confidendiality
issues, etc.). Following these mailings, a final phone in-
terview was attempted from the central CATT site.
Continuing refusals were forwarded to the field to be
contacted in person by a field interviewer. The field staff
was successful in completing 3,050 (82 percent) of these
cases.

NCES HANDBOOK OF SURVEY METHODS

The second follow-up student interview was administered
berween April and December 1997. Sample members
were initially mailed a letter and informational leaflet
containing information about the survey, and a toll-free
number and/or e-mail address through which they could
obtain further information, schedule an interview, or
provide an updated phone number. CAT] began approxi-
mately 1 week later, and continued for 16 weeks. Cases
pending at the end of this time were sent to field inter-
viewers and worked from July through December 1997.
Phone interviewers made 13, rather than 14, attempts to
contact sample members. If phone interviewers had no
success in the firsc 13 attempts, the case was forwarded
to telephone case management specialists before being
sent to field interviewers.

There were also slight modifications to the methods used
to locate sample members. Prior to the beginning of the
CAT], all cases had been sent to a credit bureau dacabase
service to obtain updated phone and address informa-
tion about each sample member. Telephone numbers were
also available from the previous interview (B&B:93/94
in 1997 or NPSAS in 1994) and the NCOA/Telematch
update service NORC had used for all main survey re-
spondent data in February, 1996, prior to the scart of the
field test. The “best” phone number was assumed to be
the number most recently obtained.

Addirional locating information used by locating special-
ists (in the order of their use) were: (1) all
respondent-generated information (e-mails, address
corrections from the U.S. Post Office, any previously
acquired respondent phone numbers); (2) last known
telephone number of the parent(s); (3) graduate schools
(if applicable); (4) undergraduate institutions/alumna
associations; (5) the other two credit bureau updating
services; (6) military locating service if applicable; and
(7) the Department of Motor Vehicles in the state which
issued the respondent’s last known driver’s license.

A roral of 1,679 respondents (15 percent of the total
eligible sample) refused to complete the interview at some
point in the process. After a 2-week “cooling off”
period, these cases were contacted by trained interview-
ers experienced in refusal conversion. The CATI refusal
converters were able to complete 335 of the refusal cases.
Continuing refusals were forwarded to the field to be
contacted in person by a field interviewer. A total of 3,993
cases (36 percent of the total sample) were sent to the
field staff, which was successful in completing 2,954 (74

percent) of these cases.
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Transcript component. In addition to data gathered from
sample members, the B&B first follow up included a tran-
script component which atctempted to capture student-level
coursetaking and grades for eligible sample members.
Transcripts were requested for all sample members from

the NPSAS schools that awarded their bachelor’s degrees.

Data collection for the first follow up began in August
1994, when transcript request packets were mailed to all
715 NPSAS sample schools from which B&B sample
members graduated. In addition to student transcripts,
schools were asked to provide a course catalog and infor-
mation on their grading and credit-granting systems and
their school term. A transcript was requested for all 12,478
students in the B&B sample, although not all transcripts
were coded due to sample member ineligibility. Prompt-
ing of nonresponding schools began in September 1994
by the telephone center and attempts were made to
address any concerns of school staff regarding confiden-
tiality or the release of transcripts.

The design of the transcript processing system capital-
ized on work done in previous NORC studies. The
process and flow system, however, was changed in four
significant areas. First, since the sample of schools from
which transcripts were collected was known, the system
was designed around the school as the primary unit rather
than around the student. Second, transcripts were
entered after all school-level information about schedule,
grading, and credit-granting systems was collected and
verified. The system enforced these parameters and
ensured that the transcripts were internally consistent
within the school. Third, the transcript coders worked
with the full transcript when entering and coding courses.
This allowed the coders to view each entry in context and
make intelligent, informed decisions when they encoun-
tered difficult sicuations. Finally, the system was designed
so that course-level information within schools was
entered only once; subsequent duplicate course entries
were selected by the coder from a dynamic school-level
list of all courses entered from previous transcripts. If a
course failed to match a pre-existing entry, the coder
searched the school-level table to see if other courses ex-
isted for the abbreviation. If a course was not in the
table, the coder entered the full course title, the number
of credits, and the grade.

Editing. Various edirt checks, including CATT edits, have
been used in processing B&B data; however, these have
not been documented in B&B methodology reports.

Estimation Methods

Weighting is used in B&B to adjust for sampling and unit
nonresponse. Imputation is used to estimate baseline
weights from NPSAS when these data are missing. No
imputation is performed on data collected in B&B follow
ups. Procedures for the first B&B cohort are described
below.

Weighting. Weights were modified from baseline weights
in the 1992-93 NPSAS to adjust for nonresponse and
the tighter eligibility criteria of the B&B sample. The
1992-93 NPSAS sample development and weights
calculation documentation can be found in the Sampling
Design and Weighting Report for the 1993 National
Postsecondary Student Aid Study. (See section 7, Method-
ology and Evaluation Reports.)

After verifying sample eligibility against transcript dara,
sample members were stratified according to institutional
type and student type. These strata reflected the catego-
ries used in the 1992-93 NPSAS, with some
modifications. The 1992-93 NPSAS categorized schools
into 22 institutional strata based on highest degree of-
fered, control (public or private), for-profit status, and
the number of degrees the institution awarded in the field
of education (with schools subsequently designated “high
ed” or “low ed”). For weighting purposes, these 22 insti-
tutional straca were collapsed in B&B o the 16 that granted
baccalaureate degrees. The six NPSAS strata represent-
ing 2-year or less-than-2-year insticutions were reclassified
in B&B according to control and included within the
correlative “4-year, bachelor’s, low ed” stratum. This
affected a rotal of 19 cases. The five student types origi-
nally identified in the 1992-93 NPSAS were collapsed to
three in the B&B: baccalaureate business majors, bacca-
laureate other majors, and baccalaureate field unknown,
resulting in 48 total cells.

Baseline weights for all B&B-eligible students were
adjusted for final degree totals. Control totals for bacca-
laureate degrees awarded were calculated based on the
Integrated Postsecondary Education Data Systems
(IPEDS) Completions file for academic year 1992-93.
The NPSAS institution sample frame was matched to
the IPEDS file, and the total number of baccalaureate
degrees awarded was calculaced by institutional stratum.
An adjusted weight was calculated for each case by mul-
tiplying the NPSAS base weight by the ratio of the sum
of degrees awarded co the sum of the base weights for the
appropriate institutional stratum. This weight became the

B&B base weight.
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In order to make nonresponse adjustments for weights,
adjustment cells were created by cross-classifying cases
by institutional stratum and student type. Each cell was
checked to verify that it met two conditions: (1) the cell
contained at least 15 students, and (2) the weighted
response rate for the cell was ac least two-thirds (67
percent) of the overall weighted response rate. Any cells
that did not meet both conditions were combined into
larger cells by combining two student type cells (bacca-
laureate business majors and “all other degrees”) within
the same institutional stratum. If this larger cell sdill did
not meet the criteria specified above, all three student
types from that institutional stratum were combined.
Once all cells were defined, the B&B base weight
variable (derived above) was multiplied by the inverse of
the weighted response rate for the cell.

Final weights for the second follow up (B&B:93/97) were
calculated, using a two-step process by making a
nonresponse adjustment to the baseline B&B weight
calculated for B&B:93/94. The 16 institutional-type and
3 student-type strata were used again, with the same
process described previously.

Imputation. The sample for the first B&B cohort
included 23 eligible cases for which the baseline weight
from the 1992-93 NPSAS was equal to zero. Weights for
these cases were imputed using the average of all nonzero
baseline weights within the same institution at which the
baccalaureate degree was attained. One of the cases with
a missing weight happened to be the only representative
of that institution. The baseline weight was imputed for
this case by using the average across all nonzero weights
within the same institutional stracum and student type
cell.

There was no other imputation of data items in the three
data collections of the first B&B cohort.

Future Plans
The next follow up of the first B&B cohort (1992-93

bachelor’s degree recipients) will be conducted in 2003.

5. DATA QUALITY AND
COMPARABILITY

Sampling Error
Taylor Series approximations are used to estimate
standard errors in B&B.

NCES HANDBOOK OF SURVEY METHODS

Nonsampling Error

The majority of nonsampling errors in B&B can be
atcributed to nonresponse. Other sources of nonsampling
error include: use of ambiguous definitions; differences
in interpreting questions; inability or unwillingness to
give correct information; mistakes in recording or
coding data; and other instances of human error occur-
ring during the multiple stages of a survey cycle.

Coverage error. The B&B sample is drawn from NPSAS.
Consequently, any coverage error in the NPSAS sample
will be reflected in the B&B. (Refer to chapter 16 for
coverage issues in NPSAS.)

Nonresponse error. Overall response rates were very high
for both follow ups of the 1992-93 B&B cohort. Data

for unit and item nonresponse are broken down below.

Unit nonresponse. Of the 12,478 cases originally included
in the first B&B sample, 1,520 were determined during
the interview process to be ineligible or out of scope
(primarily because their date of graduation fell outside
the July 1-June 30 window). A total of 10,958 cases were
considered to be eligible during the interviewing period
of the B&B first follow up, and incerviews were com-
pleted with 10,080 of these respondents, representing a
92 percent unweighted response rate.

Response rates were even higher for transcript collec-
tion. In all, 626 of 635 eligible schools complied with the
request for transcripts, providing transcripts for 10,970
of the 12,478 cases—a 98 percent response rate.

In che second follow up, of the 11,192 cases identified as
eligible B&B sample members, 30 were subsequently
found to be out of scope or ineligible (29 were sample
members who had died since 1993, and one case was
identified as ineligible when it was determined the
respondent had never received a baccalaureate degree).
Incerviews were completed with 10,970 of the 11,220 in-
scope cases, for a final unweighted response rate of 90
percent. While response rates were similar across many
demographic subgroups, some distinctive differences
exist. Response rates decreased slightly with age (93.1
percent of those under 26 compared to 90.4 percent of
those over 30 participated) but participation among males
and females was approximately equal. Response rates were
also similar among Whites, Blacks, and American Indi-
ans (ranging from 89.5 percent to 91.6 percent) buc are
substantially lower for Asians/Pacific Islanders (only 82.2
percent) and those identifying themselves as “other” (73.8
percent).

1
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Table 8 summarizes the unit level
and overall level weighted response

Table 8. Unitlevel and overall level weighted response rates for selected B&B
surveys

rates across B&B administrations.

Item nonresponse. Of the more than
1,000 variables included in the final
data set, 68 contain more than 10
percent missing data. The largest
nonresponse was for items involv-

B&B —students

ing recollection of test scores and

dates. Respondents also had diffi- B&B —students

Unit level weighted response rate

Base year Base year
1t level 2 |evel 1% wave 2nd wave
88.2 73.6 834 90.4

Overall level weighted response rate

Base year Base year
15t level 2" level 15t wave 2" wave
88.2 67.1 79.1 79.7

culty recalling detailed information
about undergraduate loans and loan
payments when the respondent had
more than three loans. The two pri-
mary-sections of the survey, concerning postbaccalaureate

Rates ar NCES.

education and employment, had very low rates of
nonresponse.

Measurement error. Three sources of measurement
error identified in B&B are respondent error, interviewer
error, and error involved in the coding of course data
from transfer schools where no school-level data were
available.

Respondent error. Several weeks after the first follow-up
interview of the 1992-93 cohort, a group of 100 respon-
dents was contacted again for a reinterview. These
respondents were asked a subset of items included in the
initial interview to help assess the quality of those data.
Results indicate that the questions elicited similar infor-
mation in both interviews. Ninety-two percent of
respondents gave consistent responses when asked if they
had taken any courses for credit since graduating from
college. Among the 8 percent with inconsistent responses,
most had a short enrollment spell that they mentioned in
the initial interview but not in the reinterview.

Ninety-six percent of respondents gave consistent infor-
mation in both interviews when asked whether they had
worked since graduation. Almost three-quarters of re-
spondents gave the same number in both interviews when
asked about the number of jobs they held since gradua-
tion; 26 percent gave inconsistent responses. Upon
scrutiny, many of these discrepancies resulted from jobs
held around the time of graduation that were reported in
just one of the interviews. Although respondents were
asked to include jobs that began before graduation if they
ended after graduation, confusion over whether to in-
clude such jobs accounted for many of the inconsistencies
noted in the reinterview. The 1993-94 B&B field test

also included a reinterview study. (See Measurement

SOURCE: Seastrom, Salvucci, Walter, and Shelton (forthcoming), A Review of the Use of Response

Error Studies ar the National Center for Education Statis-
tics, NCES 97-464.)

Interviewer error. The monitoring procedure for statisti-
cal quality control used in B&B extends the traditional
monitoring criteria (which focus specifically on inter-
viewer performance) to an evaluation of the data collection
process in its entirety. This improved monitoring system
randomly selects active work stations and segments of
time to be monitored, determines what behaviors will be
monitored and precisely how they will be coded, and
allows for real-time performance audits, thereby improv-
ing the timeliness and applicability of corrective feedback
and enhancing data quality. Results for the first follow up
of the 1992-93 B&B cohort revealed a low rate of inter-
viewer error, about three errors for every 100 minutes
monitored.

Quality control procedures are also established for field
interviewing. The first two interviewer-administered
completed questionnaires are sent to a field manager for
editing. These cases are edited and logged, and appropri-
ate feedback is given to the interviewer. Additionally, 10
percent of these cases whether administered over the
phone or in person are validated by field managers. When
deemed necessary, the field managers continue to edit
additional cases to monitor data quality. The need for
additional monitoring is based on the field manager’s
subjective judgment of the field interviewer’s skill level.
As with the edited cases, validated cases are logged and
reported weekly.

Transfer school course coding. The first follow up of the
1992-93 B&B cohort included a transcript data collec-
tion. Although transcripts were requested only from the
institution awarding the baccalaureate degree, transcripts
from previous transfer schools were often attached. Course
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data from these transfer school transcripts were coded,
but no attempt was made to collect additional informa-
tion from these schools. Due to the lack of school-level
information on the 1,938 transfer schools involved, data
from these transcripts are not the same quality as daca
coded from the baccalaureate institution’s transcripts.

Data Comparability

At present, dara are only available for the B&B first and
second follow-up surveys conducred in 1994 and 1997.
There are no current comparable data available.

6. CONTACT INFORMATION

For content information on B&B, contact:

Aurora M. D’Amico
Phone: (202) 502-7334

E-mail: aurora.d’amico@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

7. METHODOLOGY AND
EVALUATION REPORTS

General

Baccalaureate and Beyond Longitudinal Study: 1993/94 First
Follow-up Methodology Report, NCES 96-149, by PJ.
Green, S.L. Meyers, P. Giese, J. Law, H.M. Speizer,
and V.S. Tardino. Washington, DC: 1996.
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Baccalaureate and Beyond Longitudinal Study: 1993/97
Second Follow-up Methodology Repors, NCES 1999-
159, by P. Green, S. Myers, C. Veldman, and S.
Pedlow. Washington, DC: 1999.

Survey Design

Baccalaureate and Beyond Longitudinal Study: Second Fol-
low-up Field Test Repore, 1996, NCES 97-261, by C.
Veldman, PJ. Green, S. Myers, L. Chuchro, and P.
Giese. Washington, DC: 1997.

Baccalaureate and Beyond First Follow-up Field Test Repors,
1993 (B&B:93/94), NCES 94-371, by PJ. Green,
H.M. Speiger, and B.K. Campbell. Washington, DC:
1994.

Sampling Design and Weighting Report for the 1993 Na-
tional Postsecondary Student Aid Study, by R.W.
Whitmore, M.A. Traccarella, and V.G. Iannacchione.
Research Triangle Park, NC: Research Triangle Insti-
tuce, 1995.

Data Quality and Comparability

Measurement Error Studies at the National Center for Edu-
cation Statistics, NCES 97—464, by S. Salvucci, E.
Walcer, V. Conley, S. Fink, and M. Saba. Washing-
ton, DC: 1997.

A Review of the Use of Response Rates ar NCES (forthcom-
ing), by M. Seastrom, S. Salvucci, E. Walter, and K.
Shelton. '
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Chapter 19: Survey of Earned Doctorates
(SED)

ANNUAL CENSUS
1. OVERVIEW OF NEW RESEARCH

, DOCTORATE
T he Survey of Earned Doctorates (SED) is an annual census of new doctorate RECIPIENTS

recipients from accredited colleges and universities in the United States. SED is
funded by five federal agencies: the National Science Foundation (lead spon-
sor), the Department of Education, the Department of Agriculture, the National Institutes SED collects self-

of Health, and the National Endowment for the Humanicdies. reported data on:
» Demographic
Only research doctorates—primarily Ph.D.s, Ed.D.s, and D.Sc.s—are counted in SED. characteristics

Professional doctorates (e.g., M.D., J.D., Psy.D.) are excluded. While the graduate
schools are responsible for distributing SED forms to students, the surveys are
completed by the doctorate recipients themselves. Collected information includes de-
mographic characteristics of recipients, educational history from high school to doctorate,
sources of graduate school support, debt level, and postgraduation plans.

» Educational
history from high
school to
doctorate

» Mechanisms of

The first SED was conducted during the 1957-58 academic year. In addition to hous- . .
financial support

ing the results of all surveys, the Doctorate Records File (DRF)—the survey

database—contains public information on earlier doctorate recipients back to 1920. Is:hgorgld uate
Thus, the DRF is a virtually complete data bank on more than 1.3 million doctorate

recipients. The DRF also serves as the sampling frame for the biennial Survey of Doc- » Debt related to
torate Recipients (SDR), a longitudinal survey of science, engineering, and humanities education

doctorates employed in the United States. b Postgraduation

plans
Purpose

To obrtain consistent, annual data on individuals receiving research doctorates from
U.S. institutions for the purpose of assessing trends in Ph.D. production.

Components
There is one component to SED.

Survey of Earned Doctorates. The doctorate institution is responsible for distribut-
ing the surveys to research doctoral candidates and collecting the surveys for mailback
to the contractor. The docrtorate recipients themselves complete the surveys. The follow-
ing information is collected in SED: all postsecondary institutions attended and years of
attendance; all postsecondary degrees received and years awarded (although only the
first baccalaureate, master’s, first-professional, and doctorate degrees are entered in the
database); years spent as a full-time student in graduate school; specialty field of doctor-
ate; type of financial support during graduate school; level of debt incurred in
undergraduate and graduate school; employment/study status in the year preceding
doctoral award; postgraduation plans (how definite, study vs. employment, location);
high school location and year of graduation; demographic characteristics (sex, race/
ethnicity, date and place of birth, citizenship status, country of citizenship for non-U.S.
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citizens, marital status, number of dependents, disability
status, educational attainment of parents); and personal
identifiers (name, Social Security Number, and perma-
nent address). The following information is keyed as
verbatim text but only coded upon special request: dis-
sertation title, dissertation field, and department (or
interdisciplinary committee, center, etc.) that supervised
the doctoral program.

Periodicity

Annual since inception of SED in the 1957-58 academic
year. The database also includes basic information
(obtained from public sources) on doctorates for the years

1920 to 1957.

2. USES OF DATA

The results from SED are used by government agencies,
academic institutions, and industry to address a variety
of policy, education, and human resource issues. The
survey is invaluable for assessing trends in doctorate pro-
duction and the characteristics of Ph.D. recipients. SED
data are used to monitor the educational attainment of
women and minorities, particularly in science and engi-
neering. The increasing numbers of foreign citizens
earning doctorates in the United States are studied by
country of origin, field of concentration, sources of gradu-
ate school support, and U.S. “stay” rate after graduation.
Trends in time-to-doctorate are also analyzed by field,
type of support received, and personal characteristics such
as marital status. The data on postdoctoral plans provide
insight into the labor market for new Ph.D.s, and the
careers of new Ph.D.s can be followed in the longitudinal
Survey of Doctorate Recipients, whose sample is drawn

from SED.

There is also substantial interest in the institutions
attended by Ph.D.s. Doctorate-granting institutions
frequently compare their survey results with peer institu-
tions, and undergraduate institutions want to know their
contribution to doctorate production. The availability of
Carnegie Classifications in the DREF facilitates meaning-
ful comparisons of the institutions attended by the
different demographic groups (e.g., men vs. women).
Separate indicators for historically Black colleges and
universities can allow researchers to examine the roles
these play in the educational attainment of Blacks.

il
3. KEY CONCEPTS

Some of the key terms and analytic variables in SED are
described below.

Research Doctorate. Any doctoral degree that (1)
requires the completion of a dissertation or equivalent
project of original work (e.g., musical composition), and
(2) is not exclusively intended as a degree for the practice
of a profession. While the most typical research doctor-
ate is the Ph.D., there are more than 50 other degree
types (e.g., Ed.D., D.Sc., D.PA., D.B.A.). Not included
in this definition are professional doctorates: M.D.,
D.D.S., D.VM., O.D., D.Pharm., Psy.D., J.D., and

other similar degrees.

Doctorate-granting Institution. Any postsecondary
institution in the United States that awards research
doctorates (as defined above) and that is accredited at
the higher education level by an agency recognized by the
Secretary of the U.S. Department of Education. There
are about 400 doctorate-granting institutions.

Field of Doctorate. Specialty field of doctoral degree,
as reported by the doctorate recipient. There are about
280 fields on the SED Specialties List, grouped under
the following umbrellas: agricultural sciences; biological
sciences; health sciences; engineering; computer and in-
formation sciences; mathematics; physical sciences
(subdivided into astronomy, atmospheric science and
meteorology, chemistry, geological and related sciences,
physics, and miscellaneous physical sciences); psychol-
ogy; social sciences; humanities (subdivided into history,
letters, foreign languages and literature, and other hu-
manities); education; and professional fields (subdivided
into business management and administrative services,
communications, and other professional fields). Because
field of doctorate is designated by the doctorate recipi-
ent, the classification in SED may differ from that reported
by the institution in the NCES IPEDS Completions Sur-
vey. (See chapter 14.)

Time-to-doctorate. There are two standard, published
measures of time-to-doctorate. Total time-to-degree (TTD)
measures the total elapsed time between baccalaureate
and doctorate, including time not enrolled in school. TTD
can only be computed if baccalaureate year is known.
Registered time-to-degree (RTD) gauges the time in atten-
dance at all colleges and universities between receipt of
the baccalaureate and doctoral award, including years of
attendance not related to the doctoral program. RTD can
only be computed if all years of attendance after the
baccalaureate have been provided. Both of these
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measures are computed from several items in the educa-
tional history section of the questionnaire.

Source of Support. Any source of financial support
received during graduate school. Doctorate recipients are
asked to mark all types of support received and also to
indicate the primary and secondary sources of support.
For most SED years, sources are categorized as own/
family resources; university-related (teaching and research
assistantships, university fellowships, college work-study);
federal research assistantships (by agency); other federal
support {by mechanism and agency); nonfederal U.S.
nationally competitive fellowships (by funding organiza-
tion); student loans (Stafford, Perkins); and other sources
{(business/employer, foreign government, state govern-
ment).

In 1997-98, the number of source options was reduced
from 35 to 13. Sources are no longer identified by the
specific provider {e.g., federal agency, foundation, type
of loan) since students do not always have that knowl-
edge. Only the mechanism of support (e.g., fellowship,
research assistantship, loan) is now requested. Most cur-
rent categories are aggregates of multdiple categories on
previous questionnaires (e.g., the new category “research
assiscantship” (RA) combines five earlier categories—
university-related RA, NIH RA, NSF RA, USDA RA,
and other federal RA). The following three categories are
new as of 1997-98: dissertation grant, internship or resi-
dency, and personal savings.

4. SURVEY DESIGN

Target Population

All individuals awarded research doctorates from accred-
ited colleges and universities in the United States between
July 1 of one year and June 30 of the following year.
There are currently about 43,000 research doctorates
awarded annually by nearly 400 institutions located in
the 50 states and Puerto Rico. Institutions in other U.S.
terricories do not grant research doctorates.

Sample Design
SED is a census of all recipients of research doctorates.

Data Collection and Processing

The dara collection and editing process spans an 18-month
period ending 6 months after the last possible graduation
date (i.e., June 30). The update of the database and prepa-
ration of tables for first daca release generally require

another 4—6 months. From inception of SED in 1957—
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58 through the 1995-96 cycle, the survey was conducted
by the National Research Council (NRC) of the National
Academy of Sciences. The 1996-97 SED was collected
by the NRC and processed by the new contractor, the
National Opinion Research Center (NORC) of Chicago.
NORC will conduct future administrations through the
2000-01 SED. The 1996-97 and 1997-98 administra-
tions are considered a zransition period. Not all NRC
procedures were implemented during this period, and
NORC continues to develop and test new procedures.

Reference dates. The data are collected for an academic
year, which includes all graduations from July 1 of one
year through June 30 of the following year.

Data collection. In advance of each survey, the contrac-
tor staff reviews the listings of accredited U.S. institutions
in the Higher Education Directory to confirm that past
participants are still doctorate-granting and identify
accredited institutions that are newly doctorate-granting.
As further confirmation of doctorate-granting status, the
degree levels offered are checked on the IPEDS Institu-
tional Characteristics {IC) File. (See chapter 14.) By July
of each year, questionnaires are mailed to the institu-
tions for distribution to doctoral candidates who expect
to receive their degree between July 1 and June 30 of the
following year. Institutional Coordinators are responsible
for the distribution, collection, and return of the surveys.
They are asked to provide official graduation lists or
commencement programs along with the questionnaires,
and to provide addresses for students who did not com-
plete questionnaires.

Upon receipt of a graduation batch, the contractor staff
compares the names of students on completed question-
naires (“self-reports”) wicth the names in the
commencement program or on the official graduation
list. Any discrepancies are followed up with the institu-
tion for confirmation of graduation. If an address for a
nonrespondent is provided by the institution or found
through other means, a letter and questionnaire are mailed
to the individual to request completion of the survey. A
second attempt is made to elicic participation if a re-
sponse is not received within a month. In recent years,
these efforts have yielded enough completed surveys to
increase the survey’s overall self-report rate by 5-7 per-
centage points.

For doctorate recipients still missing survey returns after
K « »

these mailings, “skeleton” records are created from

information conrained in commencement programs or

on graduation lists: name; doctorate institution, field,

and year; similar information for baccalaureate and
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master’s degrees; and sex (if it can be positively assumed
from the name). Skeleton records have accounted for 4.1
to 8.2 percent of the records each year during the 1990s.
In addition, a small percentage of surveys every year (usu-
ally less than 1 percent) are classified as “institutional”
returns, having been completed by the institutions with
whatever information was available to them. While insti-
tutional returns may contain more information than is
available from commencement programs, the informa-
tion is minimal compared to the self-reported surveys.

Scaff undergo intensive training in the complexities of
coding and checking procedures, and are monitored
throughout the collection cycle.

Data processing. SED processing includes two special
efforts to increase response rates for key items. The daca
entry procedures used by both the NRC and NORC
include triggers if any of eight “critical” items is missing:
date of birth, sex, citizenship status, country of citizen-
ship (if foreign), race/ethnicity, baccalaureate institudion,
baccalaureate year, and postdoctoral location. If any of
these items is absent, a “missing information letcer” (MIL)
is generated and sent to the respondent. For these cases,
five noncritical items (if missing) are also requested: birth
place, high school graduation year, high school location,
master’s institution, and year of master’s degree.

A second follow-up effort requests the same critical items
from the doctorate-granting insticutions, both for
individuals who never completed a survey (skeletons) and
for individuals who completed a survey (self-reports) but
did not return the MIL. Because of the lower MIL yield
during the transition period, more information was
requested from institutions in 1996-97 and 1997-98.

Editing. Records are processed through a multilayered
edit routine that checks all variables for valid ranges of
values and reviews the interrelationships among variables.
The NRC performed these edits and the correction of
errors online during data entry; then the full daca file was
processed a second time through selected edits after
survey closure. NORC'’s CADE system also includes buile-
in range edits, but the interrelationship (consistency) edits
are done after CADE is completed and after derived vari-
ables are created. There are more than 200 edit tests for
SED: about 85 range edits (all hard, mandarory edits that
cannot be overridden), and nearly 120 interrelationship
edits. About two-thirds of the interrelationship edits are
hard edits. The remaining third are soft edits, which can
be overridden after the responses are double-checked and
verified as accurate.

The entire battery of edit tests was reviewed during the
1994-95 SED cycle. A large set of interrelationship tests
was developed ac this time to verify the accuracy of
foreign-country coding for the various time frames
covered in the survey. Other interrelationship tests check
for reasonable time frames in the doctorate recipient’s
chronology, from date of birth through date of doctoral
award. Sdll others verify thar the appropriate items are
answered in a skip pattern (e.g., study vs. employment
postdoctoral plans).

Estimation Methods

No weighting is performed since SED is a census. Some
logical assumptions are made during coding and updat-
ing of the database. For example, U.S. citizenship is
assumed for Ph.D.s who designate their ethnicity as
Puerto Rican since, legally, Puerto Ricans are U.S. citi-
zens. Entries of “China” in country of citizenship may be
recoded to either Taiwan or the People’s Republic of
China, based on the locations of birth place, high school,
baccalaureate institution, and master’s institution.
Postdoctoral plans are assumed to be employment if items
in the employment section are answered and the
postdoctoral study section is blank. Postdoctoral study is
assumed if the opposite scenario is indicated.

Recent Changes

During the 1990s, the National Science Foundation asked
NRC to implement several new procedures in an effort
to improve both the quantity and quality of SED dara.
Beginning with the 1989-90 SED, there has been rigor-
ous follow-up of complete nonrespondents and respondents
who did not answer key data items. Race/ecthnicity,
postdoctoral location, and country of citizenship (if for-
eign) were first followed up in the 1989-90 cycle,
increasing the completeness of these items from that time
forward. In the mid-1990s, more than 100 new edit tests
were implemented to check the coding of certain foreign
countries for specific time frames. In the 1995-96 cycle,
the survey instrument was reformatted to make it more
respondent-friendly; although content remained the same,
the survey form was expanded from 4 (o 12 pages.

During the 1996-97 cycle, the contract for conducting
SED was transferred from the NRC to NORC; this has
brought some changes in procedures, as documented in
earlier sections. In addition, the 1997-98 questionnaire
included a major revision to the source of support ques-
tion; the response set has been changed from specific
providers and mechanisms of support to only mecha-
nisms. The marical status question was also changed in
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1997-98 o (1) separate “widowed” from “separated/
divorced” and (2) add a new category for “living in a
marriage-like relationship.”

Future Plans

Additional changes to SED are under consideration, both
to capture new data relevant to current issues in graduate
education and to collect better data through existing ques-
tions.

5. DATA QUALITY AND
COMPARABILITY

The 1990s brought a reexamination of all operational
processes, introduction of state-of-the-art technologies,
evaluations of data completeness and accuracy, and
renewed efforts to attain even higher response rates for
every item in the survey. A Technical Advisory Commit-
tee was established to guide the conduct of SED with a
look toward the future. A Validation Study was conducted
10 assess the limitations of SED data, and darta user groups
were convened to advise on survey content. The survey
instrument was reformatted to make it more respondent-
friendly, and questions are now being revised to collect
more complete and accurate information. While the tran-
sition from one contractor to another has caused some
reduction in the completeness of the data, efforts are
underway to return response rates to their earlier levels
and to further enhance the quality of the available data.

Sampling Error
SED is a census and, thus, is not subject to sampling error.

Nonsampling Error

The main source of nonsampling error in SED is
measurement error. Coverage error is believed to be very
limited. Unit and item response rates have been very high
and relatively stable since the first survey in 1957-58
(although somewhat lower during the transfer of SED

administration to the new contractor).

Coverage error. SED is administered to a universe of
research doctorates identified by the universe of research
doctorate-granting institutions. Therefore, undercoverage
might result from (1) an incomplete institution universe,
and/or (2) an incomplete enumeration of research
doctorates. SED coverage has been evaluated and found
to be less than 1 percent, due to the high visibility of
doctorate-granting institutions and a comprehensive
approach to data collection.
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Every year, the universe of institutions is reviewed and
compared to the institutional listings in the Higher
Education Directory and other sources to determine the
current list of doctorate-granting institutions. Any insti-
tutions newly determined to be doctorate-granting are
contacted for verification of doctorate-granting status and
then invited to participate in SED. A few qualifying in-
stitutions refuse to participate, but it is known from the
IPEDS Completions Survey that these institutions
contribute minimally to the overall doctorate population.

Individual doctorate recipients are enumerated through
(1) survey forms completed by the new Ph.D.s and
returned by the institution; (2) transmittal rosters that
provide the official count of doctorates, the number of
surveys completed and returned, and the names of indi-
viduals who did not complete surveys; and (3)
commencement programs covering every graduation at
an institution over the course of a year. Comparisons of
the number of research doctorates in SED with the total
number of doctorates reported by institutions in NCES’
IPEDS Completions Survey show that SED’s coverage
differs by less than 1 percent.

Nonresponse error. Targets have been set for both unit
and item response in SED. While the target rates are not
always attained, response has been unusually high for a
mail survey throughout the 40+ years of SED.

Unit nonresponse. Basic information on nonrespondents
can be obtained from institutions or commencement
programs, so records exist for all recipients of research
doctorates. However, response to SED is measured by
the percentage of doctorate recipients who complete the
surveys themselves (self-report rate), thus providing
details that are not available from any other source. SED’s
goal is a stable self-report rate of 94-95 percent. This
rate has been achieved or surpassed in all but 14 of the
41 surveys processed to date (through the 1997-98 SED).
Response first fell below the target rate in 1986 and stayed
low throughout the rest of the 1980s, at which time site
visits and intensive follow-up procedures were initiated
in an effort to increase the percentage of self-reported
questionnaires. Response achieved the target level from
1990 to 1995 but has since fallen below target (92.8 per-
cent in 1996 and about 91.5 percent in 1997 and 1998).

Because SED is administered through the doctorate-grant-
ing institutions, the self-report rate is dependent upon
their overall cooperation and survey practices. In the
1997-98 SED, nearly one-third (31 percent) of the 387
institutions had self-report rates below 90 percent, which
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is the target rate for institutions. Nonresponse tends to
be concentrated in a small group of institutions. In the
1997-98 SED, the 10 institutions with the largest num-
bers of doctorate nonrespondents (ranging from 51 to
131) accounted for 40.4 percent of the total self-report
nonresponse that year.

To improve tracking of institution response rates, NORC
has devised an “early warning system” to identify institu-
tions whose self-report rates lag behind the goal of 90
percent. Estimates for each seasonal graduation are
developed, based on the numbers for an institution’s gradu-
ations in previous years. This system also allows
monitoring of institutions with specific substantive
interest for SED (e.g., engineering schools, institutions
awarding docrorates to large numbers of racial/ethnic
minorities).

Item nonresponse. Certain items are available for all
doctorate recipients, whether or not they completed a
questionnaire: name, doctorate institution, field of
doctorate, month and year of doctoral award, and type of
doctorate. This information is always provided by the
institution in its commencement program or graduation
list.

A 95 percent target is set for eight “critical” items: date
of birth, sex, citizenship, country of citizenship (if for-
eign), race/ethnicity, baccalaureate institution,
baccalaureate year, and postdoctoral location. From the
1989-90 SED (when rigorous follow up of these items
began) to the 1995-96 SED, all items but postdoctoral
location achieved response rates above 95 percent. Rates
for all critical items except sex and foreign country of
citizenship fell below goal in the 1996-97 and 1997-98
SED administrations, the transition period between con-
tractors. Decreases in item response during this period
ranged from 2.5 percentage points for race/ethnicity to
4.8 points for baccalaureate year. These decreases stemmed
in part from parallel decreases in the overall self-report
rates for these two survey cycles and in part from less
intensive follow-up efforts during the transition period.
However, the higher level of valid data in the 1997-98
SED, as compared to the previous year, suggests a return
to increased item response.

“Critical” items are followed up through letters to self-
reporting survey respondents and through requests to
institutions for Ph.D.s who did not complete question-
naires. Thus, the response rates for these items often
exceed the overall self-report rate for the survey. Because
information can be obtained from sources other than the
doctorate recipients, item response rates for SED are

computed on the universe of recipients, whether or not
they responded to the survey.

The target rate for all “noncritical” survey items is 90
percent. During much of the past decade, most noncriti-
cal items achieved goal or were within 2 percentage points.
Fewer items attained a 90 percent response during the
recent transition period between contractors. The results
for the 1997-98 SED showed 27 of the 49 noncritical
items achieving the 90 percent target and 22 items with
response rates below target. Throughout SED’s history, a
few items have had, and will continue to have, lower
response rates because they are not applicable to all indi-
viduals (e.g., master’s degree information, secondary work
activity). Other items with lower-than-average response
rates relate to timelines from college entrance to doctoral
graduation, the most complex segment of the question-
naire.

Some items with below-goal response in the first half of
the 1990s surpassed the 90 percent target once the ques-
tionnaire was reformatted for the 1995-96 SED. The
1995-96 survey form was expanded from 4 to 12 pages,
allowing instructions to be clarified and multipart ques-
tions to be broken out into separate, more distinguishable
questions.

Alcthough the questionnaire reformat has been successful
in many areas, declines in response to key demographic
items (citizenship, foreign country of citizenship, and race/
ethnicity) and Social Security Number (the critical link-
ing variable) are of concern. Decreases in response rates
were relatively small in the 1995-96 SED, but response
subsequently dropped to the levels of the 1980s during
the transition from one contractor to another. As of the
1995-96 SED, the demographic items are asked at the
end of the survey; these items were located at the begin-
ning of the survey in all earlier years.

Measurement error. Most measurement error in SED
results from respondents’ misinterpretation of questions
or limited recall of past events. The 1994 Validation Study
sought to determine the limitations of SED data. Think-
aloud interviews were conducted with recent Ph.D.
recipients, who were asked to complete a second survey
form within a few months of their original survey sub-
mission. The question on sources of support caused the
most difficulty; few Ph.D.s responded exactly the same
as in the initial survey. Problems with this item were
confirmed by focus group discussions and comparisons
of SED results with raw dara obtained from organiza-
tions that fund the various types of support. The source
of support question was revised in the 1997-98 SED to
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request only the mechanism of support (e.g., research
assistantship, fellowship, loan) racher than the actual
source of funding (e.g., NSE NIH), which some stu-
dents do not know.

Interviewees were sometimes confused abourt the educa-
tional history section of the survey, thinking that
short-term attendance at a school or attendance not lead-
ing to a degree was not required. Others were unsure
about whether or not to include the time spent working
on the dissertation. Such inconsistencies have an impact
on time-to-doctorate computations. To address these
issues, several new questions on time to degree were

added to the 2001 SED.

Several interviewees also had difficulty responding to the
questions on postgraduation plans because, although they
currently had a job, they wanted to indicate that they
were still seeking a position that would satisfy their aspi-
rations. These comments led to discussions among
sponsors and other data users about the intent of the
postdoctoral questions and what information is most rel-
evant for policymaking.

Data Comparability

Because a prime use of SED dara is trend analysis,
tremendous efforts have been made to maintain continu-
ity of survey content. Only three new items have been
added since 1973: disability status, number of years as a
graduate student, and debt level at time of doctorate
receipt. However, occasional changes have been made to
the response categories for an item, sometimes affecting
the comparability of the data over time. For the items on
disability status and debt level, such changes occurred
frequently enough to make comparisons for che early years
unreliable.

The second modification to the 1997-98 questionnaire
affects the sources of support item. The response set was
overhauled to request information on only the mecha-
nism of support {e.g., research assistantship, fellowship,
loan) rather than mechanism and funder (e.g., NIH RA,
NSF RA, university fellowship, NSF fellowship, Ford
Foundation fellowship, Stafford loan, Perkins loan). As
noted under Measurement Error above, focus groups and
interviews revealed that students do not always know the
actual source of their support, particularly when the funder
is the federal government. The 1997-98 response set for
the item on sources of support also includes three new
categories: dissertation grant, internship/residency, and
personal savings.

NCES HANDBOOK OF SURVEY METHODS

This major change has broken the time series for the
sources of support item except for selected sources.
NORC mapped the pre-1998 response categories to the
new response set and then compared the 1997-98 distri-
bution of responses to earlier distributions back to 1990.
Significant shifts were observed in the proportions for
some categories—raising concerns about whether the new
code frame accurately captures the desired information
on sources of support {e.g., tuition remission), and also
suggesting the need for more cognitive work in this area.
Therefore, users should be cautious about making generali-
zations regarding the financing of doctoral education over
time.

Another comparability issue for SED involves changes
(generally additions) over the years to the survey’s Spe-
cialties List, which is used to code fields for degrees,
postdoctoral study, and employment. Because any spe-
cialties added to the list would have been coded into an
“other” category (e.g., other biological sciences) in previ-
ous surveys, users should be careful in their interpretation
of time-series field data at the most disaggregated level.
The historical changes in the Specialties List are docu-
mented in Science and Engineering Doctorates: 1960-91
(NSF 93-301), and the subsequent series, Science and
Engineering Doctorate Awards (NSF 00-304).

While both unit and item response rates in SED have
been relatively stable chrough the years, fluctuations can
affecc data comparability. This is especially important to
consider when analyzing dara by citizenship and race/
ethnicity, where very small fluctuations in response may
result in increases or decreases in counts that do not
reflect real trends. New procedures implemented in the
early 1990s had a significant positive impact on response
to these two items, as well as to the items on foreign
country of citizenship and postdoctoral location, making
the data from 1990 (o 1996 better in both quantity and
quality than data from the late 1980s. Item response for
citizenship and race/ethnicity have fallen to the level of
1990 and eatlier years, and item response for postdoctoral
location is lower than most years in the 1990s. However,
while response to country of citizenship among non-U.S.
citizens fell 3 percentage points in the first transition year
(the 1996-97 SED), it returned to pretransition levels in
the 1997-98 SED.

The reformat of the questionnaire in 1995-96, described
in earlier sections, resulted in substantial increases in
response to primary source of support, postdoctoral work
activity, and postdoctoral employment field. Users should
take these changes into account when analyzing trends.
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Comparisons with IPEDS. The IPEDS Completions
Survey also collects data on doctoral degrees, but the in-
formation is provided by institutions rather than by
doctorate recipients. The number of doctorates reported
in the IPEDS Completions Survey is slightly higher than
in SED. This difference is largely attributable to the in-
clusion in the IPEDS Completions Survey of nonresearch
doctorates, primarily in the fields of theology and educa-
tion. The differences in counts have been generally
consistent since 1960, with ratios of IPEDS-tw0-SED
counts ranging from 1.01 to 1.06. Because a respondent
to SED may not classify his’her specialty identically to
the way the institution reports the field in the IPEDS
Completions Survey, differences between the two
surveys in the number of doctorates for a given field may
be greater than the difference for all fields combined.

6. CONTACT INFORMATION

The National Science Foundation is the Systems Man-
ager of Record for the Survey of Earned Doctorates. The
micro-data can be used by institutions that enter into
Licensing Agreements with NSE. The persons to contact
concerning this are:

Susan Hill, Director
Doctorate Data Project
National Science Foundation

(703) 292-7790

Ron Fecso, Chief Statistician
Division of Science Resources Statistics
National Science Foundation

(703) 292-7769

For content information about SED, contact:

NCES/USED Contact:
Nancy Borkow
Phone: (202) 502-7311
E-mail: nancy.borkow@ed.gov

Mailing Address:
National Center for Education Statistics
1990 K Street NW
Washington, DC 20006-5651

NSF Contact:
Susan T. Hill
Phone: (703) 292-7790
E-mail: sthill@nsf.gov

Mailing Address:
Human Resources Statistics Program
Division of Science Resources Statistics, Room 965 S
National Science Foundation
4201 Wilson Boulevard
Arlington, VA 22230

NORC Contact:
Lance Selfa
Phone: (312) 759—4031

E-mail: selfa@norcmail.uchicago.edu

Mailing Address:
Doctorate Records Project
National Opinion Research Center (NORC)
55 East Monroe Street
Chicago, IL 60603

7. METHODOLOGY AND
EVALUATION REPORTS

General

National Science Foundation. Guide to NSF Science and
Engineering Resources Data, NSF 95-318, by Carolyn
F. Shettle. Arlington, VA: 1995. [Updated informa-
tion can be found at http://www.nsf.gov/sbe/srs/ssed/
sedmeth.htm.]

Survey Design

National Opinion Research Center. Report on Cognitive
Research for the 2000 SED Questionnaire Development
Task, by B. Dugoni, L. Lee, and A. Baldwin. Chi-
cago: 1999.

Policy Research Methods, Inc. Report on Cognitive Re-
search for the 2000 SED Questionnaire Development
Task. Arlington, VA: 1996.

Data Quality and Comparability

National Opinion Research Center. Evaluation Report
1998: Quality Profile for the 1997-1998 Survey of
Earned Doctorates. Chicago: 1999.

National Research Council. Evaluation Report 1996:
Quality Profile for the 1995-1996 Survey of Earned
Docrorates. Washington, DC: 1997.

National Research Council. Validation Study of the Sur-
vey of Earned Doctorates, by L. Ingram and P. Ries.
Washington, DC: 1994.
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Chapter 20: National Assessment of

Educational Progress (NAEP)

1. OVERVIEW

he National Assessment of Educational Progress (NAEP) is mandated by Con-
I gress to assess the educational accomplishments of U.S. students and monitor
changes in those accomplishments. As the only nationally representative and
continuing assessment of what America’s students know and can do in selected subject
areas, NAEP serves as the “Nation’s Report Card.” The main NAEP regularly assesses
the achievements of students in grades 4, 8, and 12 ar the national level. The staze NAEP
assessed at both grades 4 and 8 in ar least one subject in 1992, 1996, 1998, 2000, 2002,
and 2003. In 2003 and beyond, State NAEP is planning to assess in at least two sub-
jects, reading and machematics, every 2 years at grades 4 and 8. The trend NAEP tracks
national long-term trends in science, mathematics, and reading ac ages 9, 13, and 17. It
tracked writing proficiency trends ar grades 4, 8, and 11 through 1999, when critical
issues were identified with having so few writing prompts. The national assessments
were firsc implemented in 1969 and were conducted on an annual or biennial basis
through 1995, and annually since 1996. The state assessments have been administered
biennially since 1990.

In 1988, Congress established the National Assessment Governing Board (NAGB) to
provide policy guidance for the execution of NAEP. NAGB is composed of national and
local elected officials, chief state school officers, classroom teachers, local school board
members, leaders of the business community, and others. Specifically, it is charged by
Congress to select subject areas to be assessed; identify appropriate achievemenr goals
for each age group; develop assessment objectives; design the methodology of the
assessment; and produce guidelines and standards for national, regional, and state com-
parisons.

Purpose

To (1) monitor continuously the knowledge, skills, and performance of the nation’s
children and youth; and (2) provide objective dara about student performance at na-
tional, regional, and, since 1990, state levels.

Components

NAEP comprises three separate assessments: main national, main state, and trend. Each
of these assessments consists of four components: Elementary and Secondary School
Students Survey; School Characteristics and Policies Survey; Teacher Survey; and
Students with Disabilities or Limited English Proficiency (SD/LEP) Survey {for the
main NAEP) or Excluded Student Survey (for che trend NAEP). In 1985, the Young
Adult Literacy Study was also conducted nationally as part of NAEP, under a grant to
the Educational Testing Service and Response Analysis Corporation; this study assessed
the literacy skills of 21- to 25-year-olds. In addition, a High School Transcript Study is

BIENNIAL SURVEY
OF A SAMPLE OF
ELEMENTARY/
SECONDARY
STUDENTS

Three assessments:

» Main National
NAEP

» Main State NAEP
» Trend NAEP

Four component
surveys:
» Elementary and
Secondary School
Students Survey

» School
Characteristics
and Policies
Survey

» Teacher Survey

» SD/LEP Survey /
Excluded Student
Survey
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periodically conducted as a component of NAEP. (See
chapter 28.)

In 1996, 1998, and 2000, the national main and state
assessments included a special study of the effects of ac-
commodations on the performance of students with special
needs. A subsample of students with disabilities or lim-
ited English proficiency was given special accommoda-
tions (e.g., extended testing time) during the assessment.
A comparison subsample took the assessment under stan-
dard conditions. Both subsamples met the 1996 criteria
for inclusion of special needs students in NAEP.

National-level Assessments. The main national NAEP
and ¢rend NAEP are both designed to report information
for the nation and specific geographic regions of the coun-
try (Northeast, Southeast, Central, and West). However,
these two assessments use separate samples of students
from public and nonpublic schools: grade samples for
the main national NAEP (4%, 8%, 12% grades), and age/
grade samples for the trend NAEP (age 9/grade 4; age
13/grade 8; age 17/grade 11). The test inscruments for
the two assessments are based on different frameworks,
student and teacher background questionnaires vary, and
the resulcs for the two assessments are reported sepa-
rately. (See Elementary and Secondary School Students Survey
below for the subject areas assessed.)

The assessments in the main NAEP follow the curricu-
lum frameworks developed by NAGB and use the latest
advances in assessment methodology. The test instruments
are flexible so they can be adapted to changes in curricu-
lar and educational approaches. Recent assessment
inscruments for the main NAEP have been kept stable
for short periods of time, allowing short-term trends to
be reported from 1990 through 2003.

To reliably measure change over longer periods of time,
the trend NAEP must be used. For long-term trends, past
procedures must be precisely replicated with each new
assessment, and che survey instruments do not evolve
with changes in curricula or educational practices. The
instruments used today for the trend NAEP are identical
to those developed in the mid-1980s. The trend NAEP
allows measurement of trends from 1969 to the present.

State-level Assessments. The main state NAEP was imple-
mented in 1990 on a trial basis and has been conducted
biennially since that time. (The assessments from 1990
to 1994 are referred to as trial state assessments, or TSAs.)
Participation of the states was completely voluntary undil
2001. The reauthorization of the Elementary and Sec-

ondary Education Act, also referred to as the “No Child
Left Behind” legislation, requires states that receive Title
I funding to participate in state NAEP assessments in
reading and mathematics at grades 4 and 8 every 2 years.
State participation in other state NAEP subjects (i.e.,
science and writing} remains voluntary. Separate repre-
sentative samples of students are selected for each
jurisdiction to provide that jurisdiction with reliable state-
level data concerning the achievement of its students.
The state assessment included nonpublic schools only in
1994, 1996, and 1998. This practice ended because of
low participation rates. See below for the subject areas
assessed.

Elementary and Secondary School Students Survey.
The primary data collected by NAEP relate to student
performance and educational experience as reported by
students. Major assessment areas include: reading, writ-
ing, mathematics, science, civics, U.S. history, geography,
social studies, and the arts.

In 1988, the main national NAEP assessed student
performance in reading, writing, civics, and U.S.
history, and conducted small special-interest assessments
in geography and document literacy. In 1990, it assessed
mathematics, writing, and science; in 1992, reading,
mathematics, and writing; in 1994, reading, U.S. his-
tory, and world geography; and in 1996, science and
mathematics. A probe of student performance in the arts
at grade 8 was conducted in 1997. Reading, writing, and
civics were assessed in 1998. (Trend NAEP was assessed
in 1999.) In 2000, the main national NAEP assessed
mathematics and science and, for 4" graders only, read-
ing. In 2001, history and geography were assessed, and
in 2002, reading and writing. In 2003, the assessments
are in reading and mathematics for 4" and 8% graders.

The subjects assessed in zrend NAEP are mathematics,
science, reading, and until 1999, writing. The biennial
assessments from 1988 through 1996 covered all
subjects. The next trend assessment will be conducted in
2004 and cthen trend assessments are scheduled to be
administered every 4 years.

Representative main state-leve! data were collected for the
first time in the 1990 trial state assessment, when 8%-
grade students were assessed in mathematics. In 1992,
state-level data were collected in 4*-grade reading and
mathematics, and in 8%-grade mathematics. In 1994, 4*-
grade reading was assessed. In 1996, 4%-grade
mathematics and 8%-grade mathematics and science were

assessed. The 1998 NAEP collected state-level data in
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reading at grades 4 and 8, and writing at grade 8. The
2000 NAEP assessments covered mathematics and
science, the 2002 assessments covered reading and writ-
ing, and the 2003 assessments cover reading and
mathematics.

The student survey also asks questions about the student’s
background, as well as questions related to the subject
area and the student’s motivation in completing the
assessment. Student background questions gather infor-
mation about race/ethnicity, school attendance, academic
expectations, and factors believed to influence academic
performance, such as homework habits, the language
spoken in che home, and the quantity of reading materi-
als in the home. Some of these questions document
changes that occur over time, and remain unchanged over
assessment years.

Student subject-area questions gather three categories of
information: time spent studying the subject, instructional
experiences in the subject, and perceptions about the
subject. Because these questions are specific to each
subject area, they can probe in some detail the use of
specialized resources such as calculators in mathemarics
classes.

Students are also asked how often they have been asked
to write long answers to questions on tests or assign-
ments that involved (this subject). In earlier assessments,
students were also asked how many questions they thought
they answered correctly, how difficule they found the as-
sessment, how hard they tried on this test compared o
how hard they had tried on most other tests or assign-
ments they had taken thac year in school, and how
important it was to them to do well on this test. (In 2003,
NAEP dropped the motivation questions.)

School Characteristics and Policies Survey. This
survey collects supplemental data about school character-
istics and school policies that can be used analytically to
provide context for student performance issues. School
data include: enrollment, absenteeism, dropout rates,
curricula, testing practices, length of school day and year,
school administrative practices, school conditions and
facilities, size and composition of teaching staff, tracking
policies, schoolwide programs and problems, availability
of resources, policies for parental involvement, special
services, and community services.

Teacher Survey. This survey collects supplemental data
from teachers whose students are respondents to the
assessment surveys. Part I of the Teacher Questionnaire
covers background and general training, requesting

NCES HANDBOOK OF SURVEY METHODS

information on the teacher’s race/ethniciry, sex, age, years
of teaching experience, certification, degrees, major and
minor fields of study, coursework in education,
coursework in specific subject areas, amount of in-
service training, extent of control over instructional is-
sues, and availability of resources for the classroom. Part
IT of the Teacher Questionnaire covers training in the
subject area and classroom instructional pracrices,
specifically the teacher’s exposure to issues related to the
subject and the teaching of the subject, pre- and in-
service training, ability level of the students in the class,
length of homework assignments, use of particular
resources, and how students are assigned to particular
classes.

SD/LEP Survey. This survey is completed in the main
NAEP assessments by teachers of students selected to
participate in NAEP but classified as having disabilities
(SD) or classified as limited English proficient (LEP).
Information is collected on the background and charac-
teristics of each SD/LEP student and the reason for the
SD/LEP dlassification, as well as whether these students
receive accommodations in district or statewide tests.
For SD students, questions ask about the studend’s func-
tional grade levels and special education programs. For
LEP students, questions ask about the student’s native
language, time spent in special language programs, and
the level of English language proficiency. This survey is
used to determine whether the student should take the
NAEP assessment. If any doubc exists about a student’s
ability to participate in the assessment, the student is
included. Beginning with the 1996 assessments, NAEP
has allowed accommodations for both SD and LEP sw-
dents.

Excluded Student Survey. This survey is completed in
the trend NAEP for students who are sampled for the
assessment but excluded by the school. Following exclu-
sion criteria used in previous trend assessments, a school
can exclude students with limited English-speaking abil-
ity, students who are educable mentally retarded, and
students who are functionally disabled—if the school
judges that these students are unable to “participate mean-
ingfully” in the assessment. This survey is only completed
for those students who are actually excluded from the
assessment (whereas the SD/LEP Survey in the main
assessment is also completed for participating students
who are SD or LEP students—see above).

High School Transcript Study. Transcript studies have
been conducted in 1987, 1990, 1994, 1998, and 2000.

The studies collect information on current course offer-
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ings and course-taking patterns in the nation’s schools.
Transcript data can be used to show course-taking pat-
terns across years that may be associated with proficiency
in subjects assessed by NAEP. Transcripts are collected
from grade 12 students in selected schools from the NAEP
sample. (For more information, see chapter 28, Other

NCES Surveys and Studies.)

Special Studies. The 1998 assessment included three
subsamples thar used special procedures to study specific
aspects of writing and civics. The special studies samples
were drawn from the grade-only population. The three
special studies consisted of: (1) Writing — 50: a sample of
students in grades 8 and 12 who received 50-minute writ-
ing blocks in assessments sessions where no other writing
format was administered; (2) Writing — Classroom: a
sample of students in grades 4 and 8 who were assessed
based on written assignments the students had completed
as part of their regular school curriculum; and (3) Civics
— Special Trend: a sample of students in grades 4, 8, and
12 who were assessed using the booklets and testing
conditions used in the 1988 civics assessment.

Oral Reading Study Assessment. In 2002, NAEP con-
ducted a special study on oral reading. The NAEP 2002
Oral Reading Study looked at how well the nation’s 4%
graders can read aloud a grade-appropriate story. NAEP
assessed a random sample of 4®-grade students selected
for the NAEP 2002 reading and writing assessments. The
assessment provided information about a student’s flu-
ency in reading aloud and examined the relationship
between oral reading accuracy, rate (or speed), fluency,
and reading comprehension.

Technology-Based Assessment (TBA) Project. TBA was
designed with five components—three empirical studies
(Mathematics Online, Writing Online, and Problem Solv-
ing in Technology-Rich Environment), a conceptual paper
{Computerized Adaptive Testing), and an online school
and teacher questionnaire segment, which is already op-
erational. The primary goals of Mathematics Online
{MOL) are to understand how computer delivery affects
the measurement of NAEP math skills, to gain insights
into the operational and logistical mechanics of computer-
delivered assessments, and to evaluate the ability of 4*
and 8" graders to deal with mathematics assessments de-
livered on computer. At grade 8, an additional goal is to
investigate the technical feasibility of generating alter-
nate versions of multiple-choice and constructed-response
items using an “on-the-fly” (OTF) technology. MOL was
field tested in 2002. The Writing Online (WOL) study is
intended to help NAEP learn how computer delivery af-

fects the measurement of NAEP performance-based writ-
ing skills, to gain insights into the operational and logistical
mechanics of computer-delivered writing assessments,
and to evaluate the ability of 8" graders to deal with writ-
ing assessments delivered on computer. WOL was field
tested in 2002. The Problem Solving in Technology-Rich
Environment (TRE) study was designed to develop an
example set of modules to assess problem solving using
technology. These example modules will use the com-
puter to present multimedia tasks that cannot be delivered
through conventional paper-and-pencil assessments, but
which tap important emerging skills. TRE is being field
tested in 2003.

Periodicity

Annual from 1969 to 1979 and, again, beginning in 1996;
biennial in even-numbered years from 1980 1o 1998. A
probe of 8" graders in the arts area was conducted in
1997. State-level assessments, first initiated in 1990,
follow the same schedule as the national assessments. Prior
to 1990, NAEP was required to assess reading, math-
emarics, and writing at least once every 5 years. The
previous legislation required assessments in reading and
mathematics at least every 2 years, in science and writing
at least every 4 years, and in history or geography and
other subjects selected by the National Assessment Gov-
erning Board at least every 6 years. The No Child Left
Behind Act requires NAEP to conduct national and state
assessments at least once every 2 years in reading and
mathematics in grades 4 and 8. In addition, in the fu-
ture, NAEP will conduct a national assessment and may
conduct a state assessment in reading and machematics
in grade 12 every 4 years starting in 2005. Finally, to the
extent that time and money allow, NAEP will be con-
ducted in grades 4, 8, and 12 at regularly scheduled
intervals in additional subjects including writing, science,
history, geography, civics, economics, foreign languages,
and arts.

2. USES OF DATA

NAEP serves as the Nation’s Report Card. It is the only
ongoing, comparable, and representative assessment of
what American students know and can do in several sub-
ject areas. Policymakers are keenly interested in NAEP
results because they address national outcomes of educa-
tion, specifically the level of educational achievement. In
addition, state-level data, available for many states since
1990, allow both state-to-state comparisons and compari-
sons of individual states with the nation as a whole.
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During NAEP’s history, more than 200 reports across 12
subject areas have provided a wealth of information on
students’ academic performance, learning strategies, and
classroom experiences. Together with the performance
results, the basic descriptive information collected about
students, teachers, administrators, and communities can
be used to address the following educational policy issues:

» Instructional practices: What instructional methods are
being used?

» Students-at-risk: How many students appear to be at-risk
in terms of achievement, and what are their characteristics?
What gaps exist between at-risk categories of students and
others?

» Teacher workforce: What are the characteristics of teachers
of various subjects?

» Education reform: What policy changes are being made
by our nation’s schools?

However, users should be cautious in their interpretation
of NAEP results. While NAEP scales make it possible to
examine relationships between students’ performance and
various background factors, the relationship that exists be-
tween achievement and another variable does not reveal its
underlying cause, which may be influenced by a number of
other variables. NAEP results are most useful when they
are considered in combination with other knowledge
about the student population and the educational system,
such as trends in instruction, changes in the school-age
population, and societal demands and expectations.

NAEP materials such as frameworks and released
questions also have many uses in the educational
community. Frameworks present and explain what
experts in a particular subject area consider important.
Several states have used NAEP frameworks to revise their
curricula. After most assessments, NCES releases nearly
one-third of the questions to the incerested public.
Released constructed-response questions and their
corresponding scoring guides have served as models of
innovative assessment practices in the classroom.

3. KEY CONCEPTS

The achievement levels for NAEP assessments are
defined below. For subject-specific definitions of achieve-
ment levels and additional terms, refer to NAEP Technical
Reports, Report Card reports, and other publications.

Achievement Levels. Starting with the 1990 NAEP, the
NAGB developed achievement levels for each subject at
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each grade level to measure how well students’ actual
achievement matches the achievement desired of them.
The three levels are:

Basic. Partial mastery of prerequisite knowledge and skills
that are fundamental for proficient work at each grade.

Proficient. Solid academic performance for each grade
assessed. Students reaching this level have demonstrated
competency over challenging subject matter, including
subject-matter knowledge, application of such knowledge
to real-world situations, and analytical skills appropriate
to the subject matter.

Advanced. Superior performance. This level is only
artained by a very small percentage of students (3-6 per-
cent) at any of the three grade levels assessed.

4. SURVEY DESIGN

Target Population

Students enrolled in public and nonpublic schools in the
50 states and the District of Columbia, who are deemed
assessable by their school and classified in defined grade/
age groups—grades 4, 8, and 12 for the main national
assessments, and ages 9, 13, and 17 for the trend assess-
ments in science, mathematics, and reading. Grades 4
and/or 8 are usually assessed in the szaze NAEP; the num-
ber of grades has varied in the past, depending on
availability of funding (although testing for 4* and 8%
graders in reading and mathematics every 2 years is now
required for states that receive Title I funds). Only public
schools were included in the state NAEP prior o 1994
and after 1998.

Sample Design

The sample for each NAEP assessment is selected using
a complex multistage clustered design involving the sam-
pling of students from selected schools within selected
geographic areas, called primary sampling units (PSUs),
across the United States. The sample designs for NAEP
assessments have been similar since the mid-1980s. In
1983, student samples were expanded to include both
age- and grade-representative populations. Since 1988,
the samples have been drawn from the universe of 4%,
8*, and 12* graders for the Elementary and Secondary
School Students Survey; from the teachers of those stu-
dents for the Teacher Survey; and from the school
administrators at those elementary and secondary schools
for the School Characteristics and Policies Survey. In
1996, SD/LEP students were oversampled for a special
study of SD/LEP inclusion; hence, exclusion rules and
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availability of accommodations were different than in
previous studies. The national-level sample for each NAEP
assessment conrains approximately 7,000 to 10,000 sw-
dents for each grade assessed—or 0.42 percent of the
national student population for each grade.

NAEP’s multistage sampling process involves the follow-
ing steps:

(1) Selection of PSUs

(2) Selection of schools (public and nonpublic) within the
selected PSUs

(3) Assignment of session types to schools

(4) Selection of students for session types within the selected
schools

In 1996, the special study of SD/LEP inclusion required
an additional step for the main assessments: the assign-
ment of “sample types” to schools based on specific
criteria for excluding students with limited English profi-
ciency or severe disability, and che provision or
nonprovision of accommodarions. Results from this study
indicared thar revising the criteria for including students
had little impact on the numbers of students included.
Because of the lack of impact, the revised criteria for
including students will be used in future assessments.
Provision of accommodations was found to have a lim-
ited impact on performance results. NAEP made a full
transition to providing allowable accommodations to all
students who need them in 2002.

Selection of PSUs. In the first stage of sampling, the
United States (the 50 states and the District of Colum-
bia) is divided into geographic PSUs. The PSUs are
classified into four regions (Northeast, Southeast,
Central, and West), each containing about one-fourth of
the U.S. population. In each region, PSUs are addition-
ally classified as metropolitan or nonmetropolitan,
resulting in eight subuniverses of PSUs.

For the 1998 main assessment, 94 PSUs were selected;
22 of these PSUs were designated as certainty units
because of their size. Within each major stratum
(subuniverse), further stratification was achieved by or-
dering the noncertainty PSUs according to several
additional sociceconomic characteristics {e.g., median
household income, educational level of residents over 25
years of age, demographic characteristics). One PSU was
selected from each of the 72 noncertainty strata, with
probability proportional to size (total population from
the 1990 census). To enlarge the samples of Black and
Hispanic students, thereby enhancing the reliability of

estimates for these groups, PSUs from the high-minority
strara were sampled at twice the rate of PSUs from the
other strata. This was achieved by creating smaller strata
with high-minority subuniverses.

There were no long-term wend NAEP samples in 1998;
however, in 1996, when 94 PSUs were selected for the
main assessment, 52 PSUs were selected for the long-
term trend samples. Of these 52 trend PSUs, 10 selected
with certainty because of their size, 6 were selected from
the 12 remaining main sample certainty PSUs, and 36
were selected from the 72 noncertainty strata indepen-
dently of the main sample selection.

Selection of schools. In the second stage of sampling,
public schools {including Bureau of Indian Affairs—
BIA—schools and Department of Defense Education
Activity—DODEA—schools) and nonpublic schools (in-
cluding Catholic schools) within each of the selected PSUs
are listed according to the grades associated with the three
age classes: age class 9 refers to age 9 or grade 4 in the
trend NAEP or grade 4 in the main NAEP; age class 13
refers to age 13 or grade 8 in the trend NAEP or grade 8
in the main NAEP; age class 17 refers to age 17 or grade
11 in the trend NAEP or grade 12 in the main NAEP.

The school lists are obtained from two sources. Regular
public, BIA, and DODEA schools are obtained from the
school list maintained by Quality Education Data, Inc.
(QED). Catholic and other nonpublic schools are
obrained from the NCES Private School Survey. (See
chapter 3.) To ensure that the state samples provide an
accurate representation, public schools are stratified by
urbanization, minority enrollment, and median house-
hold income. Nonpublic schools are stratified by type of
conrrol (e.g., parochial, private), urban status, and en-
rollment per grade. Once the stratification is completed,
the schools within each PSU are assigned a probability of
selection that is proportional to the number of students
per grade in each school.

An independent sample of schools is selected separately
for each age/grade so thar some schools are selected for
assessment of two age/grades and a few are selected for
all three. Schools within each PSU are selected (without
replacement) with probabilities proportional to assigned
measures of size. Nonpublic schools and schools with
high minority enrollment are oversampled.

The manner of sampling schools for the long-term trend
assessments is very similar to that used for the main as-
sessments. The primary difference is that nonpublic
schools and schools with high minority enrollment are
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not oversampled. Schools are not selected for both main
and long-term trend assessments at the same age/grade.

Assigning sample type to schools. As noted earlier, schools
in the 1996 main assessments were assigned a “sample
type” based on specific criteria for excluding students,
with the goal of determining the effect of different exclu-
sion criteria in NAEP assessments. Historically, a small
proportion (less than 10 percent) of the sampled students
have been excluded from NAEP assessments because they
are SD/LEP students whom their local schools determined
could not take the assessments. In recent years, increased
attention has been given to including as many of these
students as possible in NAEP assessments.

Three different sample types were assigned to the schools
selected for the 1996 main assessment. For sample type
1 schools, the exclusion criteria for the main samples
were identical to those used in 1990 and 1992. Sample
type 2 schools used new inclusion criteria for SD and
LEP swdents. In sample type 3 schools, the new inclu-
sion criteria were used and, in addition, accommodations
were offered to SD and LEP students. The specific crite-
ria and availability of accommodations varied among the
schools. The most frequently provided accommodations
were small group administration, extended time (untimed
testing), and, in mathematics, bilingual assessment book-
lets. Sample type was assigned separately for each grade.

In the 1998 national main and state reading assessments,
sample types 2 and 3 were assigned to schools. The writ-
ing and civics assessments were administered to sample

type 3 schools only.
Assignment of session types to schools. In the third

stage of sampling, assessment sessions are assigned to
the selected schools found to be in-scope, with three aims
in mind. The first is to distribute students to the differ-
ent session types (e.g., assessment in a particular academic
subject or pilot test of new items) across the whole sample
for each age class so that the target numbers of assessed
students will be achieved. The second is to maximize the
number of different session types that are administered
within a given selected school without violating mini-
mum session sizes. The third is to give each student an
equal chance of being selected for a given session type
regardless of the number of sessions conducted in the
school. Beginning in 2002, for the main assessment, ses-
sion types were no longer assigned to schools; rather,
sessions all had a common session design so that mul-
tiple subjects can be spiraled across students.

NCES HANDBOOK OF SURVEY METHODS

Selection of students. The fourth stage of sampling in-
volves random selection of national samples representing
the entire population of U.S. students in grades 4, 8, and
12 for cthe main assessment and the entire population of
students ar ages 9, 13, and 17 for the long-term trend
assessment (grades 4, 8, and 11 for the writing assess-
ment). The selection process differs slightly based on
whether the sample of students is needed for the main
national assessment, the long-term trend assessment, or
the main state assessment. A small number of students
selected for participation are excluded because of limited

English proficiency or severe disability.

To facilitate the sampling of students, a consolidated list
is prepared for each school of all grade-eligible and
age-eligible students (long-term trend assessments) or all
grade-eligible students (main assessments) for the age class
for which the school is selected. A systematic selection of
eligible students is made from this list—unless all
students are to be assessed—to provide the target sample
size.

For example, to oversample Black and Hispanic students
from public schools with low minority enrollment, as was
done in 1998, after the initial sample was selected, the
nonselected Black and Hispanic students were identified
and listed. If the number of nonselected students was less
than the number of selected students, then all nonselected
Black and Hispanic students were assessed. Otherwise,
Black and Hispanic students were sampled so that their
overall within-school probability of selection was twice
the rate of other students. Likewise in 1998, in each
school where oversampling of SD/LEP students was to
occur, the initial desired sample of students was drawn
for each session assigned from the full list of eligible
students. Among those students not selected for either of
the two prior sampling operations for that school, the
SD/LEP students were identified. A sample from among
these was drawn, using a sampling rate that would achieve
the double sampling rate required overall.

For schools assigned more than a single session type,
which is the vast majority of schools, students are as-
signed to one of the various session types using specified
procedures.

For each age class (separately for long-term trend and
main samples), maxima are established as to the number
of students who are to be selected for a given school. In
those schools that, according to information on the sam-
pling frame, have fewer eligible students than the
established maxima, each eligible student enrolled at the
school is selected in the sample for one of the sessions

193

v HESTCOPY AVAILABLE



Q

ERIC

Aruitoxt provided by Eic:

NAEP

NCES HANDBOOK OF SURVEY METHODS

assigned to the school. In other schools, a sample of stu-
dents is drawn and students are assigned to sessions as
appropriate. No student is assigned to more than one
session. The maximum sample sizes are established in
terms of the number of grade-eligible students (by sample
type in 1996) for the main samples, and in terms of the
number of scudents in each age class for the trend samples.

The classroom-based writing study involved the random
selection of one English/language arts classroom from
each 4*- and 8*-grade school in which a- writing assess-
ment was to be conducted. At the same time, the students
in that classroom were listed on a writing study linkage
form so thar the classroom students who also took the
national writing assessment could be identified. The
classroom’s English/language arts teacher was asked to
work with the students and have them select two examples
of their best classroom writing. The students were asked
to answer a few questions about each selection. The teach-
ers completed an interview with the supervisor who
collected the writing materials after the assessment.

Excluded studenss. Some students are excluded from the
student sample because they are deemed unassessable by
school authorities. The exclusion criteria for the main
samples differ somewhat from those used for the long-
term trend samples. In order to identify students that
should be excluded from the main assessments, school
staff members are asked to identify those SD or LEP
students who do not meet the NAEP inclusion criteria.
School personnel are asked to complete an SD/LEP ques-
tionnaire for all SD and LEP students selected into the
NAEP sample, whether they participate in the assess-
ment or not. For the long-term zrend assessments,
excluded students are identified for each age class, and
an Excluded Student Survey is completed for each ex-
cluded student.

For the special study of SD/LEP inclusion in the 1996
main assessment, oversampling procedures were applied
to SD/LEP students at all chree grades in sample types 2

and 3 for mathematics and in sample type 3 for science.

Main national and state NAEP sample sizes. Not all
subject areas are assessed in every assessment year. In
1998, the main national NAEP assessed students in read-
ing, writing, and civics at all three grades. The main state
NAEP in 1998 assessed students in writing at grade 8
and in reading ar grades 4 and 8. The total target sample
size for the 1998 state assessments was 396,000 (132,000
for each grade and subject). The sample included stu-
dents from an average of 225 schools per state. For the
main national NAEP, the total target sample size was

—ill

132,000 students from 2,000 schools nationwide. Sample
sizes by grade ranged from 8,000 to 13,000 in reading;
from 20,000 to 26,000 in writing; and from 6,000 to
8,000 in civics. A separate civics trend sample included
2,000 students from each grade.

In comparison, the 1996 main national assessment, which
tested mathematics and science at all three grade levels,
required fewer than 100,000 students from about 1,800
schools. The state-level assessment, which tested only two
grade levels, required a rotal sample of about 350,000
students from nearly 10,000 schools because of the num-
ber of states that participated.

Long-term trend NAEP sample sizes. The long-term trend
assessment tested the same four subjects across years
through 1999, using relatively small national samples.
Samples of students were selected by age (9, 13, and 17)
for mathematics, science, and reading, and by grade (4,
8, and 11) for writing. Students within schools were ran-
domly assigned to either mathematics/science or reading/
writing assessment sessions subsequent to their selection
for participation in the assessments. The next long-term
trend assessment will be administered in 2004, and then
every 4 years thereafter (but not in the same years as the
main assessments) in reading and mathemartics.

Assessment Design

Since 1988, the NAGB has selected the subjects for the
main NAEP assessments. NAGB also oversees creation
of the frameworks that underlie the assessments and the
specifications that guide the development of the assess-
ment instruments.

Development of framework and questions. NAGB uses
an organizing framework for each subject to specify the
content that will be assessed. This framework is the blue-
print that guides the development of the assessment
inscrument. The framework for each subject area is de-
termined through a consensus process involving teachers,
curriculum specialists, subject-matter specialists, school
administrators, parents, and members of the general public.

Unlike earlier multiple-choice instruments, current
inscruments dedicate a majority of testing time to
constructed-response questions that require students to
compose written answers. Constructed-response questions
provide a separate means of assessing ability, tapping recall
not recognition.

The questions and tasks in an assessment are based on
the subject-specific frameworks. They are developed by

teachers, subject-matter specialists, and testing experts,
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under the direction of NCES and its contractors. For
each subject-area assessment, a national committee of
experts provides guidance and reviews the questions to
ensure that they meet the framework specifications. For
each state-level assessment, state curriculum and testing
directors review the questions that will be included in the
NAEP state component.

Matrix sampling. Several hundred questions are typi-
cally needed to reliably test the many specifications of
the complex frameworks that guide NAEP assessments.
However, administering the entire collection of cogni-
tive questions to each student would be far too time
consuming to be practical. Matrix sampling allows the
assessment of an entire subject area within a reasonable
amount of testing time (e.g., 50 minutes to an hour and
a half). By this method, different portions from the en-
tire pool of cognitive questions are printed in separate
booklets and administered to different but equivalent
samples of students. About 2,600 students respond to
each block of items.

The type of matrix sampling used by NAEP is called
focused, balanced incomplete block (BIB) spiraling. The
NAEP BIB design varies according to subject area.

Data Collection and Processing

Since 1983, NCES has conducted NAEP through a
series of contracts, grants, and cooperative agreements
with the Educational Testing Service (ETS) and other
contractors. ETS is directly responsible for developing
the assessment instruments, analyzing the data, and re-
porting the results. Westar selects the school and student
samples, trains assessment administrators, and manages
field operations (including assessment administration and
data collection activities). NCS Pearson is responsible
for printing and distributing the assessment materials and
for scanning and scoring students’ responses.

Reference dates. Data for the main national NAEP and
main state NAEP are collected at overlapping times
during winter. Dara for the long-term trend NAEP are
collected during fall for age 13/grade 8; during winter of
the same school year for age 9/grade 4; and during spring
for age 17/grade 11.

Data collection. Until 2002, NCES relied heavily on
school administrators for the conduct of main state NAEP
assessments. Beginning with the 2002 assessments, NAEP
contract scaff conduct all NAEP assessment sessions.
Obraining the cooperation of the selected schools requires
substantial time and energy, involving a series of mail-
ings that includes letters to the chief state school officers

NCES HANDBOOK OF SURVEY METHODS

and district superintendents to notify the sampled schools
of their selection; additional mailings of informational
materials; and introductory in-person meetings where pro-
cedures are explained.

The questionnaires for the School Characteristics and
Policies Survey, the Teacher Survey, and the SD/LEP
Survey are sent to the schools ahead of the assessment
date so thar they can be collected when the assessment is
administered. Questionnaires not ready at this time are
retrieved later, either through a return visic by NAEP
personnel or through cthe mail.

NCS Pearson produces the materials needed for NAEP
assessments. NCS Pearson prints identifying bar codes
and numbers for the booklets and questionnaires, preas-
signs the booklets to testing sessions, and prints the booklet
numbers on the administration schedule. These activi-
ties improve the accuracy of data collection and assist
with the spiraled distribution process.

Assessment exercises are administered either to individu-
als or to small groups of students by specially trained
field personnel. For all three ages in the long-term trend
NAEP, the science and mathematics questions were ad-
ministered using a paced audiotape. Beginning in 2004,
the long-term trend assessments will be administered
through test booklets read by the students.

For the long-term trend assessments, Westat hires and
trains approximately 85 field staff to collect che data. Start-
ing with the 2002 main national and state assessments,
Westat has employed and trained about 3,000 field scaff
to carry out the assessments.

Westat ensures quality control across states by monitor-
ing 25 percent of the sessions. Security of assessment
materials and uniformity of administration are high pri-
orities. (To date, there have been no reports from quality
control monitors of serious breaches in procedures or
major problems that could jeopardize che validity of the
assessment.) After each session, Westat staff interview
the assessment administrators to receive their comments
and recommendations. As a final quality control step, a
debriefing meeting is held with the state supervisors to
receive feedback that will help improve procedures, docu-
mentation, and training for future assessments.

Data processing. NCS Pearson handles all receipt con-
trol, data preparation and processing, scanning, and
scoring activities for NAEP. Using an optical scanning
machine, NCS Pearson staff scan the multiple-choice
selections, the handwritten student responses, and other
daca provided by students, teachers, and administracors.
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An intelligent data entry system is used for resolution of
the scanned dara, the entry of documents rejected by the
scanning machine, and the entry of information from the
questionnaires. An image-based scoring system introduced
in 1994 virtually eliminates paper handling during the
scoring process. This system also permits online moni-
toring of scoring reliability and creation of recalibration
sets.

ETS and NCS Pearson develop focused, explicit scoring
guides with defined criteria that match the criteria em-
phasized in the assessment frameworks. The scoring guides
are reviewed by subject area and measurement special-
ists, the Instrument Development Committees, NCES,
and NAGB to ensure consistency with both question word-
ing and assessment framework criteria. Training materials
for scorers include examples of student responses from
the actual assessment for each performance level speci-
fied in the guides. These exemplars help scorers interpret
the scoring guides consistently, thereby ensuring the
accurate and reliable scoring of diverse responses.

The image scoring system allows scorers to assess and
score student responses online. This is accomplished by
first scanning the student response booklets, digitizing
the constructed responses, and storing the images for
presentation on a large computer monitor. The range of
possible scores for an item also appears on the display;
scorers click on the appropriate button for quick and
accurate scoring. The image scoring system facilitates
the training and scoring process by electronically distrib-
uting responses to the appropriate scorers and by allowing
ETS and NCS Pearson staff to monitor scorer activities
consistendy, identify problems as they occur, and imple-
ment solutions expeditiously. The system also allows the
creation of calibration sets that can be used to prevent
drift in the scores as-
signed to questions.
This is especially useful

when scoring large num-

ished, thereby improving the validity and reliability of

scorer judgments.

The reliability of scoring is monitored during the coding
process through (1) backreading, where table leaders
review about 10 percent of each scorer’s work to confirm
a consistent application of scoring criteria across a large
number of responses and across time; (2) daily calibra-
tion exercises to reinforce the scoring criteria after breaks
of more than 15 minutes; and (3) a second scoring of 25
percent of the items appearing only in the main national
assessment and 6 percent of the items appearing in both
the main national and state assessments, and a compari-
son of the two scores to give a measure of interscorer
reliability. To monitor agreement across years, a random
sample of 20-25 percent of responses from previous
assessments (for identical items) is systematically
interspersed among current responses for rescoring. If
necessary, current assessment results are adjusted to
account for any differences.

To test scoring reliability, constructed-response item score
statistics are calculated for the portion of responses that
are scored twice. Cohen’s Kappa is the reliability
estimate used for dichotomized items and the intraclass
correlation coefficient is used as the index of reliability
for nondichotomized items. Scores are also constructed
for items thart are rescored in a later assessment. For
example, some reading, writing, and civics items from
1994 were rescored in 1998. See the table below.

Editing. The first phase of data editing takes place
during the keying or scanning of the survey instruments.
Machine edits verify that each sheet of each document is
present and that each field has an appropriate value. The
edit program checks each booklet number against the

Table 9. Sample score ranges and percent agreements for constructed-response reading
items that were scored twice

bers of responses to a

Dichotomously scored items

Polytomously scored items

uestion (e more Cohen Percent Intraclass Percent
1 & Kappa agreement correlation agreement
than 30,000 responses - - —

. . 1998 national main assessment reading items
per question in the
main state NAEP). In 4™ grade. 0.705-0.970 87-98 0.821-0.957 78-91
addition, the image 8t grade 0.665-0.996 84-100 0.761-0.977 64-98
) ’ & 12% grad