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Abstract

Writing assessment has been introduced into more and more large-scale, high stake
tests in the past several years. To ensure that the fairness issue will not be challenged, it is of
critical importance that testing programs make sure that essay items given to examinees are
equivalent in difficulties. Currently, most practitioners adopt average essay scores, based on
pretest data, to index essay difficulties. For paper-pencil tests, this may not appear to be
problematic because few essay items are needed while large pretest samples are avaiiable to
ensure the accuracy and stability of the index. For CBT administration, however, a large
supply of essay items is required to support test delivery on a daily basis. Under such
circumstance, mean essay score is no longer an adequate index to label essay difficulty
because the examinee sample size per item is small when many new essay items need to be
pre-tested at the same time. In addition, if new essay items are pre-tested during different
periods, examinee ability distributions may differ substantially. As a result, mean essay
scores cannot be as stable and accurate as needed. The purpose of this study was to evaluate
the stability and accuracy of a logistic regression based essay difficulty index. Preliminary
results from the simulation study and real data analysis suggested that this index exhibited
three desired statistical properties. First, the index was sensitive to the change of essay
difficulty. Further, the index could be easily computed through logistic regression analysis
based on a relatively small sample size. Finally, the index was reasonably stable across
different examinee ability distributions. However, the degree of stability was not as good as
expected, particularly when examinees’ ability distributions differed remarkably from the
normal condition. Therefore, further modification on the difficulty index and analyses need

to be done before recommending for practical use.
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Introduction

In the last decade, the use of polytomous essay items has been growing dramatically
in order to measure examinees’ underlying abilities more accurately. For CBT and some
frequently administered tests, it is of critical importance that testing programs make sure that
the essay items given to examinees are equivalent in difficulties so that fairness issue will not
be challenged. Currently, most practitioners adopt average essay scores, based on pretest
data, to index essay difficulties. For traditional paper-pencil tests, few essay items are
needed because normally only a limited number of forms are administered in a year.
Therefore, using mean essay score as a difficulty index may not appear to be so problematic
as long as large typical examinee samples are available to ensure the accuracy and stability of
the mean essay score. However, for some of the large-scale CBT testing programs offering
tests on a daily basis, large numbers of essay items are required for test security reason.
Under such circumstance, a mean essay score is no longer an adequate index to label essay
difficulty due to two main reasons. First, when many more new essay items need to be pre-
tested at the same time, the examinee sample size per item becomes much smaller. Secondly,
new essay items are pre-tested during different time periods of test administrations, across
which examinee ability distributions may differ substantially. As a result, mean essay scores
cannot be as stable and accurate as needed for the purposes of item banking and item
monitoring in test development.

One way to resolve this problem is to apply IRT based models to parameterize essay
difficulties. IRT suggests that item difficulty parameter estimates are relatively stable across
different examinee ability distributions. In other words, IRT based model parameters are
relatively sample independent while the mean item scores are sample dependent. Thus, an
IRT method provides test developers more confidence to assemble multiple test forms with
equivalent overall difficulties. However, IRT based model parameter estimation is also
constrained by sample size requirement. In addition, as a result of parameter scaling, IRT
difficulty parameter estimates from different calibrations are not comparable unless an
adequate equating is performed.

Logistic regression (Hosmer & Lemeshow, 1989) is another attractive procedure to

parameterize essay difficulties. One clear advantage of logistic regression is that it is close to



ETS )iiuems,

IRT models in form, but not limited by sample size and model-data fit as required in the IRT
method (French & Miller, 1996; Breland, Muraki, Lee, Najarian & Beyer, 2000). A study
by Breland et al. indicated that logistic regression methodology functioned well and was easy
to use.

The purpose of the current study was to conduct a preliminary investigation on a
logistic regression based polytomous essay difficulty index, initially developed by Breland
and his colleagues in 2000, through a set of more realistic simulation conditions. The focus
this study was on the evaluation of the stability and accuracy of the proposed difficulty index

across different examinee ability distributions and sample sizes.

Computation of Polytomous Difficulty Index

A logistic regression equation for a dichotomous item can be expressed as,

(U,;&;(x)

(V8 j(x) 1
1+ e 08 (1)

PWU,|x)=

where U; represents measured dichotomous score (0 or 1) of item j, x is an independent

variable related to score U, and function gj (x) is called a logit, which can be defined as,
gj(x)=aj+ﬂjx )

where g; is the intercept, £; is the slope parameter associated with independent variable x.
The dichotomous model shown in Equation 1 can be extended to polytomous essay
items by dichotomizing the polytomous score categories. Agresti (1990) recommended three
different ways to dichotomize polytomous score categories: continuation ratio logits,
cumulative logits, and adjacent categories. The cumulative logits model was applied in this
study. The cumulative logits model follows a stepwise dichotomization procedure. It re-

categorizes a polytomously scored item with K score categories into K-/ sets of dichotomous
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scores. The lowest (or the highest) possible value of the essay score is designated as the
reference score category. The probability of obtaining the reference score category is first
compared with the probability of obtaining other score categories and then the probability of
obtaining each score category is compared with the probability of obtaining all of the
categories with higher (or lower) numeric codes than the present score category. Table 1

gives an example for dichotomizing a polytomous essay item with eleven score categories.

Insert Table 1 about here

As shown in Table 1, the score 1.0 category is compared to all other score categories
in the first regression analysis; then the score 1.0 and the score 1.5 categories combined is
compared to all other score categories, ... and so on.

The cumulative logits model can be formally expressed as,

Zk: P. ()

L,=Inf"—— k=1,..,K-1 (3)
Z P, (x)

n=k+1
where Lj stands for a logit in terms of log-odds for the K" dichotomized regression for
polytomous item j. As shown above, no data are lost in the cumulative logits coding

scheme: the response probabilities are moved from the denominator to the numerator as

successive stages of regression. For the & regression, Equation 2 can be rewritten as,
gu(x)=0, +Bx - (4)

where the fitted curves are assumed to be parallel for all K-/ dichotomized regression

equations. That is, B remains constant. Equation 4 can be further rewritten as,

BEST COPY AVAILABLE
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gi (x)=ﬁ,<x+ﬂ—f’f)=ﬂ,<x—¢,k) (5)

Since g4 in Equation 5 is analogous to the location parameter in IRT for the K" regression
equation, Breland proposed that the mean of the gj over all K-1 equations be used as an

overall difficulty index for polytomous essay item j (Breland ez. al., 2000). The difficulty

index &; is given as,

S 1 K-~1
= . 6
3 K_lgf,k ®)

Simulation Design and Real Data Analysis

A simulation study was conducted to investigate the stability and accuracy of the
proposed difficulty index /;‘_ A total of 20 essay items from a large-scale international

admission test were selected for the study. Each essay item has 11 score categories, graded as
1.0, 1.5, ..., 5.5, 6.0. Table 2 displays the corresponding slope, location, and categorical
parameter estimates for each of the 20 items. These estimates were calibrated by using
PARSCALE (Muraki, 1999). The calibration was based on the generalized partial credit

model and a set of real essay writing data.

Insert Table 2 about here

The simulation conditions included in the study intended to mimic the writing section
of the admission test. The first factor to be considered in examining the stability of the essay
difficulty index was examinee sample size. Three different sample sizes were applied in this
study: 500, 800, and 1,000 to represent small, medium, and large sample sizes in essay

writing.

9 6 BEST COPY AVAILABLE
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The second factor was the examinee writing ability distribution. Three different
ability distributions, 6,, were applied: standard normal, negatively skewed, and positively
skewed. Considering the fact that a non-normal distribution in psychological data was
typically found to have a skew index of less than 0.8 and a kurtosis between 0.6 (Pearson &
Please, 1975; Fleishman, 1978), coupled with what was observed in the real data of the large-
scale admission test, the skewed distributions in this study were simulated with the skew
index of 0.6 and —0.9 for the positively and negatively skewed distributions, respectively, and
the kurtosis indices were between .01 and —0.5. Figures 1 presents three sample ability

distributions based on three sets of simulated data.

[nsert Figure | about here

Each simulee’s essay score was generated using the generalized partial credit model,

which can be written as,

exply. 1.7a,6,-b,+d,, )]
f:'k(gm')= K = X 5 k=0,1,...,]<j (7)
> exp[zwl.?a,(a,, ~b,+d,, )]

k=0

where Pj (6,;) is the probability for simulee i with writing ability 8, to obtain a score of &

for item j; a; and b; are the slope and location parameters of item j;, d;’s are a set of

categorical parameters of item j, with associated constraints djp = 0 and Z ’ Ia' v, =0
v;= '

(Muraki, 1992); and K] represents the maximum possible score categories of item ;.
The process of generating score on essay j for simulee i with writing ability 6,; began
with computing the categorical probabilities, Py’s (k= 0, 1, ..., K}), based on Equation 7.

Then, the cumulative probabilities were obtained at each score level, as follows,

) k
Po=>, Py, k=01, K, (8)
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For each simulee, the final essay score was assigned by comparing a uniform random
number between 0 and 1 to the cumulative probabilities. If the random number was smaller
than P’jp, then the simulee was given a score of 0, which corresponded to the minimum
possible essay score of 1.0. Otherwise, if the randomly generated number was equal to or
larger than P’ but smaller than P’;+j), then a score of k + 1 was assigned. |

Further, the simulee’s corresponding ability on the vocabulary section in the same
test, 6,, which was used as the independent variable x in Equation 4 for the logistic

regression analysis, was derived from,

vi

6,=p0_ +\1-p°0, )

where p was the correlation between 6,; and 6,;, which was fixed at 0.34 (based on real data
analysis) in the study. &,/ was the simulee’s initial vocabulary ability randomly generated

from the same distribution as 6.

In summary, the performance of the proposed difficulty index was evaluated under
nine different simulation conditions (3 ability distributions x 3 sample sizes). Each condition
was replicated 100 times.

Further, the operational data for 10 essay items from the writing section in the
admission test were selected to assess the performance of the difficulty index. When
selecting these essay items, priority was given to the consideration that these items must
represent different writing tasks in the actual writing assessment. Also, each essay item
should be responded by a reasonably large number of examinees. Finally, the selected essay
items must vary in difficulty levels in terms of the mean essay scores calculated from real
operational data. In order to compute the difficulty index for an essay item as defined in
Equations 4 through 7, the examinees’ estimated verbal ability on the same test were used as
the independent variable in the logistic regression analyses. The correlation between the
verbal ability and the writing score in the observed data was found to be 0.57.

The SAS LOGISTIC procedure was used to obtain the estimates for the slope
parameter and the intercept parameters for the logistic regression model. The logistic

regression package also provides the minus twice log likelihood, abbreviated as —2LL, which
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can be used to evaluate the goodness-of-fit for the logistic regression model. Log likelihood
is negative, whereas -2LL is positive. Large values of —2LL indicate poor predication of the
dependent variable. The SAS PROC LOGISTIC output contains the —2LL statistic for the
model with no independent variables (i.e., intercept only) in the equation and the —2LL
statistics for the full model that has both intercept and the independent variable(s). The
absolute difference between the two —2LLs is a y’random variable with a known distribution.
If » is statistically significant, we may conclude that the inclusion of the independent
variables has significantly improved the goodness-of-fit for the logistic regression model
(Homes & Lemeshow, 1989; Menard, 2002).

It is possible that the model-data fit is statistically significant, especially for large
sample, but the relationship between the dependent variable and the independent variable(s)
could be insubstantial. Therefore, it is necessary to further investigate the association
between the independent variable(s) and the dependent variable in the logistic regression
model. The likelihood ratio test statistic, or R’;, can be used for this purpose (Menard, 2000,
also see Agresti, 1990; Homes & Lemeshow, 1989). R’ is a measure of the proportional
reduction in the —2LL when comparing the full model with the predictors and the model

without. A large R’;indicates a substantial improvement of model-data fit.

Results

The mean model-data fit statistics for the simulated items under each ability
distribution condition, with sample size 1000, are reported in Table 3. Similar patterns were

observed under the other two sample size conditions.

| Insert Table 3 about here

As shown in the footnote, all 3* values were highly significant (df =1; p < 0.0001),
which suggested that inclusion of the vocabulary variable as the independent variable had

significantly improved the model-data fit under all ability conditions.

9
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As also shown in Table 3, generally speaking the R’, statistics were the largest under
the normal distribution, while the R’ statistics under the two non-normal conditions were
similar. Theoretically, R’, falls between 0 (the independent variables in the model are useless
in predicting the dependent variable) and 1 (the model predicts the dependent variable with
perfect accurz;lcy). However, it is very unlikely to find zero or perfect prediction in a
practical setting. The R’, statistics for most items in this study fell between 0.05 and 0.08
under normal condition and between 0.04 and 0.05 under non-normal conditions. The R?,
statistics with this magnitude were certainly not very impressive. However, as a reference
point, a logistical regression model with four predictors, proposed by Menard in 2002 and
claimed to be working “fairly well,” yielded a R’, value of 0.28. On average, each predictor
added to the model brought about a reduction in —2LL by 0.07. Therefore, considering the
fact that the logistic regression model in our study contained one predictor only, it appeared
that the predictor variable was doing quite a good job.

Table 4 contains the model-data fit statistics for items based on the real data analyses.

Insert Tablc; 4 about here

The results from the real data analyses showed that the j* statistics were all highly
significant (df =1; p < 0.0001), which indicated that verbal ability was a good predictor in our
study. On average, the inclusion of this predictor variable in the model reduced the —2LL by
about 10 percent. Noted in Table 4, both the »* and the R’; statistics computed based on real
data were much higher than the values based on the simulation data. This was probably
because the correlation between the verbal ability and the writing score in the observed data
(r = .57) was much larger than the correlation between the vocabulary ability and the writing
score in the simulation data (r = .34).

Table 5 below contains the logistic regression based difficulty indices as well as the
mean essay scores for each essay item under each simulation condition. The results shown

here were averaged across 100 replications.

[nsert Table 5 about here

o 0 ‘
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It was our expectation that the difficulty index developed through logistic regression
analysis could possess such a statistical property that the index value monotonically increases
as the degree of item difficulty level increases. The simulation results in Table 5 indicated
that the difficulty index was fairly sensitive to the change of mean essay scores for the 20
simulation items. Figure 2 provides a visual presentation of the relationship between the
measured difficulty index value and the mean essay score under each simulated ability

distribution condition, based on the sample size of 500.

Insert Figure 2:§bou§herq

Except for one item (i.e., item #16) in the normal and negatively skewed distribution
conditions, it can be seen in the figure that, overall, the difficulty index monotonically
increased as the mean essay score increased. The figure also shows that the mean essay
scores were pretty sensitive to the variation of ability conditions, especially from the
positively to the negatively skewed distribution. Under the positively skewed condition, the
mean essay scores fell between 3.7 and 3.9, while under the negatively skewed condition the
mean essay scores fell between 3.9 and 4.1.

Another way of examining the sensitivity of mean essay score and logistic regression
difficulty index to ability distribution was to compare the percentage of change across
different ability distributions. For the mean essay score as well as the difficulty index, the
values from the normal condition were used as a baseline to compute the percentage of
change under the skewed distribution conditions. Then, the difference between the
percentage of change in mean essay score and the percentage of change in the difficulty
index (PCTDIFF) was calculated. A positive value in PCTDIFF suggested that the difficulty
index is relatively more stable than the mean essay score. The results of comparing the
percentage of change based on sample size of 1000 are shown in Table 6 and Figure 3.

Similar patterns were observed under the other two sample size conditions.

Insert Table 6 and Figure 3 about here
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As shown in Table 6 and Figure 3, about two-thirds of the items had a positive value
in PCTDIFF, which indicated that the difficulty index appeared to be more stable than the
mean essay score when examinees’ ability distribution varied from normal to skewed
conditions.

Figure 4 gives an item-by-item comparison of logistic regression based difficulty

indices across three ability distributions under each sample size condition.

* Insert:Figure:4 about here:

As can be seen, the performance of the difficulty index was fairly stable. For most
items, the index values differed no more than half a point across different ability
distributions, which was equivalent to a 0.125 change in index value. An additional feature
revealed from this comparison is that the index performance tended to be more consistent
between the normal and the negatively skewed distributions. This finding is important
because empirical data in essay writing suggested that item level score distributions are
usually normal or slightly negatively skewed.

As also displayed in Figures 4, the index stability improved slightly when the sample
size increased, but the improvement was noticeable only when the sample size changed from
500 to 800. Figure 5 provides a comparison of index performance across different sample

size conditions under each ability distribution condition.

‘ Insert Figure 5 about here \

Figuré 5 shows that sample size variable had very little impact on the stability of the

difficulty index. For almost all items under each ability distribution condition, the variation
of difficulty index was less than 0.2 point in absolute value. About half of the simulation

items had a discrepancy of 0.1 point in index values from one sample condition to the other.
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Finally, the computed difficulty indices for 10 items based on the operational data are
reported in Table 7. Also included are the mean essay score, standard deviation, and sample

size for each item.

Insert Table 7 about here

Due to the availability of operational data, only a small number of real items
administered within a limited period of time were selected for the current study. The results
in Table 7 clearly indicated that the index was capable of reflecting the change in difficulty
level of real essay items because, overall, the index values monotonically increased when the
observed mean essay score increased. Figure 6 describes the relationship between the

logistic regression difficulty index and the mean essay score.

| Insert Figure 6'about here

Conclusion

Writing assessment has been introduced into more and more large-scale, high stake
tests in the past several years. To ensure that all examinees are tested fairly by administering
essay items with comparable difficulties in the same or in different test administrations, it is
important for testing programs to have a reliable and adequate statistical procedure in place
to provide accurate and stable measure on item difficulties.

The results of this study suggested that a difficulty index for polytomously scored
essay items obtained through logistic regression methodology seemed to be promising. The
first desirable feature of this difficulty index was its stability across different simulated
ability distributions. However, it is worth noting that this stability holds only when the

distributions of examinees’ abilities do not differ remarkably from the normal condition.

BEST COPY AVAILABLE
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Experience in the current study suggested that, when the ability distributions were highly
skewed (e.g., skew > 1.0), the difficulty index could differ significantly from what was
desired. A highly skewed distribution, which is typically associated with one thin tail, may
also lead to large standard errors relative to the size of the coefficients.

An additional nice property found in this study was the insensitivity of the difficulty
index to sample size variation. The results indicated that using a sample of 500 examinees in
real life situation is probably good enough for obtaining a reliable estimate of the difficulty
parameter for an essay item. Allowing a relatively small sample for item analysis has a
significant implication for test development because many more new essay items can be pre-
tested at the same time. Of course, the examinee sample size per item must not be so small
as to limit the capability of logistic regression analysis, which normally requires observations
across all categories for a polytomously scored essay item.

The results from the operational essay writing data analyses also turned out to be
quite encouraging, in that the difficulty index seemed to be related to the observed mean
essay score fairly well. When applying the logistic regression methodology to the real data,
it is of critical importance that the independent variable should be sufficiently predictive so
that the explanatory power of the variation in the dependent variable can be maximized.
Also, in order to maintain the same scale for the difficulty indices estimated over time, care
must be taken to ensure that the predictors used in the logistic regression do not change in
measurement scale or in other statistical properties.

Since, as mentioned above, the stability of the logistic regression difficulty index was
not as good as desired, particularly when examinees’ ability distributions differed
substantially from the normal condition, further modification on the difficulty index and

analyses need to be done before recommending for practical use.
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Table 1 Dichotomizing a Polytomous Essay Item with Eleven Score Categories
Type of Polytomous Regression Score Categories Score Categories
Regression Score Categories| Equation # Recategorized as 0 Recategorized as 1
Cumulative Logits 1.0
1.5 1 1.0 1.5,2.0,...,55,6.0
2.0 2 1.0,1.5, 20,25,...,55,60
2.5 3 1.0,1.5,2.0 2.5,3.0,...,5.5,6.0
3.0 4 1.0,15,2.0,25 3.0,35,...,5.5,6.0
3.5 5 1.0,1.5,20,25,3.0 35,40,...,55,6.0
4.0 6 1.0, 15,..., 3.0,35 4.0,4.5,5.0,5.5,6.0
4.5 7 1.0,15,..., 35,40 4.5,5.0,5.5,6.0
5.0 8 1.0,15,..., 40,45 5.0,5.5,6.0
5.5 9 1.0,15,..., 45,5.0 5.5, 6.0
6.0 10 1.0,15,..., 5.0,5.5 6.0

Table 2 Item Parameters for Simulating Essay Scores using Generalized Partial Credit Model
ltem a b dy d> di ds ds de dy ds do dio
1 1.099 -0.806 2097 1542 0823 1059 0493 0058 -0.896 -1.153 -1.781 -2.247
2 1401 0915 1803 2007 1184 1090 0226 0119 -0.916 -1.209 -1.883 -2421
3 0.874 0808 2185 1.910 1481 1000 0.334 0010 -0.912 -1.402 -1.974 -2632
4 2059 -0.927 2242 1524 1043 0961 0232 0140 -0.770 -1.184 -1.659 -2.250
5 0278 -0.788 -0.579 4.823 0602 2101 0532 0478 -1.541 -1.204 -2.380 -2.832
6 1884 0954 1997 1651 1.338 0903 0397 0.004 -0.761 -1.258 -1.830 -2.442
7 1210 -0.859 1939 1843 1223 1110 0208 0.104 -0.817 -1.219 -1.948 -2.443
8 1223 0826 1.830 1752 1295 0.949 0231 -0015 -0.830 -1.157 -1.724 -2270
9 1244 -0.893 1975 1656 1.842 1.052 0.182 -0.028 -0.945 -1.301 -1.909 -2.525
10 1773  -0949 2094 1658 1.371 0982 0317 -0.021 -0.882 -1.233 -1.894 -2.394
1 0937 -0.834 2211 2063 1180 1.143 0233 0126 -0.949 -1.410 -2012 -2586
12 0.841 -0.824 1984 2297 1292 1064 0228 0128 -1.071 -1.336 -2.106 -2480
13 1146 0844 2103 1.859 1.285 1.019 0264 0059 -0.910 -1.252 -1.969 -2457
14 1302 -0.823 1967 1914 0850 0.887 0163 0.024 -0.780 -1.080 -1.736 -2.199
15 0531 -0.782 2136 2579 0764 1112 -0130 0.363 -1.162 -0979 -2320 -2.362
16 0164  -0.934 2548 5771 0929 1890 0067 0509 .-2032 -1.125 -3.298 -3.402
17 0.829 -0.786 2188 2084 0615 1.182 0.000 0.144 -0.865 -1.020 -2.052 -2.276
18 0.445 0781 2124 2877 0292 1.185 -0.119 0.382 -1.054 -1.030 -2.221 -2437
19 0.960 -0.805 2329 1997 0762 1025 0.198 0.084 -1.007 -0977 -1.968 -2.444
20 0.526  -0.760 2069 2554 0634 1076 0075 0222 -1.096 -0.865 -2.054 -2.466
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Table3 -2 Log Likelihood, ¥ ? Statistics and Rz,_ Coefficients, averaged across 100 Replications,
for Each Item under 3 Ability Distribution Conditions (Simulation Data, N=1,000)
ABILITY NORMAL NEG_SKEW POS_SKEW
lng:;;pl /"‘an;P‘ 2 R z lng;;pl /"‘gn"’;P‘ 2 R f /nlce);cl;pl /"‘z:;{epl 2* R Lz
Iltem Covariate Covariate Covariate
1 41275 38333 2042 007 | 44952 43075 1877 004 | 46503 44325 2178 0.05
2 3986.3 36834  303.0 008 | 43962 41994  196.9 004 | 45577 43276  230.1 0.05
3 40579 37964 2814 006 | 44477 42602 1786 004 | 46355 44251 2104 0.05
4 41061 37744 3317 008 | 45056 43031 2025 005 | 45537 43234  230.3 0.05
5 41745 40492 1253 003 | 44669 43462 1207 003 | 45982 44406 1576 0.03
6 3981.1 36563  324.8 008 | 43863 41880  198.3 005 | 45905 43627  227.8 0.05
7 40363 37434 2029 007 | 44147 42255  189.2 004 | 46200 44015 2185 0.05
8 41427 38473 2954 007 | 45088 43152 1936 004 | 46424 44283  214.1 0.05
9 40138 37206 2933 007 | 44046 42093 1953 004 | 45164 42974  219.0 0.05
10 39831 36590 3241 008 | 44050 42057 1993 005 | 45503 43260  224.3 0.05
1 40197 37591  260.6 006 | 44266 42512 1754 004 | 46036 43049  208.7 0.05
12 40437 37817 2620 006 | 44411 42655 1756 004 | 45934 43770 2163 0.05
13 40461 37557 2904 007 | 44438 42536  190.2 004 | 46167 43942 2225 0.05
14 41909 38837  307.2 007 | 45214 43239 1975 004 | 46018 43727 2290 0.05
15 42242 40071 2174 005 | 45388 43746 1643 004 | 46367 44376 1991 0.04
16 43711 42012 799 002 | 45283 44421 862 002 | 45982 44852  113.0 0.02
17 41921 39299 2622 006 | 45093 43248 1845 004 | 46253 44142 2111 0.05
18 42875 40860 2015 005 | 45649 44097 1552 003 | 46455 44594  186.1 0.04
19 4137.4 38501 2783 007 | 44779 42006  187.3 004 | 46138 43988 2150 0.05
20 42043 40734 2210 005 | 45750 44138 161.2 003 | 46573 44593  198.0 0.04
* The Chi-Square test statistics, with df' =1, are all significant at 0.000/ level.
Table 4 -2 Log Likelihood, 7 %, and R’; Statistics for Each Essay Item (Operational Data)
. >
Item Intercept Only Inte(r:(i:avrgriaar;g Chi-Square daf Chfé%?nare R/
1 48534 4360.9 4925 1 < 0.0001 0.10
2 6211.6 5664.7 546.9 1 < 0.0001 0.09
3 7999.5 7300.7 698.8 1 < 0.0001 0.09
4 7534.2 6880.9 653.4 1 < 0.0001 0.09
5 9104.1 8149.6 954.5 1 < 0.0001 0.11
6 11142.2 10207.8 934.4 1 < 0.0001 0.08
7 4809.5 43744 435.1 1 < 0.0001 0.09
8 10075.6 9098.3 977.3 1 < 0.0001 0.10
9 7349.4 6600.4 749.0 1 < 0.0001 0.10
10 12238.1 11246.1 992.0 1 < 0.0001 0.08
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Table 5 Logistic Regression Difficulty Index and Mean Essay Score, averaged across 100
Replications, under Each Ability and Sample Size Condition (Simulation Data)

ABILITY NORMAL NEG_SKEW POS_SKEW
N 500 800 1000 500 800 1000 500 800 1000

item Index Score|Index Score|Index Score{index Score|Index Score|Index Scorelindex Score|Index Score|Index Score
1 266 432|273 433|274 4321262 395|272 396 (271 396|208 375|212 376|209 376
2 313 439|317 439 |3.28 439|290 402|292 403|3.05 403|334 387|323 388|330 388
3 271 423296 424|285 424|231 389|242 390|233 390(276 379|282 380)271 378
4 294 442|313 443|317 443|331 407 (340 408|337 407|3.21 385]3.33 386|328 385
5 3.20 417 (323 417|314 417|292 387 |3.05 389 (3.00 388 |3.01 382|288 383293 382
6 314 445|330 445(3.21 444|317 408|3.06 406|318 408 |3.45 397|355 392|352 391
7 294 433|295 435|292 434274 398|284 399|262 397|278 384|281 383|281 382
8 288 433|286 433|283 432{280 398|281 398|276 396|231 379|240 379|241 379
9 317 433|313 432 (319 432|275 398|276 399|274 398|3.47 387 |3.43 388|346 387
10 3.05 442327 442|335 441307 405|311 405|313 405|3.70 391 |3.64 390|3.65 391
11 275 426|294 426 (295 426|238 392|246 397|247 392|291 380295 380|303 380
12 283 424|291 423 (288 423|237 390|242 390|249 390|291 380290 379|290 379
13 289 430|291 430|295 430|259 395|257 395|255 395|274 380|289 382|291 381
14 272 434|274 434 (273 434|290 399|288 398|285 398|234 377|227 375|245 377
15 |2.63 419|268 418|266 418|254 387|258 387|266 387|233 372(229 372|228 372
16 2.86 400|304 401 (303 400|349 379 (3.26 379 |3.29 378 |2.89 373|315 374|296 373
17 |2.56 426|267 426|259 426|244 391|255 392|248 391|216 372|224 373|213 372
18 255 416|262 418|259 4.18|2.64 387|266 387|271 387|203 370|212 369|214 370
19 261 427|278 428|276 428}255 393|257 394|257 393|243 375|248 375|247 375
20 247 417|258 419|255 419|256 387|253 388|257 388|202 370|207 369|209 370

RIC
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Table 6 Percentage of Change in Mean Essay Score and Difficulty Index (Baseline=Normal)

ABILITY NEG_DIFF POS_DIFF
tem | Veanseare  ificuy mdox PCTOF | Nean Seore.  iffcity index.  PCTDIFF
1 0.08 0.01 0.07 0.13 0.24 -0.11
2 0.08 0.07 0.01 . 042 0.01 0.11
3 0.08 0.18 -0.10 0.11 0.05 0.06
4 0.08 0.07 0.01 0.13 0.03 0.10
5 0.07 0.04 0.03 0.09 0.07 0.02
6 0.08 0.01 0.07 0.12 0.10 0.02
7 0.08 0.10 -0.02 0.12 0.04 0.08
8 0.08 0.03 0.05 0.12 0.15 -0.03
9 0.08 0.14 -0.06 0.10 0.09 0.01
10 0.08 0.06 0.02 0.11 0.09 0.02
1 0.08 0.16 -0.08 0.1 0.03 0.08
12 0.08 0.13 -0.05 0.10 0.01 0.09
13 0.08 0.13 -0.05 0.11 0.01 0.10
14 0.08 0.04 0.04 0.13 0.10 0.03
15 0.07 0.00 0.07 0.11 0.14 -0.03
16 0.06 0.09 -0.03 0.07 0.02 0.05
17 0.08 0.05 0.03 0.13 0.18 -0.05
18 0.07 0.05 0.02 0.1 0.18 -0.07
19 0.08 0.07 0.01 0.12 0.1 0.01
20 0.07 0.01 0.06 0.12 0.18 -0.06

Table 7 Difficulty Index and Mean Essay Score for 10 Real Essay Items (Operational Data)

Item Difficulty Index Mean Essay Score STD N
1 2.64 4.32 1.016 1175
2 3.21 4.24 0.952 1525
3 2.99 4.43 1.008 1942
4 3.48 4.44 0.925 1891
5 3.11 4.33 1.015 2193
6 3.25 4.41 0.933 2791
7 2.96 4.23 0.954 1185
8 2.72 4.34 1.051 2400
9 2.66 4.26 1.049 1751
10 2.36 4.18 1.101 2850
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Figure 1 Three Ability Distributions for the Simulation Study of Essay Difficulty Index
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Figure2 Plot for Difficulty Index and Mean Essay Score (Simulation Data, N=500)
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Figure 3  Difference of % Change for Mean Essay Score and Difficulty Index (Baseline=Normal)
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Figure 4  Stability of Difficulty Index across Different Ability Distribution Conditions
(Simulation Data)
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Figure 5  Stability of Difficulty Index across Different Sample Size Conditions
(Simulation Data)

Difficulty Index
w
g
|
el
=
@

B

o I o N= 500

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 =
O N= 800

Essay Item
(Ability = Normal) A N=1000

Difficulty Index
w
o

© N=500
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 189 20
O N= 800

Essay Item
(Ability = NEG_ Skew) A N=1000

H
(=]
o

HEE g ¢ N=500

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
O N= 800

Essay Item :
(Ability = POS_Skew) A N=1000

Difficulty Index
NRNNDNN DWW
ON B OO®ON&EOOO®

&
o
g
©
>

24 25




ETS )?e‘i’if,‘,‘;'é’e"éf-m

Figure 6 Difficulty Index and Mean Essay Score for Real Essay Items (Operational Data)
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