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-Expressi'ng 2
Ab stract -

A method designed. to ass1st practltloners in the 1nterpretatlon of the practlcal s1gn1ﬁcance ofa
statistically significant log1st1c regress1on coefficient is presented To avoid the 1nterpretatlon -
| problems encountered when using the tradltlonally reported cha.nge in e1ther the log odds or odcls :
values th1s method centers the 1nterpretatlon on the change in the probability value of the event
, occurnng ‘associated with a given change in the 1ndependent var1able fora range of 1mt1al |
probab111ty values To assist in the 1mplementatlon of this method a computer program, Whlch is
used i in conjunction with the Mlcrosoﬁo Excel soﬁware was des1gned to compute these |

probability values.
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E)rpressing'Logistic Regression Coefficients as |
Changes in Initial Probability Values Useful Informatron for Practitioners-

It is not uncommon for program evaluators and researchers to encounter a variety of
.s1tuations in which the dependent variable of interest is d1chotomous (e, the variable COl’lSlStS of
two categories). For example a study by Graham (2002) 1nvest1gated whether spec1f1c teacher
background variables cou1d discriminate between groups of teachers who were c1assrf1ed as |
belonging to either the earlv or late stages of concern regardrng the 1mp1ementatlon of an
educational change in their schools. Schreiber (2002) attempted to determine if certain student
background and academic factors could be used to 1dent1fy whether the students scored above or
below the international mean on an advanced mathematical examrnation In a study by
McCoach and Siegle (2001) attitude vanables were analyzed to deterrmne if they could
accurately 1dent1fy whether a student was a glfted achiever or a gifted underachrever And
Hendel (2001) examrned if the students particrpatron 1n a ﬁrst-year seminar and various
academic and background var1ab1es were assocrated wrth whether they did or did not return for
theirvsecond year of college. | | |

When such dependent variables are encountered, it is not uncornmon for researchers and
program evaluators to use logistic regression analysis, as was the case for the four prevrously. |
cited studles One problem confronting these researchers and program evaluators is howto -

_ convey the meaning of a signiﬁcant logistic coefficient in a manner thatpractitioners find
rneaningful and useful (Cabrera, 1994).
Vaﬁous researchers have stressed the importance of not only reporting whether

parameter estimates, such as logistic regression coefficients, are statistically significant but also




Expressing 4
the need to prov1de 1nformation that can be used to _|udge the practical s1gmﬁcance of these

parameter estimates (Fisher 1925; Cohen 1969 1988; Fraas &Newman, 2000; Lev1n &

~ Robinson, 2000; Robinson & Levm, 1997, Thompson, 1996) S1nce a log1st1c regressron :

coefficient measures the change in the log of the odds of the event occurring associated with a
ofie-unit change in the 1ndependent variable many practitioners may ﬁnd such a value difﬁcult
touse in order to ]udge the practical sigmﬁcance of the change Thus the question addressed in
this paper is: What information regarding statistically significant log1st1c regression coefficients
can researchers provide to practitioners that will allow .them to_best deal with the concept of
practical signiﬁcance? |

| This paper presents a method of expressing a logistic coefﬁ_cient as a series of probability
values where each value represents the change in a person's probability of belonging to the group . '
assigned the value of one in the dependent variable-,(e. g, the teachers who were classiﬁed as - |
belonglng to the late-stages-of-concern group in the Graham [2002] study) associated with a
one-unit change in the 1ndependent varlable We believe these probablllty values w1ll provide
researchers program evaluators and practltioners w1th 1nformation that will assist .them in

]udglng the practical sigmﬁcance ofa change in the dependent varlable that is associated with a

» g1ven change in the 1ndependent variable as measured by the coefﬁcient

In addition to present1ng this method of expressmg a logistic coefﬁcient as a series of

- probability values, th1s paper descnbes how a researcher ora practltioner can use a computer

: program, wh1ch is used in con]unction with the Microsoﬁ® Excel soﬂware to generate these

probability values A researcher or practinoner who wants to use the program can enter these .
commands (see Appendix A) 1nto the M1crosoﬁ® Excel soﬁware or they can request a copy of

the program from the authors by send1ng such a request to _|fraas@ashland edu.
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Expressing | 5
| Interpreting.Logistic Regresszbn Coeﬁ‘ieients _ |
In a logistic regresslon model the relatlonshrp between the blnary dependent variable and
a given 1ndependent varrable is assumed to follow a log1st1c functlon (Collett 1991). The
loglstlc function takes the follow1ng form:

Prob(event)
(1 Prob(event)) -

= Bo + Ble + B2X2 +. Bpo' -

where:
1. Prob(event) refers to the probablllty that the person will belong to the group assigned
a value of one in the original dependent vanable
2. The symbols X1 Xa, and Xp represent the mdependent variables.
3 The symbols By, B1, B2, and B, refer to the intercept and coefﬁclents
" To estimate the logistic regression model, the logrstlc curve is fitted to the actual data. Inthe
process of ﬁttlng the logistic curve to the data the values of the dependent variable are
transformed to the loganthm of the odds (i.e., the log odds) that a person will belong to the group}
assigned a value of one in the original dependent varlable As noted by Clzek and Fltzgerald
(1999) this transformation results in log odds values that are measured onan equal 1nterval
scale. Often these log odds values are referred to as logits, which is the contraction of the terms
. loglstlc and umts. | | |
- The logistic transformation of the dependent uadable' causes the coefficients estimated
for a logistic regression model to differ from those obtained from an Ordinary Least Squares
(OLS) regressmn model. As noted by Cabrera (1994) “unlike OLS the metric of the individual
coeﬁ'lclents under logistic regression is expressed in terms of logits rather than in terms of the

original scale of measurement" (p. 245). Thus the logrstlc coefficient for a given independent
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variable is 'interpfeted as the change in the log odds associated with a one_-un.i._t change in that
variable.
| To illustrate the fnterpretation ofa logi”stic céefﬁcienf, consider the results of a study
condﬁcted by Graham (2002). .In G%aharln‘s study, the depéndent variable. identified whether
teachers were considered to be in the early or late sfages of concern regarding the
implementation of educational innéva_tion in their schools. _Te'ac.hers in the ear.ly-.stages-of-
| conéern group were assigned values of zero,; while fhe teachers in the late-stages-o'f-conCern
group were assigned values of one. The logistics regression coéfﬁcierit for ;he independent
variable that represented the number of years the teachers worked with.their current principals |
was statiStically significant. Tﬁe value for this v_ari'able; which was .161, indicates that an -
additional yeaf of workiﬁg with the-currerit principal was associated with an increase of .161.in
" the log odds of belonging to the late-stages;of-coricern group.

Practitioners, policy makers, and researchers niéy find that such an interpretation of a _
logistic regression coefficient does not provide information that readily lends itself to judging the
pracfical significance of the cdefﬁc_ienf. We beliéve,ii is .imp'o.rt;cmt_ féi’ reséarchers who use
logistic regression to eipress the c_hé,nge in the delpendent'vari.ébl'e associated with a change in an
independent variable in a mannér that practitioners and 'p'ol_ic& makers can use to judge the
- - educational or préctical sighiﬁcance .of the,éhange‘.

Methods Commonly Used to Interpret Logf.;ﬁc Regressié'n C oeficient.f |

Two commonly used methods of intérpreting statistical significance are (a) the odds ratio |
Qalue, and (b) Delta-p statistic. With regards to the using of the odds ;'atio value, Cizek and
Fitzgerald (1999) stated that: "Information felated to the odds—Qas oppqsed to log odds—of an

event occurring is easier to understand and communicate" (p. 230). Commenting on the use of
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the Delta-p statistic in conj_unction with a logistic regression coefﬁcient, Petersen (1985).' _
‘suggested that it is a suitable method of estirnating the change in the dependent variable
associated with the overall change in the independent varieble.A
The odds ratio value method. To illustrate how a researcher could communicate the

meaning. ofa log1st1c regressron coeﬁ’icxent by usmg the odds ratxo value, cons1der the log1st1c
regression coefficient for the variable representing the years of working w1th the principal in the
Graham (2002) study, which was .161.- Raising e, wh1ch is the base of the natur_al logarithm, to
the power of .161, produces an oddsratio value of 1.17. This value indicates' the factor by which -
the odds change when the years of work:lng w1th the pr1nc1pal increases by one year. Thus an
increase of one unit in the mdependent variable, which is one addxtxonal year of work:lng with the
pr1nc1pa.1, increases the odds of belonglng to the late-stage—of-concern group G.e., the group
assigned a value of one in the dependent variable) by a factor of 1. 17

" Delta-p stanstzc method. The Delta-p statistic estimates that change in the probablhty of .
. a person belongmg to the group asslgned a value of one in the dependent varlable that is
associated w1th a one-umt change in a given 1ndependent varlable It is 1mportant to note that
this change is calculated for only one m1t1al probab111ty value. The initial probability value used
3 is set equal to the mean of the dependent vanable wh1ch represents the propomon of the sample |
‘belonglng to the group assigned a value of one in the dependent variable. The calculation of the
| Delta-p ~va1ue is based on the following equatlon. |

| ln(Pi/ (1- Pi))+ b

P -Pi
c= 1+ eln(Pl/(l— Pi)+ b
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where: - |
1. P, represents the change in the probability value. |
~2. Pirepresents the initial probability value. Thrs value is set equal to the proportion of
the sample belonging to the group-assigned the value of one in the dependent variable
' (i e., the sample mean of the dependent vanable) |
3. The symbol e represents the base of the natural loganthm
4. The symbol b represents the logistic regression coefﬁcient for the given predictor
variable.
- The interpretation of the Delta-p statistic whi'chv is calculated as the initial probability equal to
‘the mean of the dependent variable, depends on whether the nature of the independent variable is
continuous or categorical. If the independent variable consists of continuous values, the Delta-p .
statistic indicates the change in the imtial probab111ty of belonging to the group assigned a value
'of one in the dependent variable associated with a one-unit 1ncrease in the 1ndependent variable.
If the independent variable represents categones the Delta-p statistic indicates the change in the
initial probability of belonging to the group ass1gned a value of one in the dependent variable if
the person is a member of the group assigned a value of one rather than a member of the group
ass1gned a value of zero in the independent varlable . “
To illustrate the calculation and mterpretation of the Delta-p statistlc consider the results
produced by the Graham (2002) study in which the mea.n of the dependent variable was .41 and
the logistic coeﬁicient for the continuous 1ndependent variable of years working with the
principal was 161. The Delta-p i/aiue would be calculated as follows:

(In(41/(1- 41))+ 161

P = |+ oIR(41/(1-4D)+ 161 -4l
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P, = 45 - 41

Thisvalue indicate_s that for an additional year of wo.rking with the principal the logistic model |

_predicts-an increase of .04 in the initial probability of belOnging to the late-stage-of-concern

group, wh1ch was 41

A Delta-p statistic can also be calculated for an 1ndependent vanable that consists of

- categories. To 111ustrate the calculation and 1nterpretation of the Delta—p value for a categoncal _ .
_ 1ndependent variable, consider once again the results produced by the Graham (2002) study, in

- which the categorical 1ndependent varrab_le of tenure used values of zero andone to represent_ '

teachers without and with tenure, respectively. Since the logistic coefficient for this tenure

‘variable was -.32, the Delta-p value would be calculated as follows:

(In(41/(1- 41)- 32 |

Pe = 1+e111(41/(1 A)-32 .-41

P = 34 - 41

P, = -.07

_ This value indicates that for the teachers with tenure, the logistic model predicts a decrease of

_ ;07 in the initialprohability of belonging to the late-stage-of-concern group' when compared to

teachers without tenure.
As prewously demonstrated, researchers can calculate a Delta-p statistic for both

continuous and categorical independent variables. It should be noted, however, that since there

are no known procedures to estimate the statistical significance of a Delta-p statistic, St. John

(1991) and Cabrera (1994) recommend that Delta-p statistics be calculated and interpreted only - )

for statistically significant logistics coefficients. It should be mentioned that the logistic

10
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regression coefﬁcient for the tenure variable in the Graham (2002) study was not statistically

 significant. The Delta-p statistic was calculated for the tenure variable only for the purpose of

prov1d1ng an illustration of how such a value is calculated and 1nterpreted for a categorical -
independent variable. -
| A Method Designed to Generate a Series of Changes in 't_he Initial Probability Values
Although both‘ the odds ratio value and the Delta‘-p 'statistic rnethods ot' reporting and
interpreting statistically signiﬁcant-l_ogistic regression coefficients provide inforrnation that is
sornevyhat more useful than that provided by the log odds values, we believe that even more

useful information can be provided to practitioners by_expanding' on the concept incorporated '

“into the Delta-p statistic method. We believe the best way to report coefficients in order for

researchers and practitioners to deal with practical significance is in the form of the change in the

- probability of belonging to the group assigned one in the dependent variable, which is the basis

of the Delta-p statistic method. However, unlike the,Deltan statistic method, we believe the

~ change in the initial probability should be calculated for a range of initial probabilities rather

than just one such value.

The reason we believe the concept of the Delta-p statistic needs to be expanded centers

on that fact that in logistic regression the actual dat_a'a.re not linearly related to the independent

variable even'thougl'l the log—transformed data are linearlyrelated to it. Thus the change in the

probability of belonging to the group assigned a value of one in the dependent variable is not

.constant for various initial probability values. Since the Delta—p statistic is calculated for only

one initial probability value, 1t does not allow a pract1tioner to assess the degree of variability of

the changes in the initial probability associated with a spec1ﬁed change in the independent

variable for a relevant range of initial probabilrty values. Thati is, a practitloner may find that the

11
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_changes in the initial probabilities are pra_ctically slgniﬁcant lfor those people with certain initial
probab111t1es but not for those with other initial probability levels.

We believe the method that prov1des the most useful 1nformatlon in terms of allowmg
practitioners to Judge the practlcal significance of a logistic regress10n coefﬁclent is one that
expands the Delta-p statistic method by mcludmg various 1n1t1a1 probablhty values. The method
we are proposing, along with our computer program, calculates the change in the probability
value of belonging to the group asslgned a , value of one in the dependent variable for a speclﬁed
change in an. mdependent vanable for a range of 1mt1a1 probability values We believe that the
changes in the initi_al probability values calculated through this method will provide practmoners :
a more complete picture regarding these changes, which will allow them to better deal with the
issue of practical s1gmficance |
Values Generated by the Proposed Method |

The method we are proposmg produces one key series of probab111ty values and three
'impOrtant individual probab111ty values: (a) a series of changes in the probablllty of the event
occurrlng fora g1ven change in the mdependent vanable that corresponds toa ser1es of initial
| probab111ty values (b) the Delta-p statlstlc (©) the 1mt1al probab111ty value at which the absolute
value of the change in the probab111ty of the event occumng is max1mlzed for a given change in
the independent variable, and () the change in the probablhty of the event occurring for a given
| change in the independent variable for Wthh the absolute value of this change is maximized. |
We believe using these values will better enable practitioners to accomplish the task of gauging
" the practical significance of the loglstlc regress10n coefﬁclent
A series of changes in the probabzlzty ofan event occurring. A series of probability

values are calculated in which each value measures the change in the probability of belonging to

12
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the group assigned a value of one inthe'dependent variable fora given change in an independent
variable at a speciﬁed initial probability level One issue that must be addressed regarding the
calculation of these changes in the initial probability values is: What initial probability values
should be used‘? 4We‘ recommend that th‘e range of the initial probabilities be deterrmned_ by the
minimum and maximum probabilities predicted by the logistic lregression model for the sample.
Once the minimum and maximum initial probability valuesa.re determined, an interval
must be specified to generate a series of initial probabilities We suggest that the use of a .05

1nterva1 generally will prov1de enough information to assess the practical s1gn1ﬁcance of the

- coefficient. Although the program 1s des1gned to handle 1ntervals as small as .01, we believe one

should generally use an interval of .05 or .10. The number of probability values generated by
intervals smaller than .05 can be 0verwhelm1ng, while the number of probability values
generated by 1nterva1s larger than .10 may provide too little mformation. -

After the series of initial probabilities has been generated, the final probability (Pg) of
belonging to the group assigned a value of one in the dependent variable for a speciﬁed change
in the mdependent variable, is calculated for each 1mt1al probability by using the follow1ng '
equation:

SIn(Pi/(1- Pi))+ b
In(Pi/(1- P))+ b

Ps =
£ 1+e

Once these ﬁnal probability values are calculated, _a series of corresponding changes m the
probability values 1s calculated by subtracting_ each initial probability. from its initial _ﬁnal
probability. | ” |

As is the case for the Delta-p statistic, the mterpretation of these changes in the

probability values depends on whether the independent vanable is continuous or categorical. If

13
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the independent variable consists of continuous i/alues, these values indicate the changes in the
probability of belonging to the group assigned a value of one in the dependent variable
associated with the specified increase in the independent variable. If the independent variable
represents categon'es these values indicate the change in the initial probability of belonging to
the group aSS1gned a value of one in the dependent vanable if the person isa member of the -
group aSS1gned a value of one rather than a member of the group ass1gned a value of zero in the
independent variable. |

An examination of these changes .in the probabilities that the event .will occur will assist
practitioners in judging the practical s1gmﬁcance of the logistic regressmn coeﬁicient in two
ways. First, the practitioners can readily gauge the change in the dependent variable assoc1ated
with a given change in the 1ndependent variable in meamngful terms (i.e., the change inthe
probability of the event occurring). The practitioners can Judge whether an increase of, say, .lt)
in the probability that the event will occur for a given change in the independent variable is large
enough‘to have educational importance (i ev ,itis practically significant). Second 'an
examination of the s senes of changes in the probability values will reveal the degree of variability )
in these values across the range of 1nitial probab111ty values Such an examination will allow the
practitioners to determine whether the changes in the probability that the event will occur is

practically significant across the entire _range of initial probabilities or only for a specific

* subgroup of initial probability values.

Individual probability values. . In addition to the series of changes in the probability of the’
event occurnng for a given change in the 1ndependent vanable practltioners may find three
individual values useful in judging the practical s1gmﬁcance of a log1st1c regression coefficient.

The first of these values is the Delta-p statistic. 'As previously descrlbed,' the Delta-p statistic

14
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indicates the change in the initial probability value, which is set equ.al to }the mean of the
dependent variable, assocrated wrth a g1ven change in the mdependent vanable This Delta-p
statistic may be useﬁJl to practitioners in judging the pract1cal srgmﬁcance ofa logistic

regression coefficient when the variability of the changes i in the probabillty of the event -

occurnng is mimmal aCross s the relevant range of initial probability values In such a case, the

Delta-p statistic which is one value may sufﬁce asa means of Judging the practical 51gmﬁcance
of the coefficient. |

The second 1nd1v1dual value is the 1mt1al probability at which the largest absolute. change
in the probability associated w1th a speciﬁed change in the 1ndependent variable occurred. To |
1dent1fy this initial probability value, the numerator of the first denvative with respect to the -
initial probability of the following expression is set.-equal to zero: |

eln(Pi/(l— Pi))+b
In(Pi/ (1- Pi))+ b

l1+e
This procedure produced the following quadratic e}{pression: |

'11\'/_F

_1_

The initial probability value at which the absolute change in the probability is maximized is
calculated by substituting the value of the log13t1c regressron coeﬁictent into the followmg
portron of the quadratlc expression. |

1-Je®

l‘— eb

The third individual value is the actual value (i.e., the value with the sign included) for this

maximized absolute value of the change in the initial probability. ‘

15
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The actual value 'of the maximum absolute value of the Change in the probability and its
con'espondilng initial nrobability may provide nseful information to practitioners in .two ways.
First, if the actual value of the largest absoltlte change in the initial probability does not reach the
level deemed practically signiﬁcant by the practitioners, they will quickly know‘ that practical -
si'gniﬁcance is not reachetl at any point thhln the range of televant initial-pfobability values.
Second, practitioners can identify whether the initial pro.b_ability at which the absolute value of -
the change is maximized is located at a point on the lnitial probability scale' that is common or

uncommon for the subjects included in the study.

.Computer Program Used to Generate Key Values

The computer program we designed, which is used in conjunction with the Microsofie

“Excel software, calculated and/or listed the following:' (a)a series of initial probability values, (b)

a series of corresponding ﬁnal probability va.lues associated with a given change in the

independent variable, (c) a series of corresponding dlfferences between the final and initial

probability values (d) the Delta-p statistic, (e) the 1n1t1al probab111ty value at Wthh the change in

the absolute value of the 1n1t1a1 probability is max1rmzed for a glven change in the mdependent
varlable and (f) the actual value of the maximum absolute change in the 1mt1al probab111ty fora
given cha.nge in the independent var1ab1e In addmon to generatmg these values, the program is
designed to graph the curve depicting the relat10nsh1p between the 1mt1al probablhty values (X
axis) and the correspondmg changes in the probability values (Y axis) for a given change in the
independent -vax'iable, This visual presentation may assist the researcher in assessing the degree
of change in the probability levels throughout the range of initial probabll_ity values.

A description of the input values tzsed in the progrdm. The researche1_' must identity six

key input values, which are entered into the first page of the computer program. To assist in

i6
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describing these va.lues and how they are entered into the program, a copy of the first page that

- contains the six key va.lues used in the Graham (2002) study is presented in Flgure 1.

* Insert Figure 1 about here -

The ﬁrst two va.lues entered into the program are: (a) the size of the change inthe
independent variable spec1ﬁed by the researcher and (b) the statrst1cally s1gmﬁcant logrstrc
regression coefﬁcient being evaluated. These values are entered into the rows entitled "Change
in the Independent Variable" and "Coefﬁcient Value,“ respectively. Inthe Graham (2002) study
values of 1 and 161 were entered for the change in the independent variable and the logistic
regressron coefficient, respectrvely (see Figure 1) | |

The third value entered into the program is the propomon .cf subj ects in the sample who
belonged to the group assigned a value of one in the dependent variable. This value which is
equal to the mean of the dependent vanable 1s entered into the row ent1tled "Proportion of Cases
w1th a Value of 1." The proportron of subj ects in the sample used in the Graham (2002) study
was .41 (see Figure 1)

“Since we are 1nterested in generatmg a series of changes in the probab1l1ty of the event
occurring for a corresponding. series of initial probabxlrty values the researcher must 1dent1fy a .
relevant range for these values Thus the fourth and fifth numbers entered into the program are
the minimum and max1mum values of the 1mt131 probab111ty values. These values are entered
into the rows entitled "M1mmum Value" and "Maxrmum Value " We suggest the minimum and |
maximum va.lues be set approximately equal to the m1n1mum and maximum probablllty values

predicted by the logistic regression model for the subjects contained in the sample The

17
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N approximate minimum and maximum probability value}s for the Graham (2002) study were .20

- and .70, respectively (see Figure 1). |

- The sixth value entered into the program is an interval that will be used to generate a

series of 1mt1al probability values located between the minimum and maximum 1n1t1al

: probab111t1es values, Wthh were prev10usly 1dent1ﬁed The speciﬁed 1nterval is placed in the |

TOW entitled “Interval.” The 1nterval was set at .05 in the Graham (2002) study (see Figure 1).
A description of the output values produced by the program Once the six 1nput values

are entered into the first page of the program three series of probability values and three '

~ individual probability values are generated and 11sted on the second page of the program. To

assist in describing these values, a copy of the second page of the program for the Graham

(2002) study is contained in Figure 2. |

Insert Figure 2 about here

The ﬁrst of the three series of probability values consists of the initial probability values,

’ Wthh are 11sted in the program under the heading "Imtial P Values " These values begin with

the minimum 1n1t1al probability value stipulated on the first page of the program and increase by‘

' the speciﬁed interval until the stipulated maximum 1mt1al probability is reached In the Graham

(2002) study these values ranged from the nummum m1t1al probability value of 20 and 1ncreased
by 1ntervals of .05 until the max1mum probability value of .70 was reached (see Frgure 2). |
The second series of values contains the final probability values, which are calculated

from the 1mt1al probability values These ﬁnal probabrlrty values which indicate the probability

of the event occumng once the 1ndependent varlable was 1ncreased by the specified amount, are
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listed in the program under the heading ".Final P Values. " Eleven l‘inal probability values were . :
calculated for the Graham (2002) study (see Figure 2). |

The th1rd series of numbers consists of the differences between the final and 1nit1al
probability values These values which represent the changes in the initial probability values
associated with the specified change in the 1ndependent variable are listed in the program under
the heading "Change in P Values." These changes in the initial probability values ranged from a
low of . 027 to a high of .040 for the Graham (2002) study (see Figure 2)

In addition to these three ser1es of numbers the second page of the program contains

~ three individual probability values. The first of these values is the Delta-p statistic. This value is-

listed in the row entitled "Delta-p Statistic for 'p'," where the mean of the dependent var1able is
actually pr1nted rather than the symbol p. As prev10usly described, the Delta-p StatlSth indicates

the change in the imtial probability value, which is set equal to the mean of the dependent :

- variable, associated with a specified change in the 1ndependent vanable The Delta-p statistic for

the Graham (2002) study was 040 (see Figure 2)

The sec0nd of the three indivrdual values listed on the second page of the program is the
1nitia1 probability at: wh1ch the largest change in the imtial probability occurs for the speciﬁed
change in the 1ndependent var1able This value is entered in the row entitled "P value at which
the absolute change in P is the largest for the speciﬁed change in the 1ndependent variable." In
the Graham (2002) study, the change in the 1n1t1a1 probability value at whlch the absolute change
was the largest for the specrﬁed change of one year in the years worklng with the principal was
480 (see Figure 2). o | “

The last of the three individual values listed on the second page of the program is the

actual value of the maximum absolute change in the initial probability for the specified change in -
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the independent variable. This value, which occurs at the initial probability previously identified
by the program,‘is listed in the row entitled "Largest absolute change in P expressed as'P." In the
" Graham (2002) study the maximum change in the probability of a teacher belonging to the late-
stage-of-concern group associated wnh a one-year changein the number of years WOrking with
the pnncipal was 040 which, as previously noted, occurred at the initial ’probability of .480 (see
Figure 2). It should be noted that although this maximum value of . 040 appears to equal the
Delta-p stat1st1c which was recorded fora different initial probability value it does exceed the
Delta-p statistic if a sufficient number of decimal places were displayed

The third page of the prograrn contains a graph of the changes in the probability values
(Y axis) with their corresponding initial probabilitp leyels X ai(is).' The purpose of the graph is
to provide the researcher a visual depiction of this relationship. The graph generated for the

Graham (2002) study is presented in Figure 3.

Insert Figure 3 about here

| Assessing the Graham Studj Information - |

The statistically s1gmﬁcant 1og1st1c regression for the independent variable ‘representing
the number of years the teachers worked with the current principals, whlch was . 161, indicated
that a one-year increase was associated witha . 161 log odds change in belongmg to the late-
stage-of-concern group. We believe that most practltioners would find that such an
1nterpreta’tlon provides little useful information with respect to ]udglng the practtcal significance
| of the coefﬁcrent Although somewhat more useﬁ11, we believe that practitioners would also find

the corresponding odds value of 1.17 difficult to use when judging the practical s1gmﬁcance of
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the coefficient. We believe that practitioners will find the change in probability values |
corresponding to a speciﬁed change in the independent variable,:which are listed on the second :
page of our computer program do assist them in judging the practical significance of the
coefficient. | -

A review of the values‘listed on the second page of the computer lprogra_in for the Graham
(2002) study reveals that the changes in the initial probability values for a one-year change in the
teachers years of work1ng with their prrnC1pal ranged from a minimum of .027 at the initial
probability level of . 20 reached a maximum of .04 at the initial probabillty of 48 and declined
in size to .033 at the 1mt1al probability of .70 (see _Figure 2). The graph_presented on the third
page of the program provides a visual aid depicting this relationship between the changes inthe
initial probability values and their corresponding initial probability values (see Figure 3).

After reviewing these values, two conclusions can be made. First, the differences among
~ the changes in the 1mt1al probability values assocrated w1th a one-year change were not
' substantial across the range of initial probabillty values Thus the level of practical s1gmﬁcance
of the logistic regression coefficient can be accurately Judged by using the single value of the
Delta-p statistic, which was .04. Second, using the Delta-p value, it was concluded that the
educational signiﬁcance of the change in rnoving teachers ﬁorn the early-stage-of-concern group |
to the late-stage-of-concern group was minimal. That is, the change in the probability is
estimated to be approximately .04. |

One very important point must be considered, ’however, before a final conclusion is rnade
regarding the practical significance of this statistically significant logistic regression coefficient:
That is, before practmoners Judge the practical significance of changes in the probability of

belonging to the group assigned a value of one in the dependent vanable they may want to
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evaluate the changes associated with multlple unit changes in.the 1ndependent va.nable (Norusis, |
1999, pp. 39-40) Thrs point is . demonstrated by the changes in the probab111ty levels
correspondrng to changes in the number of years of workrng with the pr1nc1pa1 that exceed one
year (Graham 2002) To 111ustrate this pornt, consrder the dlfferences in thé changes in the '
initial probability levels of teachers who have four addrtronal years of experlence working with
their principals, which is approxrrnately one standard devratron unit of thls 1ndependent varlable
To obtain these probab111ty values, the researcher would specrfy the change in the mdependent
variable as 4 rather than one and enter this value next the title “Change in the Independent
Va.nable“ in the computer program | | |

‘The series of changes in the probab111ty values generated by the program, which are listed
in Frgure 4, indicate that the changes in the 1n1t1al probabrhty values for teachers w1th four .
add1t10na1 years working with therr pr1nc1pals cornpared to teachers w1thout the addrtlonal four
| years range from a minimum of . 123 at the initial probabrhty level of .20, reached a maximum of
~16 at the initial probabrlrty of .42; and declmed in sizeto . 116 at the 1n1t1a1 probab111ty of 70.
These values suggest that although the 1ncrease in the probabrlrty that teachers would be
reclassified from the early-stage-of—concern group to the late-stage—of—concern group assocrated
with a one-year change in the years working with the principal may be ]udged to have mlmmal
educational importance, difference between teachers with little and s1gmﬁcant work expenence

 with the principal may be judged to have educatlonal 1mportance.

Insert Figure 4 about here
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Summary .

Program evaluators and educatlonal researchers who use logistic regression' to analyze
dichotomous dependent vanables are faced with the task of ass1st1ng practltloners in judging
whether a statlstlcally significant coefficient is also practlcally s1gmﬁcant The method and the
computer program presented in th1s paper are. deslgned to provide program evaluators and
lresearchers with values that will assist them in assessmg the practlcal significance of such a
coefﬁclent The program requires the researcher to enter six values: (a) a specified change in the
1ndependent va.nable (b) the lOngth coefﬁclent value (c) the proportlon of the subjects in the
sample ass1gned a value of one in the dependent va.nable (d)a minimum 1n1t1al probablllty
value, (€) a maximum initial probablllty value and (f) an interval used to generate a series of
values between the minimum and maximum initial probablllty values.

Once these six values are entered into the program, it generates a series of changes in the
initial probabilities assoc1ated with a speclﬁed change in the 1ndependent varlable In add1tlon to
this senes of values, the program calculates three 1nd1v1dual values. The ﬁrst of these values is
the Delta-p statistic. This value 1nd1cates the change in the 1n1t1al probablllty value, which is set
equal to the mean of the dependent va.nable assoclated with a speclﬁed change inthe |
mdependent vanable The second 1nd1v1dual value is the 1mt1al probability at which the largest
absolute change in the initial probablllty occurs. The thn'd 1nd1v1dual value represents the actual
value of the maximum absolute value of the change in the initial probablllty for a spectﬁed
change in the independent vanable In addition to these values, the program also prov1des a
~ graph that deplcts the relationship between the changes in the probablllty values (Y axis) and

their corresponding initial probability levels (X axis). -

Do
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We believe that the values generated by the method and the computer' program »described
' in this paper will prov1de researchers program evaluators' and practitioners with information that
- will assist them in judging the practical significance of a logistic regression coefﬁclent ina
: number of ways. First, practltnoners should find the changes in probablllty values to be easier to
use when ]udgxng the practical significance ! of the coefficient as compare to the odds ratio value
(i.e., the logistic regressron coefficient) or even the odds ratio value Second, the series of
changes in the initial probabrlrty values associated w1th a speclﬁed change in the 1ndependent
| variable will allow practrtroners to Judge whether the Delta—p value prov1des enough information
to judge the practrcal significance of the coefﬁclent Thll’d, ifa practmoner believes the practical
significance of the coeﬂicxent should be Judged in terms of changes in the 1ndependent varlable
that are greater than one unit, the program can easlly generate the essentlal values that reflect
such a change. |
“The need to address the practlcal significance of statistically signiﬁcant findings is an
important task for researchers program evaluators, and practltroners to undertake. We believe
the implementation of the method through the use of the computer prograrn,, as described in this
paper, will assist researchers, program evaluators and practltloners in the task of accessing the

practical significance of logistic regression coefficients.
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Apf)endix A
Interested readers can obtain the worksheets used to.calculate the_yarlous probability
estimates for a given logistic regression coefficient as discussed in the previous sections in either
of two ways. They can deslgn the required worksheets by ut111z1ng the Microsofte Excel
| computer software in con]unctlon with the commands out11ned in th1s sectlon or they can request
ccpies of the program from the authors. Send such requests to the follow1ng e-mail address:
jfraas@aShland.edu. |
The commands used in conjunction with the Microsofte Excel computer software, which
are presented in this section, are d1v1ded into four sections. The first set of commands is
designed tolabel the three worksheets included in the spreadsheet. These commands,_ which are
printed_in boldtype, are as follows: o
.l. Double-click on.the .tab for Sheet 1.
2. Enter the name Parameters
3. " Double-click on the tab for Sheet 2.
4. Enter the name Calculations.
5. Double-click on the tab forlSheet 3.
6 Enter the name Chart.
, These commands name the three worksheets Parameters, Calculations and Chart.
| The second set of cornmands is used to construct the Parameters worksheet. These.
cornmands are as follouvs:
l. Clle on the tab titled Parameters
2. Enter in the speclﬁed cells the follow1ng text

(a) Cell Al1-- The Calculatlon of the Changes in Initial Probability

2%
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(b) Cell A2 -- Values for Logistic Regression Coefficients

(c) Cell A3 -- Change in the Independent Variable:

',(d) Cell A4 -- Coefficient Yalue: |

(e) Cell AS - Propoi‘tion of Cases with a Value of 1: |

(f) Cell A6 — Minimum Value: |

‘(-g) Cell A7 -- Maximum Vamé:

(h) Cell A8 -- Interval:

(i) CellC3 - [the snze of change in the mdependent varlable]

() CellC4 -- [the logistic reg_ression coefficient for th_e varlable]

(k) Cell C5 - [average of the dependent variable]

) Cell C6 — [the lowest predicted probability for the sample _data]
(m) Cell C7 - [the highest pi'edicted probability for the sample datal
(n) Cell C8 -~ [interval size between the min. and max. values]

3. Change the background of the range B3: BS to indicate the locatlon of the datato

be entered.

| ‘ The third set. of commands is used to oonstruct the Calculatlon worksheet These |

commands are as follows

1. - Click on the tab titled Calculation. '

2. Enter,in-the. speciﬁed cells the folloWing text:
(a) Cell Al - Initial P Values - N
(b) Cell Bl -- Final P Values
(c) CellC1 - Change in P Values

(d) CellD4 -- Delta-P Statistic for

O
wv B
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(e) CellD7 -- Pvalueat which the absolute change in P

() CellD8 - is the largest for the specified change in the

(g) Cell D9 -- independent variable

(j) Cell D11

-- Largest absolute change in P expressed as P

3. Enter in the specified cells the following formula:

(a) Cell A2 -- =Parameters!B6

(b) Cell A3 -- =[F(A2=""," ",IF(A2+Parameters!$B$8<

(Parameters!$B$7+0.0001) ,A2+Parameters!$SB$8," "))

(c) Cell B2 - =A2+C2

(d) Cell B3 - =IF(A3=""," ",A3+C3)

(e) Cell C2 —~ =IF(A2=""," » RAND()*0+(EXP((LN(A2/(1-A2))

() Cell C3 -

(g) Cell F4 -

(h) Cell F9 -

() Cell F11 --

+(Parameters!$B$4*Parameters!$B$3))))/(1+EXP((LN(A2/(1-A2))
+(Parameters!SBS4*Parameters!$B33))))-A2)
—IF(A3=" "," ",(EXP((LN(A3/(1-A3))
+(Parameters!$B$4*Parameters!$B$3))))/(1+EXP((LN(A3/(1-A3))
+(Parameters!SBS4*Parameters!$B33))))-A3)
=(EXP((LN(F2/(1-F2))+(Parameters!$B$4*Parameters!$B$3))))/
(1+EXP((LN(F2/(1-F2))+(Parameters!$B$4*Parameters!$B$3))))-F2
—(1-SQRT(EXP((Parameters!B4*Parameters!SBS3))))/(1-
(EXP((Parameters!B4*Parameters!SBS3))))
=(EXP((LN(F9/(1-F9))+(Parameters!$B$4*Parameters!$B$3))))/

(1+EXP((LN(F9/(1-F9))+(Parameters!$B$4*Parameters!$B$3))))-F9

oo
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4. Copy the range A3:C3 and paste it into the range A4:C101' |
5. Ihsert the following naméS'
(a) “change_in_p’ refers to =OFFSET(‘The Calculation’!$B$2,0,0, COUNT
(‘The Calculatlon"$B$2 $B$101),1)
- (b) “interval” refers to =0OFFSET(‘The Calculation’!$A$2,0,0,COUNTA
(‘The Calculation’ !$_A$2i$A$10i),I)
6." Save the workbook with the name ‘Fraas’ |
The fourth set of commands is used to cén#ruct_the Chart worksheet. These commands are
as follc;vslls; |
1. Click onthe fab entitled The Calculation _' .
2. Tum oﬁ' the legend by clicking on the Show Legend box
3. Clickon Next$ | o
4.A _.Click on the button for ‘As objecf in:'
5. Eﬁter “The Chart’
6. Click on the tab t1t1ed The Chart
7. Move cursor to the body of the chart and nght chck "
| 8.  Click on ‘Source Data.. .
9. In the Values: bbx enter =Fraas!change_inj
.10, In the Category (X) axis labels 5ox enter =Fraas!interval
11. “Click on OK | o

12. Save the Workbook

e
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The Calculation of the Changes in Initial Probability
Values for a Logistic Regression Coefficient

Change in the Independent Variable: - 1}{the size of change in the mdependent variable]
Coefficient Value: 0.161][the logistic regression coefficient for the variable] - '
Proportion of Cases with a Value of 1: 0.41}{average of the dependent variable]
: Minimum Value: 0.2][the lowest predicted probability for the sample data]
Maximum Value: 0.7][the highest predicted probability for the sample data]
Interval: 0.05|[interval size between the min. and max. values]
Figure 1

Page 1 of the Computer Program that Contains the Results of the Graham Study with the Change

‘inthe Independent Vanable Set at One Year
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0.55 0.589 0.039 mdependent \enable 0.480
00 ....088 . 0.030 : g
............. 0 6506860095TLaf9est absolute change in P expfessed asP 0040 |
0.70 0.733 0.033
" Figure 2

Page 2 of the Computer Program that Contains the Results of the Graham Study with the Change

in the Independent Varlable S_et at One .Year
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Change in Initial Probability Values

< ¢ 3 8
o o o . =
Initial Probability Level

0.20
O.éS
0.30

35
0.60
065
0.70

Figure 3
Page 3 of the Computer Program that Contains the 'Results of the Graham Study with the Change

in the Independent Variable Set at'O_ne Year
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Imhal P Values Final P Values: Change in P Values '
0.20 0.323 .0.123
f f 0.138.

Delta-p Statistic for_0.41 [o 1U

Figure 4

Page 1 of the Computer Program that Contalns the Results of the Graham Study with the Change

in the Independent Variable Set at Four Years
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