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Abstract

Monte Carlo methods were used to investigate the effects of removing extreme data points
identified by five indices of influence. Multivariate normal data were simulated and
observations were removed from samples if they exceeded the criteria suggested in the
literature for each influence statistic. Factors included in the design of the Monte Carlo study
were the number of regressor variables, population multiple correlation, degree of
multicollinearity, and sample size. Conditions were simulated in which all sample observations
were drawn from a single population and conditions in which a single observation in each
sample was drawn from a different population (presenting either an extreme residual or an
extreme value in the space of the regressor variables). Results were evaluated in terms of

statistical bias in the regression parameter estimates and the sample R? value.




Qutliers and Influence
3

The Influence of Influence Diagnostics: An Empirical Investigation
of the Effects of Removing Extreme Data Points

The purpose of this research was to examine outlier detection strategies and the effects
of their use on the resulting regression equation parameter estimates. Linear regression analysis
is used to make predictions about the behavior of data. By using the method of least squares,
data are fit to a linear model and the resulting sample equation is used to draw inferences about
the population from which the sample was obtained. Unusual data points known as outliers
can have a critical impact on the sample regression equation. Outlier detection strategies are
recommended for screening samples to determine which observations should be used to obtain
the sample estimates of regression parameters (Bollen & Jackman, 1985; Mongomery & Peck,
1992; Fox, 1997).

Outlier Detection Strategies

Many statistics may be used for the detection of outlying observations, but this study
focused on the five indices most commonly suggested: (1) leverage, (2) studentized residuals or
RSTUDENT, (3) Cook’s D, (4) DFITS and (5) DFBETAS. All of these indices begin with the
general linear regression model:

y=Xb+¢
where y is an n x 1 vector of values for the dependent variable,
X is an n x k matrix of observations on the independent variables ,

b is a k x1 vector of regression coefficients, and

gis an n x 1 vector of disturbances or residuals.
The least squares regression coefficients and the predicted values of the dependent variable are

obtained as
b=(X"X)"'X"y and
y=XX"X)'X"y
The matrix H, known as the “hat matrix,” is then defined to be
H=X(X"X)"Xx"

The diagonal elements of H denoted as I are called leverage values. These values represent the

extent to which each observation presents extreme values on the predictor variables.
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The RSTUDENT or studentized residuals are transformations of the least squares
residuals (i.e., ¢, = ¥, — J,), using the leverage value for the i* observation and estimated

variance of the i* residual. Specifically, the RSTUDENT values are defined as:

RSTUDENT = ——2i

v Si2 (1-h;)

DFITS values represent changes in all the regression coefficients that result when a

single case is removed from the sample. DFITS are defined as:
(J:’ - X(i)b(i))
V Sizhi

In contrast to DFITS, DFBETAS represent an index of the extent to which each regression

DFITS =

coefficient changes when a case is omitted from the sample. These values, for regression weight

b;, are defined as:

b,~b,
DFBETA, =—LJ0

Cook's distance is a measure of squared distance between the least square estimate
_derived using all n points (b) and the estimate obtained by deleting the i** observation (i.e.,
using n - 1 observations for the estimate, represented by b;). Cook’s D is defined as:
(byy — b)TXTX(b(,.) -b)
(k+1)(MS;)

After values of these indices have been calculated for each observation in the sample, the
obtained values are compared to criteria to determine if they are large enough to suggest that
the observation is an outlier or an influential data point. The criteria suggested in the literature

(e.g., by Bollen & Jackman, 1985) are functions of sample size and number of regressors (see

Table 1).

A Paucity of Research on Outlier Detection
The impact of outliers and influential data points on the estimation of linear regression
models is an area of research that has received very little attention (Chatterjee & Yilmaz, 1992).

While several textbooks provide introductions to regression diagnostics (Pedhazur, 1997;
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Mongomery & Peck, 1992; Fox, 1997), and current software including SPSS (SPSS, Inc., 1988)
and SAS (SAS Institute, Inc., 1982) will provide information about outliers, very little systematic
research has been conducted to examine the extent to which the removal of outliers influences
the resulting regression model.

For example, in their expositions on regression diagnostics Bollen and Jackman (1985)
examined data in two empirical settings drawn from cross-national comparative research (the
relation between voting turnout and income inequality in industrial societies and an analysis of
economic dependency and political democracy). They found that diagnostics were helpful in
identifying problems of sample composition and measurement error. Similarly, in a review of
regression diagnostics Chatterjee and Yilmaz (1992) looked at a small set of data to detect
influential data points. After detecting influential data using the five diagnostics described
above, they reported a large change in the estimated regression equations when a influential
data point was removed. They concluded that as little as 1% of influential data points may affect
multi-collinearity and may alter estimates of parameters and other statistics in an unpredictable
way.

Although such anecdotal reports are useful to suggest the importance of screening data
for outliers or influential observations, little evidence is available about the effects of data
screening and the removal of influential data points on subsequent inferences about the
population from which the sample was obtained. The purpose of this study was to examine the
effects of outlier removal on the accuracy of such inferences. Specifically, we hypothesized that
if all observations are sampled from a common multivariate normal population, the screening
and removal of observations would result in biases in the regression estimates. In contrast, if
actual aberrant observations are present in the samples, the removal of such observations would
reduce bias in the estimates.

Method

The research was a Monte Carlo study in which random samples were simulated under
known and controlled population conditions. In the Monte Carlo study, samples were
generated from multivariate normal populations, regression equation parameters were
estimated, and the samples were subsequently screened for outliers and influential data points.
Such data points were removed from the sample and the regression equation parameters were

re-estimated using the reduced sample.
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We applied each index of “outlyingness” separately to each sample, using the “critical
values” suggested in the literature. That is, each sample was first screened using only the
leverage values, and the most extreme observation was removed if the leverage exceeded 2k/n.
If an observation was removed, the equation was re-estimated, using the remaining n - 1
observations and the leverage values were recomputed. This iterative process of estimating and
screening for outliers continued until no observations were identified as presenting extreme
values. The process was then repeated (using the entire original sample) applying each
influence diagnostic statistic (e.g., DFITS, Cook’s distance, etc.).

The Monte Carlo study included five factors in the design. These factors were (a) the
true population multiple correlation (with p*=0.10, 0.30, and 0.60), (b) number of regressor
variables (with k = 2 and 5), (c) sample sizes (with n = 5*k, 10*k, and 50*k), (d) degree of
multicollinearity (with average inter-regressor correlations of approximately 0.1, 0.3 and 0.5),
and type of aberrant observation present in the sample (extreme residual, regressor outlier, and
no aberrant observation). The correlation matrices used as the bases for the simulations were
obtained from matrices reported in the educational research literature.

Samples were generated according to three conditions of aberrance. In two of these
conditions, a single observation was produced that differed from the n - 1 remaining
observations in the sample. Two types of such aberrant observations were investigated.
Samples that included an observation with an extreme residual were produced by randomly
selecting a single observation from each sample and computing that observation’s residual from

the population regression equation. The residual for the observation was then increased by 3o,

and the value of the criterion variable was recomputed using the larger residual. Samples that
included a regressor outlier were produced by sampling one observation from a multivariate
normal population with a mean of 3.0 on each regressor variable, and sampling the remaining n
-1 observations from a population with a mean of 0.0 on each regressor. Finally, samples were
generated that included no aberrant observations (that is, all n observations were sampled from
the same multivariate normal population).

The research was conducted using SAS/IML version 6.12 and 8.1. Conditions for the
study were run under Windows 98. Normally distributed random variables were generated

using the RANNOR random number generator in SAS. A different seed value for the random
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number generator was used in each execution of the program. The program code was verified
by hand-checking results from benchmark datasets.

For each condition investigated, 5,000 samples were generated. The use of 5,000 samples
provides adequate precision for the investigation of the bias in sample regression parameter
estimates. For example, 5,000 samples provides a maximum 95% confidence interval width
around an observed proportion that is +.014 (Robey & Barcikowski, 1992).

The effects of outlier screening were evaluated by calculating the bias in the sample

estimates of individual regression parameters and the sample estimates of p*. The regression

equation obtained from each sample before outlier screening was compared to the known
population regression equation (i.e., the equation used as the basis for the data generation).
Similarly, the equations estimated (a) after the removal of the most extreme outlier (if at least
one outlying data point was identified), and (b) after the removal of the two most extreme
outliers were compared to the population parameters.
Regression parameter estimates were compared in terms of their statistical bias as
estimates of the population parameters. The bias was estimated using
J
. ; (bif -5 )
Bias(b) = —

where Bias(b;) = estimated bias in the i regression weight,
b; = i weight in the j*" sample
B, = population value of the i* regression weight,
J = number of samples simulated.

The bias among all of the regression weights was then computed as the mean absolute value of
bias in the k weights. Absolute values were used to prevent positive and negative biases in the

weights from canceling one another. An analogous bias equation was used for the estimation of
bias in the sample R2as an estimate of p*.

In addition to the estimation of statistical bias in the sample estimates, we evaluated the
extent of agreement among the indices in individual observations being identified as outliers or
influential cases. Finally, for conditions that included one of the two types of aberrant
observations, we calculated the proportions of samples in which the aberrant observation was

correctly flagged by each index.
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Results

Conditions with All Observations from a Common Population

An initial consideration of the results of this research is the extent to which bias is
induced by outlier detection methods if no “true” aberrant observations are present in the
sample.

Bias in R2.The sample estimates of statistical bias in the value of R? with a single
observation removed, if flagged by each influence statistic, are presented in Table 2. The last
column of the table provides, as a reference value, the estimated bias in sample R?2 prior to

removing any observations. As anticipated, the bias in R2 before removing observations

- . . 2
(reflected in these reference values) increases with smaller samples and smaller values of p°.

That is, research designs with small samples drawn from populations with small values of p’

are expected evidence more bias whether or not observations are removed as a result of
applying the screening diagnostics. For conditions with large samples (n = 50*k), Cook’s
distance did not flag any observations for removal, therefore, bias estimates could not be
calculated.

To provide an overview of the results, the bias estimates in Table 2 are graphed in
Figure 1 as a series of box-and-whisker plots. As is evident in this figure, the indices differ in the
amount of bias induced in R? when they are used to identify and remove a single observation.
Further, the magnitude of induced bias is substantial for some conditions. Overall, the use of
leverage to identify observations appears to induce the least amount of bias, while Cook’s
distance and R_Student appear to induce the greatest amount of bias.

The sample estimates of bias with two observations removed (if flagged) are presented
in Table 3 and Figure 2. These data suggest an increase in the magnitude of bias with the
removal of a second observation, but no substantive change in the pattern of results.

A closer inspection of the data in tables 2 and 3 suggests that the bias resulting from the
use of influence diagnostics is related to several factors included in the experimental design

used in this research. For example, the methods tend to converge as sample size increases. With
k=2, p’>=.10, %,=.30, and n = 10, the bias with one observation removed ranged from .40

(using R_Student to identify observations) to .20 (using leverage). Under this condition with
large samples (n = 100), the bias ranged from only .02 to .01. These data are graphed in Figure 3

(for the removal of one observation) and Figure 4 (for the removal of two observations). The
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differences among methods are apparent with small samples, as is the large magnitude of bias
resulting from the use of all methods examined except leverage. The use of DFBETAs and
DFFITS result in nearly equal amounts of bias, while greater magnitudes of bias are observed
for R_Student and Cook’s distance. In both figures, the bias obtained from the use of leverage to
screen observations closely approximates the bias observed before deleting observations.

The pattern of bias observed appears to be a function of absolute sample size rather than

the ratio of sample size to number of regressors. Figure 5 provides bias estimates resulting from

T ——— e

resulting from the application of the screening diagnostics in the 2-regressor models (having a
smaller sample size for a given n-to-k ratio) exceeds that obtained in the 5-regressor models

(having a larger sample size for a given ratio).

The magnitude of bias in R? appears consistent across levels of o’ . Figure 6 provides

bias results from the removal of a single observation across levels of p* (for k =5, n =25, and

7,=.5). The lines in the graph are approximately parallel reflecting a consistent amount of bias

induced by each method (with the exception of Cook’s distance applied to small values of p*,a
condition that yielded a larger magnitude of bias).

Bias in Regression Weights. Tables 4 and 5 present the average bias in regression weights
with one and two observations removed, respectively. As with the previous tables, the bias
observed before removing observations is presented as a reference column. The bias values are
all positive because bias was calculated as the average absolute value of bias across the k
regression weights. These bias values are graphed in Figures 7 and 8 to provide an overview of
the results. In contrast to the bias obtained with R?, the bias in the regression weights appears
very small in magnitude and the differences among methods is less obvious (with the exception
of Cook’s distance).

A closer inspection of Tables 4 and 5, however, suggests that the magnitude of bias in
the regression weights is also a function of sample size. Figures 9 and 10 present bias as a

function of sample size with one and two observations removed, respectively, for the condition

k=2, p*=.10, and 7,=.30. Differences among the influence diagnostics are evident for the

10
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small samples (n = 10), but the bias estimates converge for larger samples. The extreme bias

resulting from the use of Cook’s distance is apparent in these figures.

Agreement Among Indices

The agreement among the indices in the specific observations identified are presented in
Table 6. This table presents the mean level of agreement across the conditions examined in this
study, as well as the maximum and minimum agreement observed. The inter-index agreement
on the first observation identified is presented above the main diagonal, while the agreement on
the first two (disregarding order of identification) are below the diagonal.

As suggested by the bias results reported above, DFFITS and DFBETAs evidence a high
level of agreement in the cases identified (mean agreement = .73 on the first case, with a range
of .61 to .85). The R_Student index evidenced a moderate level of agreement with both DFFITS
and DFBETAs (mean agreement = .40 and .37, respectively, for the first case identified).
Leverage and Cook’s D evidenced lower levels of agreement with the other indices. For
leverage, the mean agreement on the first observation ranged from .03 (agreement with
R_Student) to .19 (agreement with DFFITS). Similarly, for Cook’s D, the mean agreement
ranged from .06 (agreement with leverage and DFBETAs) to .19 (agreement with R_Student).

Conditions with Samples that Contain an Aberrant Observation:

Successful Identification of Abberant Observations. Tables 7 and 8 present the proportion of
samples in which each outlier detection method identified an aberrant observation as the first or
second observation flagged. For samples generated with an observation having an excessively
large residual (Table 7), the Rstudent index identified the observation as the first one flagged
with rates ranging from 0.77 to 0.93. DFBET As and DFFITS were nearly as successful with small
samples, but their performance deteriorated with the larger samples examined. Leverage and
Cook’s D evidenced nearly complete inability to identify these aberrant observations.

For samples generated with an observation having extreme values among the regressor

variables (Table 8), leverage was the most successful at small values of o’ . For example, with

p*=.10 leverage identified the aberrant observation as the first one flagged at rates ranging

from .62 to .85 with two regressors and ranging from .62 to .97 with five regressors. The method

11
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became less successful with larger values of p° and with higher degree of intercorrelation

among the regressors. As ,02 increased, however, both the DFFITS and DFBET As evidenced
improved performance in detecting the aberrant observation. For example, with two regressors,
,o2 =10, and regressor intercorrelation of .30, DFFITS correctly identified the aberrant
observation with rates between only .39 and .46, while the rates for leverage ranged from .73 to
.82. In contrast, with two regressors, ,o2 =.60, and regressor intercorrelation of .30, the rates for
roimn .84 to .97, while the rates for leverage ranged from .72 to .80.

Bias in R2.The sample estimates of statistical bias in the value of R? with a single
observation removed, if flagged by each influence statistic, are presented in Tables 9 and 10, for
the two types of aberrant observations simulated. As with previous tables, the last column of
these tables provides. as a reference value, the estimated bias iin sampie R? prior to removing
any observations. The overall distribution of the bias values in Tables 9 and 10 are presented as
box-and-whisker plots in Figures 11 and 12, respectively. For samples that contain an
observation with an exceptionally large residual (Table 9 and Figure 11), the removal of an
observation flagged by the screening methods did not, in general, improve the estimation of R2.

The typical effect of such removal was to induce a small positive bias in the sample R? value.
The effect was most pronounced with Cook’s D method. For example when k =2, p* =10,

and 7, = .30 there was an extreme decrease in bias as sample size increased.(Table 10 and Figure

15). When k =2, p?>=.60, and 7, = .30, the decrease in bias was even more extreme with

Cook’s D method(Table 10 and Figure 16) . Interestingly, the use of leverage for screening
appeared to induce the least bias in the R? values. The leverage statistic was not effective in
identifying the “correct” observations with this type of aberrance. Apparently the observations
this statistic is flagging for removal have a relatively benign impact on the sample R2.

For samples that contain an observation with unusual values in the regressor variables
(Table 10 and Figure 12), more substantial impacts on the sample R? value are evident.
Specifically, the large negative biases in R? that are present in small samples are effectively
reduced by all of the screening methods(Figures 15 and 16). Unfortunately, some degree of
positive bias is induced in many of the sample conditions. The most effective of the statistics
examined, again, appears to be leverage. For the type of outlier simulated in these conditions,

leverage was effective in identifying the correct observations and over the set of conditions

12
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examined was the most effective in terms of yielding the least biased estimated of the
population squared multiple correlation.

Bias in Regression Weights. Tables 11 and 12 present the average bias in regression
weights with a single observation removed for the two types of aberrance examined. As with
previous presentation of bias in regression weights, the bias values are all positive because bias
was calculated as the average absolute value of bias across the k regression weights. These bias
values are graphed in Figures 13 and 14 to provide an overview of the results. As with the
regression weight bias results obtained with all observations sampled from a single population,
the effect of an observation with a large residual is very small (Table 11 and Figure 13). The
screening and removal of observations provided little effect overall on the bias in regression
weights with this type of aberrant observation. A notable difference is the use of Cook’s D as a
ning statistic, a statistic whose use induces substaniial bias in the weights.

More notable effects are evident with samples that contain an observation with unusual
values in the regressor variables (Table 12 and Figure 14). In these conditions, the presence of
the aberrant observation has a substantial biasing effect on the sample regression weight,
especially with small samples (Table 12 and Figures 17 and 18). All of the screening statistics
were effective in reducing the bias in the regression weights with this type of aberrance.
Although all of the statistics were effective when the resulting regression weights are compared
to those obtained from the samples before outlier screening, the most effective among the
methods appear to be DFFITS and leverage. For example when k =2, p?=.10, and 7, = .30. the
bias in regression weights is substantially smaller for DFFITS and leverage as sample size
increases (Table 12 and Figure 17). Whenk =2, p* = .60, and 7, = .30 a similar pattern is present
(Table 12 and Figure 18). These screening statistics were the most accurate among those
examined in identifying the aberrant observation in the samples and such accuracy is reflected
in the reduced bias in sample regression weights.

Conclusions

The results of this research, in general, suggest that prudence and caution are needed in
the screening of samples for outliers and influential observations. To some extent, apparent
outliers in a sample reflect actual variability of the population and their elimination results in
biased parameter estimates. When samples were generated from a single population and no

unusual observations were deliberately included, the bias induced in the sample R2 when these

13
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methods are applied to small samples was substantial. Although the bias induced in the
regression weights was of a much lower magnitude, with small samples such bias is probably
not ignorable. With equations estimated from large samples, the biases resulting from the use of
these indices converge toward the bias expected without removal of any observations.

The only screening index that appeared to result in no bias increase in such samples
(indeed, in some conditions bias was reduced after removal of observations) was leverage. The
reader is reminded that the leverage index is calculated from the matrix of observations on the
regressor variables only. That is, the criterion variable is irrelevant to this statistic. The other
indices, by including in their calculation the criterion variable and its estimation, systematically
identify observations whose removal biases the sample equation and the sample estimate of the
population coefficient of determination.

The other side of the influence coin is the effect of unusual observations that actually
results from processes that differ from those providing the majority of the sample. We
attempted to simulate this with samples that included a single observation reflecting one of two
types of aberrance. As expected, the effects of such aberrant observations are notably greater
with small samples. Observations with large residuals had relatively little impact on the bias of

either R? or the sample regression weights. With small samples, R? is already a biased estimator
of p* and the presence of a larger than normal residual in some conditions reduced this small

sample bias (at the most extreme these single observations resulted in small sample R2 being
negatively biased as an estimator). The screening and removal of a flagged observation
evidenced little impact overall on the bias in R? or the regression weights. Observations with an
unusual value among the regressor variables showed a greater effect, notably in the bias of
sample regression weights. For this type of aberrant observation, screening and removal was
effective in reducing bias, and both leverage and DFFITS were the most effective screening
statistics.

Several limitations need to be considered in the interpretation of these results. First, the
outlier detection strategies we employed were designed for detecting a single extreme
observation. Multiple outliers in a sample may “mask” one another so that they cannot be
detected by these techniques. Secondly, we simulated only multivariate normal data;
nonnormal data may behave very differently. Finally, in this simulation study the regression

models we employed represented the correct functional form of the relationship between the

14
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regressors and the criterion variable (i.e., linear, additive models) and either all observations
were randomly sampled from a common multivariate population or a single aberrant
observation was present in each sample. In actual field research, outlier removal from samples
may improve the ability to identify the correct functional form of relationship (e.g., nonlinear or
nonadditive models) and may improve estimates when samples are comprised of a mixture of
distributions. Further research is needed to investigate the use of these diagnostics in such

samples.

15
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Criterion Values for Influence Diagnostics.
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Table 2
Estimated Bias in Sample R2 with One Observation Removed from Samples Drawn from Single Population.
k N p2 7 Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
2 10 01 01 0.3656 0.3262 0.2073 0.4035 0.3344 0.1931
0.3 0.3561 0.3214 0.1993 0.4012 0.3291 0.1875
0.5 0.3827 0.3340 0.2166 0.4172 0.3455 0.1982
03 01 0.2467 0.2333 0.1111 0.319%4 0.2384 0.1241
0.3 0.2441 0.2202 0.1007 0.2995 0.2197 0.1174
0.5 0.2303 0.2261 0.1044 0.3081 0.2247 0.1175
06 01 0.0943 0.0885 0.0081 0.1705 0.0873 0.0330
0.3 0.1276 0.1336 0.0239 0.2024 0.1333 0.0592
0.5 0.1334 0.1236 0.0216 0.2037 0.1285 0.0513
20 01 01 0.2018 0.1373 0.0849 0.1556 0.1389 0.0885
0.3 0.1927 0.1353 0.0824 0.1516 0.1354 0.0864
0.5 0.1929 0.1370 0.0842 0.1550 0.1381 0.0883
03 01 0.1030 0.0939 0.0333 0.1231 0.0967 0.0522
0.3 0.1305 0.0913 0.0262 0.1203 0.0916 0.0473
0.5 0.1114 0.0992 0.0289 0.1294 0.0953 0.0536
06 01 0.0450 0.0514 -0.0129 0.0832 0.0512 0.0197
03 0.0548 0.0571 -0.0102 0.0927 0.0557 0.0225
0.5 0.0475 0.0574 -0.0100 0.0924 0.0539 0.0232
100 01 0.1 — 0.0218 0.0145 0.0250 0.0224 0.0175
03 -— 0.0206 0.0124 0.0240 0.0205 0.0157
0.5 -— 0.0216 0.0135 0.0250 0.0220 0.0164
03 01 -— 0.0164 0.0012 0.0252 0.0168 0.0096
0.3 - 0.0158 -0.0009 0.0246 0.0155 0.0084
0.5 --- 0.0177 0.0004 0.0255 0.0170 0.0095
06 01 - 0.0093 -0.0075 0.0194 0.0102 0.0027
03 --- 0.0119 -0.0062 0.0215 0.0116 0.0044
0.5 -- 0.0125 -0.0063 0.0217 0.0121 0.0044
5 25 01 0.1 0.3456 0.2479 0.1865 0.2701 0.2540 0.1809
0.3 0.3299 0.2474 0.1824 0.2685 0.2521 0.1797
0.5 0.3274 0.2499 0.1867 0.2688 0.2531 0.1772
03 01 0.2528 0.1899 0.1274 0.2166 0.1965 0.1323
0.3 0.2841 0.1994 0.1324 0.2216 0.2016 0.1359
0.5 0.2228 0.1881 0.1242 0.2109 0.1918 0.1286
06 0.1 0.1215 0.0977 0.0503 0.1196 0.1010 0.0596
0.3 0.1114 0.1006 0.0522 0.1219 0.1032 0.0616
0.5 0.1410 0.1042 0.0548 0.1229 0.1044 0.0631
5 01 01 0.0933 0.1121 0.0854 0.1181 0.1131 0.0867
03 _ 0.1123 0.0850 0.1185 0.1126 0.0868
0.5 —- 0.1134 0.0867 0.1192 0.1143 0.0883
03 01 0.0370 0.0868 0.0569 0.0985 0.0898 0.0626
0.3 0.1572 0.0948 0.0615 0.1035 0.0953 0.0674
0.5 0.1249 0.0913 0.0576 0.1007 0.0912 0.0636
06 0.1 0.0635 0.0465 0.0199 0.0569 0.0478 0.0272
0.3 0.0794 0.0516 0.0230 0.0611 0.0519 0.0304
0.5 0.1866 0.0517 0.0215 0.0602 0.0506 0.0296
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Table 2 (con’t)
Estimated Bias in Sample R2? with One Observation Removed from Samples Drawn from Single Population.
k N p* n Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
250 0.1 01 -— 0.207 0.0163 0.0219 0.0207 0.0173
0.3 -- 0.0197 0.0151 0.0207 0.0193 0.0162
0.5 0.0200 0.0158 0.0210 0.0198 0.0166
03 01 - 0.0174 0.0103 0.0204 0.0176 0.0124
03 -— 0.0169 0.0094 0.0193 0.0167 0.0113
05 -— 0.0173 0.0092 0.0202 0.0173 0.0118
06 01 -— 0.0110 0.0036 0.0142 0.0111 0.0062
03 -- 0.0105 0.0028 0.0133 0.0103 0.0052
05 0.0118 0.0035 0.0143 0.0113 0.0060
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Table 3
Estimated Bias in Sample R2? with Two Observations Removed from Samples Drawn from Single Population.

k N p° 7 Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
> 10 01 01 0.4984 0.4540 0.2377 0.6177 0.4761 0.1931
03 0.4934 0.4438 0.2259 0.6105 0.4646 0.1875

05 0.5291 0.4634 0.2319 0.6300 0.4818 0.1982

03 01 0.3405 - 0.3321 0.1192 0.4873 0.3437 0.1241

03 0.3665 0.3044 0.0989 0.4465 0.3202 0.1174

0.5 0.3270 0.3251 0.1058 0.4760 0.3377 0.1175

06 01 0.2796 0.1432 -0.0150 0.3036 0.1556 0.0330

03 0.1823 0.2011 0.0029 0.3162 0.2055 0.0592

05 0.1730 0.1934 -0.0039 0.3112 0.1989 0.0513

20 01 01 0.3150 0.1813 0.0855 0.2217 0.1870 0.0885

0.3 0.2720 0.1795 0.0806 0.2240 0.1831 0.0864

0.5 0.2816 0.1815 0.0819 0.2286 0.1849 0.0883

03 01 0.1867 0.1349 0.0177 0.2001 0.1389 0.0522

0.3 0.1536 0.1326 0.0092 0.1914 0.1314 0.0473

05 . 0.1260 0.1386 0.0125 0.1997 0.1356 0.0536

06 01 0.0120 0.0777 -0.0368 0.1350 0.0797 0.0197

0.3 0.1818 0.0880 -0.0356 0.1523 0.0867 0.0225

0.5 0.1091 0.0865 -0.0353 0.1499 0.0847 0.0232

100 01 0.1 -— 0.0257 0.0121 0.0315 0.0264 0.0175

03 -— 0.0245 0.0097 0.0307 0.0245 0.0157

0.5 -— 0.0261 0.0109 0.0319 0.0263 0.0164

03 01 - 0.0219 -0.0055 0.0380 0.0233 0.0096

0.3 - 0.0223 -0.0084 0.0382 0.0223 0.0084

0.5 —- 0.0248 -0.0066 0.0388 0.0236 0.0095

06 01 -— 0.0143 -0.0158 0.0326 0.0162 0.0027

03 -—- 0.0178 -0.0144 0.0350 0.0178 0.0044

05 -— 0.0187 -0.0148 0.0357 0.0186 0.0044

5 25 01 0.1 0.5853 0.3098 0.1904 0.3576 0.3207 0.1809
0.3 0.4386 0.3081 0.1890 0.3550 0.3181 0.1797

0.5 0.4233 0.3119 0.1912 0.3562 0.3197 01772

03 01 0.2274 0.2393 0.1270 0.2937 0.2509 0.1323

0.3 - 0.2532 0.1317 0.3016 0.2592 0.1359

0.5 0.1178 0.2411 0.1241 0.2879 0.2474 0.1286

06 01 -— 0.1287 0.0421 0.1666 0.1349 0.0596

0.3 0.1186 0.1344 0.0443 0.1706 0.1368 0.0616

0.5 0.1879 0.1380 0.0481 0.1735 0.1396 0.0631

50 01 01 0.1349 0.0847 0.1484 0.1370 0.0867

0.3 . 0.1354 0.0843 0.1475 0.1361 0.0868

0.5 -—- 0.1354 0.0859 0.1472 0.1382 0.0883

03 01 —- 0.1081 0.0528 0.1299 0.1136 0.0626

03 _ 0.1176 0.0574 0.1349 0.1190 0.0674

0.5 -— 0.1141 0.0526 0.1333 0.1154 0.0636

06 0.1 -—- 0.0623 0.0140 0.0807 0.0640 0.0272

03 — 0.0689 0.0166 0.0854 0.0691 0.0304

05 -— 0.0693 0.0151 0.0850 0.0683 0.0296
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Table 3 (con’t)
Estimated Bias in Sample R2? with Two Observations Removed from Samples Drawn from Single Population
k N p* & Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
250 0.1 0.1 _ 0.234 0.0156 0.0257 0.0235 0.0173
03 _ 0.0223 0.0143 0.0245 0.0221 0.0162
05 -- 0.0227 0.0149 0.0246 0.0226 0.0166
03 01 _ 0.0216 0.0085 0.0270 0.0221 0.0124
03 _ 0.0210 0.0079 0.0257 0.0209 0.0113
0.5 -—- 0.0219 0.0073 0.0269 0.0218 0.0118
06 01 _ 0.0149 0.0015 0.0207 0.0154 0.0062
0.3 -—- 0.0149 0.0008 0.0199 0.0147 0.0052
0.5 0.0164 0.0014 0.0208 0.0208 0.0060
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Table 4
Estimated Bias in Sample Regression Weights with One Observation Removed from Samples Drawn from Single
Population.
k. N p* & Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
2 10 01 01 0.0166 0.0041 0.0036 0.0067 0.0020 0.0016
0.3 0.0347 0.0086 0.0106 0.0134 0.0110 0.0096
0.5 0.0151 0.0082 0.0077 0.0233 0.0125 0.0101
03 0.1 0.0199 0.0050 0.0079 0.0072 0.0064 0.0028
03 0.0261 0.0113 0.0146 0.0197 0.0103 0.0090
0.5 0.0241 0.0090 0.0088 0.0137 0.0084 0.0088
0.6 0.1 0.0737 0.0247 0.0086 0.0412 0.0381 0.0160
0.3 0.0112 0.0041 0.0049 0.0091 0.0054 0.0027
0.5 0.0205 0.0104 0.0036 0.0105 0.0090 0.0058
%0 01 01 0.0219 0.0029 0.0033 0.0054 0.0030 0.0030
0.3 0.0157 0.0018 0.0020 0.0053 0.0022 0.0031
0.5 0.0216 0.0042 0.0015 0.0040 0.0044 0.0017
03 01 0.0136 0.0038 0.0030 0.0042 0.0023 0.0041
0.3 0.0292° 0.0036 0.0016 0.0035 0.0037 0.0023
0.5 0.0292 0.0019 0.0016 0.0021 0.0024 0.0009
06 01 0.0149 0.0026 0.0018 0.0020 0.0019 0.0019
0.3 0.0096 0.0011 0.0025 0.0017 0.0007 0.0015
0.5 0.0292 0.0025 0.0021 0.0043 0.0025 0.0018
100 01 01 _ 0.0006 0.0005 0.0005 0.0005 0.0005
0.3 _ 0.0011 0.0008 0.0011 0.0011 0.0009
0.5 _ 0.0008 0.0010 0.0016 0.0008 0.0011
03 0.1 _ 0.0014 0.0012 0.0010 0.0011 0.0009
0.3 _ 0.0021 0.0019 0.0014 0.0021 0.0016
0.5 _ 0.0007 0.0010 0.0007 0.0006 0.0009
06 01 _ 0.0008 0.0009 0.0010 0.0007 0.0010
0.3 _ 0.0006 0.0005 0.0003 0.0004 0.0004
0.5 _ 0.0014 0.0016 0.0014 0.0016 0.0016
5 25 01 0.1 0.0348 0.0019 0.0009 0.0020 0.0016 0.0012
0.3 0.0264 0.0024 0.0024 0.0033 0.0023 0.0018
0.5 0.0164 0.0071 0.0080 0.0055 0.0067 0.0069
03 01 0.0126 0.0033 0.0035 0.0039 0.0040 0.0035
0.3 0.0410 0.0046 0.0036 0.0024 0.0028 0.0026
0.5 0.0137 0.0074 0.0051 0.0040 0.0072 0.0045
06 0.1 0.0158 0.0020 0.0025 0.0020 0.0021 0.0017
0.3 0.0332 0.0017 0.0019 0.0024 0.0020 0.0022
0.5 0.0197 0.0033 0.0024 0.0031 0.0029 0.0025
50 01 01 0.1074 - 0.0011 0.0014 0.0016 0.0013 0.0010
0.3 _ 0.0015 0.0018 0.0012 0.0017 0.0015
0.5 _ 0.0022 0.0025 0.0019 0.0023 0.0025
03 0.1 0.1379 0.0015 0.0015 0.0009 . 0.0013 0.0014
0.3 0.1141 0.0023 0.0017 0.0015 0.0023 0.0014
0.5 0.1784 0.0017 0.0013 0.0020 0.0012 0.0021
06 01 0.0312 0.0011 0.0009 0.0014 0.0009 0.0009
03 0.1695 0.0010 0.0018 0.0014 0.0011 0.0015
0.5 0.1181 0.0019 0.0023 0.0023 0.0022 0.0019
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Table 4 (con’t) .
Estimated Bias in Sample Regression Weights with One Observation Removed from Samples Drawn from Single

Population.

k N p* 7 Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
250 01 01 _ 0.0004 0.0005 0.0006 0.0005 0.0005
03 _ 0.0008 0.0008 ~0.0007 0.0008 0.0011

05 _ 0.0014 0.0013 0.0015 0.0013 0.0014

03 01 _ 0.0009 0.0008 0.0008 0.0009 0.0009

0.3 _ 0.0025 0.0023 0.0023 0.0022 0.0024

0.3 _ 0.0014 0.0016 0.0016 0.0013 0.0013

06 01 _ 0.0004 0.0004 0.0004 0.0004 0.0004

0.3 _ 0.0004 0.0004 0.0005 0.0005 0.0005

0.5 0.0009 0.0009 0.0010 0.0010 0.0009
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Table 5
Estimated Bias in Sample Regression Weights with Two Observations Removed from Samples Drawn from Single
Population.
k N p* 7 Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
) 10 01 01 0.0150 0.0045 0.0031 0.0108 0.0016 0.0016
0.3 0.1041 0.0131 0.0169 0.0119 0.0107 0.0096
0.5 0.1326 0.0192 0.0176 0.0299 0.0238 0.0101
03 01 0.0370 0.0051 0.0061 0.0100 0.0115 0.0028
03 0.0409 0.0124 0.0094 0.0139 0.0073 0.0090
0.5 0.0626 0.0134 0.0123 0.0327 0.0169 0.0088
06 0.1 0.2378 0.0277 0.0289 0.0539 0.0475 0.0160
03 0.0652 0.0061 0.0031 0.0077 0.0097 0.0027
0.5 0.0728 0.0156 0.0068 0.0306 0.0166 0.0058
20 01 01 0.0536 0.0025 0.0035 0.0057 0.0011 0.0030
03 0.0722 0.0031 0.0029 0.0067 0.0027 0.0031
0.5 0.2094 0.0035 0.0017 0.0032 0.0030 0.0017
03 01 0.0930 0.0030 0.0023 0.0052 0.0029 0.0041
03 0.0705 0.0038 0.0022 0.0042 0.0051 0.0023
0.5 0.0853 0.0018 0.0026 0.0037 0.0035 0.0009
06 01 0.1346 0.0025 0.0027 0.0031 0.0020 0.0019
03 0.1835 0.0010 0.0017 0.0024 0.0006 0.0015
0.5 0.0898 0.0032 0.0010 0.0051 0.0030 0.0018
100 01 0.1 _ 0.0006 0.0006 0.0004 0.0003 0.0005
03 _ 0.0012 0.0008 0.0012 0.0014 0.0009
0.5 _ 0.0015 0.0007 0.0016 0.0009 0.0011
03 01 _ 0.0014 0.0010 0.0010 0.0011 0.0009
03 _ 0.0022 0.0018 0.0011 0.0020 0.0016
0.5 _ 0.0008 0.0011 0.0005 0.0006 0.0009
06 0.1 _ 0.0009 0.0009 0.0010 0.0008 0.0010
03 — 0.0008 0.0005 0.0005 0.0007 0.0004
0.5 _ 0.0015 0.0017 0.0019 0.0015 0.0016
5 25 01 01 0.1690 0.0024 0.0021 0.0039 0.0022 0.0012
0.3 _ 0.0017 0.0017 0.0020 0.0017 0.0015
0.5 0.1730 0.0062 0.0067 0.0055 0.0064 0.0069
03 01 0.1894 0.0031 0.0036 0.0051 0.0026 0.0035
03 _ 0.0058 0.0052 0.0045 0.0038 0.0026
0.5 0.1653 0.0077 0.0037 0.0025 0.0061 0.0045
06 0.1 _ 0.0025 0.0028 0.0022 0.0021 0.0017
03 0.1555 0.0018 0.0016 0.0038 0.0030 0.0022
0.5 0.3374 0.0037 0.0021 0.0032 0.0038 0.0025
50 01 01 _ 0.0009 0.0017 0.0016 0.0014 0.0010
0.3 _ 0.0017 0.0020 0.0017 0.0016 0.0015
0.5 _ 0.0020 0.0014 0.0028 0.0019 0.0025
03 0.1 _ 0.0012 0.0017 0.0008 0.0014 0.0014
03 - 0.0025 0.0017 0.0020 0.0025 0.0014
0.5 _ 0.0022 0.0015 0.0034 0.0018 0.0021
06 0.1 _ 0.0012 0.0009 0.0016 0.0011 0.0009
0.3 _ 0.0009 0.0017 0.0015 0.0013 0.0015
0.5 0.0022 0.0018 0.0028 0.0024 0.0019
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Table 5 (con’t)
Estimated Bias in Sample Regression Weights with Two Observations Removed from Samples Drawn from Single
Population.
k N p’ A, Cook’s D DFBETAs Leverage R_Student DFFITS All Obs
%0 01 01 _ 0.0008 0.0008 0.0007 0.0008 0.0007
0.3 _ 0.0013 0.0012 0.0012 0.0012 0.0011
05 o 0.0013 0.0013 0.0014 0.0012 0.0014
03 0.1 _ 0.0009 0.0009 0.0009 0.0009 0.0009
0.3 o 0.0024 0.0022 0.0024 0.0024 0.0024
0.5 _ 0.0014 0.0016 0.0015 0.0012 0.0013
06 01 _ 0.0004 0.0004 0.0004 0.0005 0.0004
03 _ 0.0005 0.0005 0.0004 0.0004 0.0005
0.5 0.0011 0.0008 0.0011 0.0010 0.0009
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Table 6

Agreement Among Indices in Cases Identified.

Mean Agreement Among Methods

DFFIT
Leverage
RStudent
DFBETAs

Cook D

0.24
043
0.76
0.06

0.19
0.05
0.24
0.06

0.4
0.03
0.38
0.27

Maximum Agreement Among Methods

DFFIT
Leverage
RStudent
DFBETAs

Cook D

0.37
0.51
0.86
0.22

0.34
01
0.38
0.16

0.48
0.08
047
0.65

Minimum Agreement Among Methods

DFFIT
Leverage
RStudent
DFBETAs

Cook D

0.16

0.35

0.66
0

0.12

0.02

0.16
0

0.3
0.01
03
0

DFFIT  Leverage RStudent DFBETAs

0.73
0.18
0.37

0.04

DFFIT  Leverage RStudent DFBETAs

0.85
0.34
043

0.18

DFFIT  Leverage RStudent DFBETAs

0.61
01
0.28

0

Cook D
0.08
0.06
0.19
0.06

Cook D
0.29
0.24
0.49
0.26

Cook D
0
0
0
0
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Note. Values above the diagonal are agreement on the first observation. Those below the diagonal are agreement

on the first two without regard to order of identification.
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