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Accuracy of Pass/Fail Decisions

The Accuracy of Pass/Fail Decisions in Random and
Difficulty-Balanced Domain-Sampling Tests'

Deborah L. Schnipke
CAT*AS I

Abstract. A common practice in some certification fields (e.g., information technology) is to
randomly draw items from an item pool and apply a common passing score, regardless of which
items were administered. Because these tests are commonly used, it is important to determine
how accurate the pass/fail decisions are for such tests and whether fairly small, simple changes
can be made to such tests to improve their psychometric qualities without being too large of a
burden on the testing programs. The purpose of this project was to compare a random test with a
difficulty-balanced version of the test. Ability estimates and pass/fail decisions were slightly less
accurate for the random test than for the difficulty-balanced test. The difference in difficulty
distributions between the two designs was dramatic. In addition, test takers who ended up failing
the random test had harder tests on average than test takers in the difficulty-balanced test
design, and those who ended up passing the random test had easier tests on average than test
takers in the difficulty-balanced test design. From a fairness (and legal defensibility) point of view,
the random test design is very undesirable. However, balancing tests on item difficulty is relatively
easy to do, and this produces tests that are of equal difficulty across test takers and ability
estimates and pass/fail decisions that are more accurate. Based on these results, it is
recommended that testing programs that currently use random test designs switch to a difficulty-
balanced test design.

Introduction

A common practice in some certification fields (e.g., information technology) is to
use a domain sampling approach to testing. The domain for the test is defined,
and a standard for being certified is determined based on the percentage of the
domain that needs to be answered correctly. Items are randomly drawn from the
domain (with or without content balancing), and the resulting test forms are often
not equated in any way. A common passing score (in terms of number or
percentage of items answered correctly) is used, regardless of which items were
administered.

The purpose of this project is to compare the random (unequated) domain-
sampling test with a version that takes the statistical properties of the items into
account. An adaptive version of the test will also be compared. The goal is to
determine the return on investment for adding various levels of complexity to the
testing process.

Methods

A two-part process was followed for the simulations. The first part emulates
standard practice in IT certification for gathering pretest data the beta test. In

1 Presented at the Annual Meeting of the National Council on Measurement in Education, April
2002, New Orleans.
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the beta test, the entire item pool was administered to a small group of simulated
test takers to gather data to calculate preliminary statistics for determining which
items keep in the final pool. In the second part, a large number of simulated test
takers took 4 different tests based on the final item pool. The 4 tests used
different test designs: a random test, a difficulty-balanced test, an adaptive test,
and a test using the whole item pool. The item parameters, ability distributions,
beta test simulations, and the main simulations are described in more detail in
the following sections.

Item Parameters
The three-parameter logistic (3PL) model was used to simulate "noise" in the
data. The original item pool had 150 simulated items. The difficulty parameter
was drawn from a standard normal distribution. The discrimination parameter
was drawn from a normal distribution with a mean of .80 and standard deviation
of .20, with a correlation of 0.20 built into the relationship between difficulty and
discrimination. The lower asymptote parameter was drawn from a uniform
distribution ranging from 0 to 0.30. The distributions for the item parameters were
based on results from an operational testing program.

Beta Test
A preliminary beta test simulation was run with 100 test takers (with standard
normal ability estimates) responding to all 150 items so that classical item
statistics (proportion correct and item-test correlation) and Rasch item difficulty
and infit and outfit statistics could be calculated. These statistics will be referred
to as the beta statistics. The beta test simulation emulates standard practice in IT
certification for gathering pretest data.

The beta statistics were used to flag items with unacceptable statistical
characteristics. Using liberal flagging criteria, items were flagged if

the p value (proportion correct) was less than .1 or greater than .95,
the item-test correlation (item discrimination) was not significantly greater
than 0 (at a=.10), or
the Rasch infit or outfit statistic2 was greater than 1.5.

Based on these flagging rules, 9 items were removed (8 because of non-
significant item-test correlations and 1 because of large outfit). Therefore, the
final item pool contained 141 items.

2 The infit and outfit statistics are based on the residual analysis of the difference between the
expected score and the observed score. The infit statistic is weighted by the ability distribution,
whereas the outfit statistic is not weighted (and is therefore more affected by outliers). When the
infit or outfit is standardized it can be interpreted as a z score. Items having infit or outfit greater
than 1.5 have a difference between the observed score and the expected score that exceeds one
and a half standard errors.
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Main Simulation
To simulate examinees, 1000 ability values were drawn from a standard normal
distribution. Four tests were simulated for each of these 1000 examinees:

Whole Pool Test. A test containing all 141 items in the final pool. The true
3PL parameters were used for determining the response (right/wrong).
Random Test. A test of 50 items (using the true 3PL parameters for
determining the response) where the items were selected completely at
random.
Difficulty Balanced Test. A test of 50 items (using the true 3PL
parameters for determining the response) that has the same number of
items from each classical difficulty bin (see Table 1) for each examinee so
that the distribution of difficulty for the test is controlled.
Adaptive Test. An adaptive test of 50 items (using the true 3PL
parameters for determining the response). Items were selected based on
maximum information using the 3PL parameters. Ability estimates during
the simulation were calculated via Bayes modal scoring with a standard
normal prior.

Table 1. Difficulty bins for the difficulty-balanced test. Bins were based on the p values from the
beta data. During test administration, 3 items were administered from Bin 1, 5 items from Bin 2,
etc.
Difficulty Bins

1

Min p Value
.80

Max p Value
.95

Number in Item Pool
10

Number on Tes

2 .70 .79 14 5

3 .66 .69 13 5
4 .60 .65 18 6
5 .55 .59 12 4
6 .50 .54 24 9

7 .45 .49 14 5

8 .40 .44 13 5

9 .30 .39 18 6
10 .13 .29 5 2

Total 141 50

Results

The return on investment for adding levels of complexity to the testing process
was investigated by comparing

the precision of the ability estimates for each of the tests,
the accuracy of the pass/fail decisions for each of the tests, and
the difficulty of the items administered to each test taker

Precision of Ability Estimates
Table 2 shows the correlations between simulated true ability and estimated
ability from each of the four tests. The results are in the expected order. The
whole pool test was most precise, followed by the adaptive test, difficulty-
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balanced test, then lastly the random test. Figure 1 shows these results
graphically. Note that even the difficulty-balanced and random tests recovered
the true abilities fairly well.

Table 2. Correlations between true ability and estimated ability.

Pearson Correlation Sig. (2-tailed) N

True Ability 1 . 1000

Estimated Abililty: Whole Pool .982** .000 1000

Estimated Ability: Random .943** .000 1000

Estimated Ability: Difficulty Balanced .950** .000 1000

Estimated Ability: Adaptive .969" .000 1000

**. Correlation is significant at the 0.01 level (2-tailed).

Whole Pool Test
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Difficulty-Balanced Test
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Figure 1. True ability vs. estimated ability for each type of test.

Accuracy of Pass/Fail Decisions for Each Test

As is done for tests in some fields, the pass/fail cutoff was based on the
percentage of questions answered correctly, regardless of which items were

NCME 2002 Page 4 of 8 6 April 2, 2002
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administered to the test taker.3 For this study, 80% correct was used. Decisions
based on the whole pool were used as the standard against which to compare
the decisions for the random and difficulty-balanced tests.

As shown in Table 3, the decisions for the difficulty-balanced test are more
accurate than the decisions for the random test. For the difficulty-balanced test,
there were 934 correct decisions (out of 1000): 120 passed on the difficulty-
balanced test and the Whole Pool test, and 814 failed both tests. For the random
test, there were 926 correct decisions (out of 1000): 115 passed on the random
test and the Whole Pool test, and 811 failed both tests.

Table 3. Pass/fail decisions for the whole ool test vs. the random and difficult -balanced tests.
Pass/Fail

For Whole
Fail

Status
Pool Test

Pass

Total

Total 857 143 1000

Pass/Fail Status Fail 811 28 839
For Random Test Pass 46 115 161

Pass/Fail Status Fail 814 23 837
For Difficulty-Balanced Test Pass 43 120 163

Difficulty of Items Administered to Each Test Taker
The final comparison between types of tests was based on the difficulty of items
administered to each test taker. For the random and difficulty-balanced tests, the
mean, standard deviation, minimum, and maximum p values (proportion correct)
were calculated for each test taker (displayed in the rows of Table 4), and the
minimum, maximum, mean, and standard deviation were calculated across test
takers (displayed in the columns of Table 4) for each of the within test taker
statistics. For example, for the random test, the mean of the mean p values was
.5510, and the standard deviation of the mean p values was .01756. Note that
the standard deviation of the mean p values for the difficulty-balanced test
(.00301) was much smaller than the standard deviation for the random test
(.01756).

Table 4. Summary of p values for random and difficulty-balanced tests.

N Minimum Maximum Mean Std. Deviation
Random Mean(p_value) 1000 .49 .61 .5510 .01756
Test SD(p_value) 1000 .12 .19 .1562 .01144

Min(p_value) 1000 .13 .35 .2163 .06780
Max(p_value) 1000 .75 .94 .9059 .04339

Difficulty Mean(p_value) 1000 .54 .56 .5529 .00301
Balanced SD(p_value) 1000 .15 .18 .1609 .00509
Test Min(p_value) 1000 .13 .28 .1981 .06000

Max(p_value) 1000 .82 .94 .9126 .03569

3 Because percentage correct scores on an adaptive test are meaningless adaptive test results
are not included in this section. There is no direct relationship between the cutoffs based on
number right scores and 3PL IRT ability estimates.
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The difference between mean p values for the random and difficulty-balanced
tests is more obvious when displayed graphically, as shown in Figure 2. The
distribution of mean p values is clearly much more spread out for the random test
than for the difficulty-balanced test, as shown in Figure 2. Thus the items that the
test takers received were more variable in difficulty for the random test design. In
the random test design, some test takers were lucky and received an easier test
(higher mean p value), whereas other test takers were unlucky and received a
more difficult test (lower mean p value). In the difficulty-balanced test design, the
difficulty across test takers was very similar across test takers. (The same scales
are used for the axes in both graphs in Figure 2.)

600

500-

400-

300

200

100

0

Random Test

.488 .500 .513 .525 .538 .550 .563 .575 .588 .600

Mean(p_value)

600
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300-
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0

.488 .500 .513 .525 .538 .550 .563..575 .588 .600

Difficulty-Balanced Test

Mean(p_value)

Figure 2. Mean p values across test takers for the random test and the difficulty-
balanced test.

As shown in Table 5 and Figure 3, the mean p value varied by pass/fail status for
the random test, but not for the difficulty-balanced test. Test takers who ended up
failing the random test had a harder test on average (.5506) than those who
ended up passing the random test (.5533).

In addition, test takers who ended up failing the random test had a harder test on
average than the average test in the difficulty-balanced test design (.5529), and
those who ended up passing the random test had an easier test on average than
the average test in the difficulty-balanced test design.

S
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Table 5. Summary of p values for random and difficulty-balanced tests by pass/fail status.

Test Status N Minimum Maximum Mean Std. Deviation
Random Fail Mean(p_value)
Test SD(p_value)

Min(p_value)

Max(p_value)

Valid N (listwise)

839

839

839

839

839

.49

.12

.13

.75

.61

.19

.34

.94

L1,5506.'
.1564

.2141

.9060

J.017
.01143

.06835

.04387

Pass Mean(p_value) 161 .51 .60 1,5533, :604
GD(p_value) 161 .12 .10 .1548 .01130

Min(p_value) 161 .13 .35 .2279 .06381

Max(') value) 161 .80 .94 .9053 .04090
Valid N (listwise) 161

Difficulty Fail Mean(p_value) 837 .54 .56 1.3524 S. -0-
Balanced SD(p_value) 837 .15 .18 .1609

.6291
.00512

Test Min(p_value) 837 .13 .28 .1979 .06020
Max(p_value) 837 .82 .94 .9124 .03571

Valid N (listWise) 837

Pass Mean(p_value) 163 .54 .56 ,.1552(il J.00322
SD(p_value) 163 .17 .1611 .00493
Min(p value) 163

.15
.13 .28 .1990 .05914

Max(p_value) 163 .82 .94 .9133 .03570
Valid N (listwise) 163

Figure 3. Box plot of mean p values for failing and passing test takers for the random and
difficulty-balanced tests. Lower values of Mean(p_value) indicate more difficult tests on average.
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Discussion

Psychometricians generally do not recommend random, unequated tests for
obvious reasons (e.g., fairness and score comparability). Such tests are
commonly used, however, in some fields. It is important to determine how
accurate the pass/fail decisions are for such tests and whether fairly small,
simple changes can be made to such tests to improve their psychometric
qualities without being too large of a burden on the testing programs.

In the present study, the primary comparison was between a random test and a
test that was balanced on difficulty. The difficulty-balanced test was constructed
by creating 10 difficulty bins based on p values from the beta-testing (field-
testing) phase. For the difficulty-balanced test, the number of items selected from
each difficulty bin for each test taker during test administration matched the
proportion of items in those bins in the whole pool.

Ability estimates and pass/fail decisions were slightly less accurate for the
random test than for the difficulty-balanced test. Not surprisingly, the average
difficulty of the random tests was more variable than the average difficulty for the
difficulty-balanced tests. The difference between the two designs was dramatic.
In addition, test takers who ended up failing the random test had harder tests on
average than test takers in the difficulty-balanced test design, and those who
ended up passing the random test had easier tests on average than test takers in
the difficulty-balanced test design.

From a fairness (and legal defensibility) point of view, the random test design is
very undesirable. However, balancing tests on item difficulty is relatively easy to
do, and this produces tests that are of equal difficulty across test takers and
ability estimates and pass/fail decisions that are more accurate. Based on these
results, it is recommended that testing programs that currently use random test
designs switch to a difficulty-balanced test design.

10
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