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Abstract

In various analyses of community colleges, a need can arise for the grouping of
community colleges to help the analyst understand or interpret data for one or
more colleges of interest. The question arises, "Is this college typical of the
colleges in the state?"

This paper reports an effort to find groupings for the enrollment change in
California's community colleges. Such groupings can help researchers and
planners by exploring the various types of enrollment shifts that have occurred in
the state's colleges since 1991. This information could aid planners who must
search for explanations of their enrollment trends and/or who must do enrollment
projections.

The analysis in this paper used longitudinal enrollment data in the Chancellor's
Office MIS. Various statistical tools allowed us to investigate the (1) slope of the
change; (2) the variability of the change; and (3) the association between change
at each college with overall change in the state. Cluster analysis provided a
method for exploring a potential group structure for the colleges according to
these three factors.
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I. Introduction

This study tries to address the following question regarding variation in enrollment
patterns over time. "Is this college typical of the colleges in the state?" In answering this
question we explore the various types of enrollment shifts that have occurred in the
state's community colleges since 1991. This information could aid planners who must
search for explanations of their enrollment trends and/or who must do enrollment
projections.

In terms of analytical approach, cluster analysis has been recommended as a tool for the
empirical discovery of groupings among educational institutions (Brinkman & Teeter,
1987). A recent study by the National Center for Education Statistics used cluster
analysis to categorize two-year colleges across the nation (Ronald A. Phipps, Jessica M.
Shedd, and Jamie P. Merisotis, 2001). Even modern advocates of data mining techniques
recognize the utility of cluster analysis as a tool for discovering natural groupings when
analysts lack prior knowledge of group membership among the population of objects
under examination. (Han & Kamber, 2001; and Witten & Frank, 2000). Hair & Black
(2000) provide an accessible overview and explanation of the cluster analysis method.

II. Methods

Data for this analysis came from the management information system (MIS) of the
Chancellor's Office. Dr.Shuqin Guo compiled the data into one electronic file for this
analysis. The years of data span the period of academic year 1991 through academic year
1999. Enrollment data for fall term, credit enrollment at 113 public two-year institutions
in California were included. Two institutions were not among the 113 in the analysis
because of incomplete enrollment data.

In this investigation, we used the following three dimensions to characterize enrollment
change: (1) slope of the change; (2) variability of the year-to-year change; and (3) the
consistency of the change across the state.

For our purposes, we defined slope of change as the trend or pattern that describes the
pattern of enrollments over the study period. To operationalize this dimension, we
attempted to fit a line, by college, to the time series formed by the nine years of
enrollment counts for each college. The slope of the resulting trend line served as a
simple measure of the overall angle of change for each college. The method of ordinary
least squares regression was used to calculate the slope for each college. We assigned the
values 1 through 9 serially to the periods 1991 through 1999, respectively, and used the
enrollment count as the dependent variable and the serial numbers as the independent (or
"predictor") variable in this simple regression equation. We used the standardized beta
coefficient as our statistical measure of slope.
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Next, we defined the variability of the change as the year-to-year percentage change in
enrollment counts. In doing so, each college had a maximum of eight data points. (The
first point in the time series had no prior data point with which to calculate a "change" in
count.) We finished operationalizing this dimension for each college by computing the
standard deviation of the percent year-to-year changes in enrollment counts across the
nine years.

Finally, we defined the consistency of the change per college as the association of a
college's year-to-year change with the year-to-year change in the statewide total
enrollment.. The statewide total for this indicator is the sum of the fall term, credit
enrollment counts of all of the colleges in this analysis for each academic year. Figure 1
shows the resulting data for the state totals. Figure 2 gives us a graph of the pattern of the
enrollment counts across this study's time horizon of nine years. The chart clearly
indicates a "trough" form of curve or pattern for the state enrollment totals.

Period

1.6e+06

1.5e+06

1.3e+06 -

1

2
3
4
5
6
7
8
9

Count of
Students

Net Change
from Prior

Year

Net Change
as a % of
Prior Year

1497333. .

1499570 2237 0.149
1376565 -123005 -8.203
1355509 -21056 -1.530
1336406 -19103 -1.409
1407335 70929 5.307
1442671 35336 2.511
1485851 43180 2.993
1535542 49691 3.344

Figure I: Enrollment Counts for the State

5
period

Figure 2: State Enrollment Trend, 1991-1999
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We operationalized this third grouping dimension by computing the Spearman rank
correlation coefficient of each college's year-to-year change with the state's year-to-year
change. Readers who have a familiarity with the financial stock markets will see how a
college's correlation to statewide change is analogous to the "beta" coefficient for an
individual stock (as it relates to the total "market" pattern). People with a psychometric
background may roughly analogize this concept to the use of item-to-total correlation in
the development of attitude scales.

This third indicator of change deserves further explanation because it may seem to be a
novel measure here. From a policy perspective, we would interpret a large positive
correlation for a college as an indication that its change pattern follows that of the state as
a whole (and many other colleges for that matter). Theoretically speaking, policies that
try to address enrollment issues at the state level will generally apply to colleges with this
large positive correlation because such institutions will tend to have similar needs. Of
course, this also implies that colleges that have a low correlation or a negative correlation
with the state total will tend to experience a different "effect," perhaps an undesired or
unintended effect, from a policy designed to address a statewide trend.

In summary, the preceding steps gave us three numeric variables for each college. These
variables were (1) the regression slope coefficient; (2) the standard deviation of the year-
to-year percent change; and (3) the rank correlation coefficient between each college's
year-to-year change in enrollment count and the state-wide year-to-year change in
enrollment count. If we assume that these basic variables capture the primary dimensions
of enrollment change, then a cluster analysis on these variables should provide us with a
way to group colleges according to their similarity in enrollment change over the 1991-99
period. Figures 3, 4, and 5 display the histogram and summary statistics for these three
variables.

Histogram
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Mean = .05

N = 113.00

Figure 3: Graph and Summary Statistics for Slope of Change
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Figure 4: Graph and Summary Statistics for Annual Percent Change
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Figure 5: Graph and Summary Statistics for Association with State Total

Before we executed any clustering algorithms, we checked for multicollinearity among
the three variables. As pointed out by Hair, et al. (1998) and by Everitt & Rabe-Hesketh
(1997), multicollinearity among the clustering variables would motivate the use of the
Mahalanobis distance measure in order to reach an appropriate cluster solution (or
structure). Figure 6 displays the bivariate correlation table for the three variables.
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Because the correlation table shows no sign of multicollinearity, we concluded that use of
the Mahalanobis distance measure was unnecessary.

Std.Dev.of
Pct.Change

Standardized
Beta

Spearman
Corr.w/State

Total

Std.Dev.of Pct.Change Pearson Correlation 1 .090 -.126

Sig. (2-tailed) . .343 .185

N 113 113 113

Standardized Beta Pearson Correlation .090 1 .098

Sig. (2-tailed) .343 . .301

N 113 113 113

Spearman Pearson Correlation -.126 .098 1

Corr.w/State Total Sig. (2-tailed) .185 .301 .

N
113 113 113

Figure 6: Bivariate Correlations for Clustering Variables

We then executed a hierarchical cluster analysis, applying the average linkage algorithm
on squared Euclidean distances for standardized values (Z-values) of the three variables.
Because cluster analysis can produce very divergent groupings with the use of different
algorithms and options, we repeated the cluster analysis with the Ward clustering
algorithm.

Some practitioners of cluster analysis advocate yet another refinement of a cluster
analysis project. Gore (2000) and Johnson & Wichern (1998) recommend the use of
both distance (or "dissimilarity") measures (such as the squared Euclidean metric) as well
as a similarity measure (such as the Pearson correlation). Consequently, we executed a
third clustering approach that applied the average linkage algorithm to the Pearson
similarity measure although there are criticisms of this similarity measure as well (Lorr,
1987; and Dunn & Everitt, 1982). All of the clustering algorithms used in this analysis
applied standardization to the cluster variables as a prudent practice for this kind of
project (Lorr, 1987; Hair, et al., 1998; and Everitt & Rabe-Hesketh, 1997).

III. Results

A specialized graph known as a dendrogram gives the clearest presentation of the
groupings found by a clustering algorithm. Unfortunately, the dendrogram is also hard
for the layperson to understand, and its size often makes it awkward to present within a
document. Cluster analysts can alternatively describe their results by tabulating the mean
and standard deviation for each group found by the cluster algorithm. We take this
approach below by presenting the means and standard deviations of the cluster variables
for each group in Figure 7. This figure uses the output from the Ward algorithm on
Euclidean squared distances.
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Group
Label Cases

Mean of
Group

SD of
Group

2 26 0.103 0.198

8 15 0.633 0.117

9 15 -0.577 0.177

6 13 -0.202 0.142

1 10 0.412 0.237

4 10 -0.508 0.164

7 8 -0.530 0.314

5 7 0.833 0.101

11 4 0.685 0.161

3 3 0.453 0.068

10 1 -0.570 NA

12 1 0.840 NA

Note: Uses Standardized Beta
(mean = .052; sd = .516)

Group
Label Cases

Mean of
Group

SD of
Group

2 26 5.7 1.4

8 15 6.4 1.6

9 15 8.4 2.6

6 13 12.1 3.2

1 10 14.2 4.3

4 10 4.7 1.2

7 8 11.0 2.1

5 7 5.7 1.7

11 4 23.8 4.1

3 3 6.1 2.3

10 1 44.0 NA

12 1 44.6 NA

Note: Uses Std. Dev. Of Pct.Change
(mean = 9.2; sd = 6.7)

Group
Label Cases

Mean of
Group

SD of
Group

2 26 0.816 0.114

8 15 0.809 0.064

9 15 0.458 0.126

6 13 0.816 0.061

1 10 0.758 0.106

4 10 0.672 0.115

7 8 0.106 0.050

5 7 0.369 0.153

11 4 0.154 0.080

3 3 -0.256 0.331

10 1 0.617 NA

12 1 0.738 NA

Note: Uses Spearman Correlation
(mean = .617; sd = .293)

Figure 7: Tabulation of Means and Standard Deviations by Cluster Group

In Figure 7, "Group Label" refers to the arbitrary name that the cluster program assigns to
a cluster group so that the analyst can distinguish group memberships. This number has
no other significance or meaning; a high group label like 10 does not denote more of any
variable than a lower group label. The column for "Cases" denotes the number of
colleges that are in a particular cluster group, as denoted by a group label. We note that
clusters containing very few cases tend to identify "outliers" in a study population.

The "Mean of Group" column tells us the central tendency of the set of cases within a
group or cluster. By examining this column, we can see what variable at which level
distinguishes one group from the other groups. We note that group 10 and group 12
contain only one college in each of them. The high value for standard deviation of
percent change distinguishes these two cases as so unique as to deserve their own single-
case clusters.

Groups 2, 8, and 9 are the three largest clusters in the results in terms of cases. With
Figure 7, we would interpret Group 2 to be those colleges with almost no change (the
standardized beta coefficient is near zero). Group 8 resembles Group 2 in terms annual
percent change and in correlation with the state total, but Group 8 has a much more
positive growth pattern (mean beta slope of .633). Group 9, although containing 15
colleges like Group 8, differs on average markedly from Group 8 on all three variables.
Colleges in Group 9, compared to those in Group 8, would tend to have a large decline in
enrollment, greater annual percentage change, and a less "cyclical" pattern (low
association with the state pattern). We could proceed with this analysis to quite some
depth, but time and space compel us to reserve that work for another time.



The three tables in Figure 7 partially demonstrate the effectiveness of the cluster result.
The standard deviation for each of the three cluster variables is smaller than the overall
standard deviation of the ungrouped population (the ungrouped statistics appear in the
note below each table). In cluster analysis, our goal is the formation of homogeneous
groupings, and the small within-group standard deviations indicate our success on this
objective. Space does not permit us to reiterate the above tabulation for the other two
cluster methods we tested, but the results generally resemble those in Figure 7.

IV. Discussion

As indicated by Hair, et al. (1998), the different clustering algorithms tend to accentuate a
particular cluster outcome. "Average linkage approaches tend to be biased toward the
production of clusters with approximately the same variance ....Ward's method... tends to
combine clusters with a small number of observations. It is also biased toward the
production of clusters with approximately the same number of observations..."

We will need to do much more work in order to reach an interpretation of these cluster
structures before the groupings can help in the analysis of enrollment planning. To use
these results, we would need to distinguish a "true" structure in enrollment patterns from
the "method bias" that often results from applying different statistical approaches to a
single set of data. Ideally, further analysis will integrate this important interpretation of
the cluster results with steps to check the validity of the clustering results. In terms of
incremental modifications or enhancements to the development of a structure already
done here, we consider in the next paragraphs some other steps that may warrant future
effort.

The cluster analysis performed here could be expanded to include other indicators of
enrollment change, and a future study could explore these alternatives. For example,
some basic indicators to test could be the number of runs within a time series; the time
interval in which either a peak or a trough occurred in the time series for each college
(very useful with the curve evidenced during 1991-1999); the leverage and influence of
the most recent year upon the fitted regression line (perhaps using Cook's D); and the
level of fit to the straight line (perhaps using the R-Square measure). Naturally, the more
data points that we can analyze in the time series, the more indicators of pattern we may
have to explore in a meaningful way. In addition, an analyst could test the use of the
Mahalanobis distance measure as an alternative to the Euclidean squared distance and to
the Pearson similarity measure.

Another alternative to test would be the use of the Pearson correlation, in lieu of the
Spearman rank correlation, to measure the association of each college's enrollment
pattern to the overall state pattern. We chose the Spearman correlation because it is a
more robust measure of association than the Pearson correlation. However, we may have
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traded off some sensitivity to patterns of association in order to obtain that limitation of
effect from extreme values.

Even if the aforementioned modifications do not get tested, analysts should still consider
replicating this study's basic analysis some time in the future. In time series work,
additional observations often enable analysts to try other statistical tools, and these tools
may ferret out patterns that we cannot easily observe. Furthermore, the passage of years
will tend to make this clustering study somewhat obsolete, given that new patterns of
enrollment change can easily develop.

V. Conclusion

At a minimum, this study has explored some basic measures of enrollment variation. The
three dimensions used in our cluster analysis have value not only at the multivariate level
(that is, via the cluster analysis) but also at the univariate level. We can see how the
colleges vary according to slope of change; annual percentage change; and consistency
with the state total. Each of these measures may enhance planning for the colleges as
"stand-alone" indicators of enrollment stability and direction.

In order to apply the multivariate quality of these four measures to policy, we should do
further work on the cluster results. An extension of the work presented here should
probably undertake additional evaluation of cluster validity, and methods to do this are
available (Jain & Dubes, 1988; Anderberg, 1973; Whitten & Frank, 2000; and Johnson &
Wichern, 1998).

If additional analysis validates a particular cluster structure in this study, then analysts
and planners will have more useful information here. In terms of planning enrollment
projections, the groupings represented by a valid cluster structure roughly indicate the
variety, or breadth, of enrollment patterns that a projection system would need to
accommodate. The clustering also indicates which colleges may be most suitable for a
particular type of projection model.

Aside from the aid to planning projection methodology, the resulting groupings may
inform two policy issues facing community colleges in California. As noted by Sneath &
Sokal (1973), "numerical taxonomy" provides heuristic information in that analysts can
advance, or begin to formulate, some theories for further development. In our case, we
want to advance our knowledge of factors behind the enrollment trends of different
colleges. By identifying basic categories of enrollment variation, we can begin to see
what common threads (or causal factors) exist that, at least in part, determine a particular
enrollment pattern. Understanding the causal factors behind enrollment patterns would
help colleges to develop ways to manage their enrollments as well as to forecast them.
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At an administrative level, groupings also help us understand that some colleges have
inherently different qualities about them (with enrollment stability being one major
quality) that should factor into how we treat or consider them when policy-making
occurs. Real groupings reinforce the argument that the policy makers really cannot treat
or consider every college in the same way. State wide regulations will not affect every
college equally, and many colleges will have special needs.
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Abstract

In various analyses of community colleges, a need can arise for the grouping of
community colleges to help the analyst understand or interpret data for one or
more colleges of interest. The question arises, "Is this college typical of the
colleges in the state?"

This paper reports an effort to find groupings for the enrollment change in
California's community colleges. Such groupings can help researchers and
planners by exploring the various types of enrollment shifts that have occurred in
the state's colleges since 1991. This information could aid planners who must
search for explanations of their enrollment trends and/or who must do enrollment
projections.

The analysis in this paper used longitudinal enrollment data in the Chancellor's
Office MIS. Various statistical tools allowed us to investigate the (1) slope of the
change; (2) the variability of the change; and (3) the association between change
at each college with overall change in the state. Cluster analysis provided a
method for exploring a potential group structure for the colleges according to
these three factors.
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I. Introduction

This study tries to address the following question regarding variation in enrollment
patterns over time. "Is this college typical of the colleges in the state?" In answering this
question we explore the various types of enrollment shifts that have occurred in the
state's community colleges since 1991. This information could aid planners who must
search for explanations of their enrollment trends and/or who must do enrollment
projections.

In terms of analytical approach, cluster analysis has been recommended as a tool for the
empirical discovery of groupings among educational institutions (Brinkman & Teeter,
1987). A recent study by the National Center for Education Statistics used cluster
analysis to categorize two-year colleges across the nation (Ronald A. Phipps, Jessica M.
Shedd, and Jamie P. Merisotis, 2001). Even modern advocates of data mining techniques
recognize the utility of cluster analysis as a tool for discovering natural groupings when
analysts lack prior knowledge of group membership among the population of objects
under examination. (Han & Kamber, 2001; and Witten & Frank, 2000). Hair & Black
(2000) provide an accessible overview and explanation of the cluster analysis method.

II. Methods

Data for this analysis came from the management information system (MIS) of the
Chancellor's Office. Dr.Shuqin Guo compiled the data into one electronic file for this
analysis. The years of data span the period of academic year 1991 through academic year
1999. Enrollment data for fall term, credit enrollment at 113 public two-year institutions
in California were included. Two institutions were not among the 113 in the analysis
because of incomplete enrollment data.

In this investigation, we used the following three dimensions to characterize enrollment
change: (1) slope of the change; (2) variability of the year-to-year change; and (3) the
consistency of the change across the state.

For our purposes, we defined slope of change as the trend or pattern that describes the
pattern of enrollments over the study period. To operationalize this dimension, we
attempted to fit a line, by college, to the time series formed by the nine years of
enrollment counts for each college. The slope of the resulting trend line served as a
simple measure of the overall angle of change for each college. The method of ordinary
least squares regression was used to calculate the slope for each college. We assigned the
values 1 through 9 serially to the periods 1991 through 1999, respectively, and used the
enrollment count as the dependent variable and the serial numbers as the independent (or
"predictor") variable in this simple regression equation. We used the standardized beta
coefficient as our statistical measure of slope.



Next, we defined the variability of the change as the year-to-year percentage change in
enrollment counts. In doing so, each college had a maximum of eight data points. (The
first point in the time series had no prior data point with which to calculate a "change" in
count.) We finished operationalizing this dimension for each college by computing the
standard deviation of the percent year-to-year changes in enrollment counts across the
nine years.

Finally, we defined the consistency of the change per college as the association of a
college's year-to-year change with the year-to-year change in the statewide total
enrollment. The statewide total for this indicator is the sum of the fall term, credit
enrollment counts of all of the colleges in this analysis for each academic year. Figure 1
shows the resulting data for the state totals. Figure 2 gives us a graph of the pattern of the
enrollment counts across this study's time horizon of nine years. The chart clearly
indicates a "trough" form of curve or pattern for the state enrollment totals.

Period

1

2
3
4

5

6
7

8

9

Count of
Students

Net Change
from Prior

Year

Net Change
as a % of
Prior Year

1497333 . .

1499570 2237 0.149
1376565 -123005 -8.203
1355509 -21056 -1.530
1336406 -19103 -1.409
1407335 70929 5.307
1442671 35336 2.511
1485851 43180 2.993
1535542 49691 3.344

Figure 1: Enrollment Counts for the State
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Figure 2: State Enrollment Trend, 1991-1999

14

10



We operationalized this third grouping dimension by computing the Spearman rank
correlation coefficient of each college's year-to-year change with the state's year-to-year
change. Readers who have a familiarity with the financial stock markets will see how a
college's correlation to statewide change is analogous to the "beta" coefficient for an
individual stock (as it relates to the total "market" pattern). People with a psychometric
background may roughly analogize this concept to the use of item-to-total correlation in
the development of attitude scales.

This third indicator of change deserves further explanation because it may seem to be a
novel measure here. From a policy perspective, we would interpret a large positive
correlation for a college as an indication that its change pattern follows that of the state as
a whole (and many other colleges for that matter). Theoretically speaking, policies that
try to address enrollment issues at the state level will generally apply to colleges with this
large positive correlation because such institutions will tend to have similar needs. Of
course, this also implies that colleges that have a low correlation or a negative correlation
with the state total will tend to experience a different "effect," perhaps an undesired or
unintended effect, from a policy designed to address a statewide trend.

In summary, the preceding steps gave us three numeric variables for each college. These
variables were (1) the regression slope coefficient; (2) the standard deviation of the year-
to-year percent change; and (3) the rank correlation coefficient between each college's
year-to-year change in enrollment count and the state-wide year-to-year change in
enrollment count. If we assume that these basic variables capture the primary dimensions
of enrollment change, then a cluster analysis on these variables should provide us with a
way to group colleges according to their similarity in enrollment change over the 1991-99
period. Figures 3, 4, and 5 display the histogram and summary statistics for these three
variables.
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Figure 3: Graph and Summary Statistics for Slope of Change
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Figure 4: Graph and Summary Statistics for Annual Percent Change
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Figure 5: Graph and Summary Statistics for Association with State Total

Before we executed any clustering algorithms, we checked for multicollinearity among
the three variables. As pointed out by Hair, et al. (1998) and by Everitt & Rabe-Hesketh
(1997), multicollinearity among the clustering variables would motivate the use of the
Mahalanobis distance measure in order to reach an appropriate cluster solution (or
structure). Figure 6 displays the bivariate correlation table for the three variables.
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Because the correlation table shows no sign of multicollinearity, we concluded that use of
the Mahalanobis distance measure was unnecessary.

Std.Dev.of
Pct.Change

Standardized
Beta

Spearman
Corr.w/State

Total
Std.Dev.of Pct.Change Pearson Correlation 1 .090 -.126

Sig. (2-tailed) . .343 .185
N 113 113 113

Standardized Beta Pearson Correlation .090 1 .098
Sig. (2-tailed) .343 . .301

N 113 113 113

Spearman Pearson Correlation -.126 .098 1

Corr.w /State Total Sig. (2-tailed) .185 .301 .

N
113 113 113

Figure 6: Bivariate Correlations for Clustering Variables

We then executed a hierarchical cluster analysis, applying the average linkage algorithm
on squared Euclidean distances for standardized values (Z-values) of the three variables.
Because cluster analysis can produce very divergent groupings with the use of different
algorithms and options, we repeated the cluster analysis with the Ward clustering
algorithm.

Some practitioners of cluster analysis advocate yet another refinement of a cluster
analysis project. Gore (2000) and Johnson & Wichern (1998) recommend the use of
both distance (or "dissimilarity") measures (such as the squared Euclidean metric) as well
as a similarity measure (such as the Pearson correlation). Consequently, we executed a
third clustering approach that applied the average linkage algorithm to the Pearson
similarity measure although there are criticisms of this similarity measure as well (Lorr,
1987; and Dunn & Everitt, 1982). All of the clustering algorithms used in this analysis
applied standardization to the cluster variables as a prudent practice for this kind of
project (Lorr, 1987; Hair, et al., 1998; and Everitt & Rabe-Hesketh, 1997).

III. Results

A specialized graph known as a dendrogram gives the clearest presentation of the
groupings found by a clustering algorithm. Unfortunately, the dendrogram is also hard
for the layperson to understand, and its size often makes it awkward to present within a
document. Cluster analysts can alternatively describe their results by tabulating the mean
and standard deviation for each group found by the cluster algorithm. We take this
approach below by presenting the means and standard deviations of the cluster variables
for each group in Figure 7. This figure uses the output from the Ward algorithm on
Euclidean squared distances.
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Group
Label Cases

Mean of
Group

SD of
Group

2 26 0.103 0.198

8 15 0.633 0.117

9 15 -0.577 0.177

6 13 -0.202 0.142

1 10 0.412 0.237

4 10 -0.508 0.164

7 8 -0.530 0.314

5 7 0.833 0.101

11 4 0.685 0.161

3 3 0.453 0.068

10 1 -0.570 NA

12 1 0.840 NA

Note: Uses Standardized Beta
(mean = .052; sd = .516)

Group
Label Cases

Mean of
Group

SD of
Group

2 26 5.7 1.4

8 15 6.4 1.6

9 15 8.4 2.6

6 13 12.1 3.2

1 10 14.2 4.3

4 10 4.7 1.2

7 8 11.0 2.1

5 7 5.7 1.7

11 4 23.8 4.1

3 3 6.1 2.3

10 1 44.0 NA

12 1 44.6 NA

Note: Uses Std.Dev. Of Pct.Change
(mean = 9.2; sd = 6.7)

Group
Label Cases

Mean of
Group

SD of
Group

2 26 0.816 0.114

8 15 0.809 0.064

9 15 0.458 0.126

6 13 0.816 0.061

1 10 0.758 0.106

4 10 0.672 0.115

7 8 0.106 0.050

5 7 0.369 0.153

11 4 0.154 0.080

3 3 -0.256 0.331

10 1 0.617 NA

12 1 0.738 NA

Note: Uses Spearman Correlation
(mean = .617; sd = .293)

Figure 7: Tabulation of Means and Standard Deviations by Cluster Group

In Figure 7, "Group Label" refers to the arbitrary name that the cluster program assigns to
a cluster group so that the analyst can distinguish group memberships. This number has
no other significance or meaning; a high group label like 10 does not denote more of any
variable than a lower group label. The column for "Cases" denotes the number of
colleges that are in a particular cluster group, as denoted by a group label. We note that
clusters containing very few cases tend to identify "outliers" in a study population.

The "Mean of Group" column tells us the central tendency of the set of cases within a
group or cluster. By examining this column, we can see what variable at which level
distinguishes one group from the other groups. We note that group 10 and group 12
contain only one college in each of them. The high value for standard deviation of
percent change distinguishes these two cases as so unique as to deserve their own single-
case clusters.

Groups 2, 8, and 9 are the three largest clusters in the results in terms of cases. With
Figure 7, we would interpret Group 2 to be those colleges with almost no change (the
standardized beta coefficient is near zero). Group 8 resembles Group 2 in terms annual
percent change and in correlation with the state total, but Group 8 has a much more
positive growth pattern (mean beta slope of .633). Group 9, although containing 15
colleges like Group 8, differs on average markedly from Group 8 on all three variables.
Colleges in Group 9, compared to those in Group 8, would tend to have a large decline in
enrollment, greater annual percentage change, and a less "cyclical" pattern (low
association with the state pattern). We could proceed with this analysis to quite some
depth, but time and space compel us to reserve that work for another time.
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The three tables in Figure 7 partially demonstrate the effectiveness of the cluster result.
The standard deviation for each of the three cluster variables is smaller than the overall
standard deviation of the ungrouped population (the ungrouped statistics appear in the
note below each table). In cluster analysis, our goal is the formation of homogeneous
groupings, and the small within-group standard deviations indicate our success on this
objective. Space does not permit us to reiterate the above tabulation for the other two
cluster methods we tested, but the results generally resemble those in Figure 7.

IV. Discussion

As indicated by Hair, et al. (1998), the different clustering algorithms tend to accentuate a
particular cluster outcome. "Average linkage approaches tend to be biased toward the
production of clusters with approximately the same variance.... Ward's method...tends to
combine clusters with a small number of observations. It is also biased toward the
production of clusters with approximately the same number of observations..."

We will need to do much more work in order to reach an interpretation of these cluster
structures before the groupings can help in the analysis of enrollment planning. To use
these results, we would need to distinguish a "true" structure in enrollment patterns from
the "method bias" that often results from applying different statistical approaches to a
single set of data. Ideally, further analysis will integrate this important interpretation of
the cluster results with steps to check the validity of the clustering results. In terms of
incremental modifications or enhancements to the development of a structure already
done here, we consider in the next paragraphs some other steps that may warrant future
effort.

The cluster analysis performed here could be expanded to include other indicators of
enrollment change, and a future study could explore these alternatives. For example,
some basic indicators to test could be the number of runs within a time series; the time
interval in which either a peak or a trough occurred in the time series for each college
(very useful with the curve evidenced during 1991-1999); the leverage and influence of
the most recent year upon the fitted regression line (perhaps using Cook's D); and the
level of fit to the straight line (perhaps using the R-Square measure). Naturally, the more
data points that we can analyze in the time series, the more indicators of pattern we may
have to explore in a meaningful way. In addition, an analyst could test the use of the
Mahalanobis distance measure as an alternative to the Euclidean squared distance and to
the Pearson similarity measure.

Another alternative to test would be the use of the Pearson correlation, in lieu of the
Spearman rank correlation, to measure the association of each college's enrollment
pattern to the overall state pattern. We chose the Spearman correlation because it is a
more robust measure of association than the Pearson correlation. However, we may have

19



traded off some sensitivity to patterns of association in order to obtain that limitation of
effect from extreme values.

Even if the aforementioned modifications do not get tested, analysts should still consider
replicating this study's basic analysis some time in the future. In time series work,
additional observations often enable analysts to try other statistical tools, and these tools
may ferret out patterns that we cannot easily observe. Furthermore, the passage of years
will tend to make this clustering study somewhat obsolete, given that new patterns of
enrollment change can easily develop.

V. Conclusion

At a minimum, this study has explored some basic measures of enrollment variation. The
three dimensions used in our cluster analysis have value not only at the multivariate level
(that is, via the cluster analysis) but also at the univariate level. We can see how the
colleges vary according to slope of change; annual percentage change; and consistency
with the state total. Each of these measures may enhance planning for the colleges as
"stand-alone" indicators of enrollment stability and direction.

In order to apply the multivariate quality of these four measures to policy, we should do
further work on the cluster results. An extension of the work presented here should
probably undertake additional evaluation of cluster validity, and methods to do this are
available (Jain & Dubes, 1988; Anderberg, 1973; Whitten & Frank, 2000; and Johnson &
Wichern, 1998).

If additional analysis validates a particular cluster structure in this study, then analysts
and planners will have more useful information here. In terms of planning enrollment
projections, the groupings represented by a valid cluster structure roughly indicate the
variety, or breadth, of enrollment patterns that a projection system would need to
accommodate. The clustering also indicates which colleges may be most suitable for a
particular type of projection model.

Aside from the aid to planning projection methodology, the resulting groupings may
inform two policy issues facing community colleges in California. As noted by Sneath &
Sokal (1973), "numerical taxonomy" provides heuristic information in that analysts can
advance, or begin to formulate, some theories for further development. In our case, we
want to advance our knowledge of factors behind the enrollment trends of different
colleges. By identifying basic categories of enrollment variation, we can begin to see
what common threads (or causal factors) exist that, at least in part, determine a particular
enrollment pattern. Understanding the causal factors behind enrollment patterns would
help colleges to develop ways to manage their enrollments as well as to forecast them.
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At an administrative level, groupings also help us understand that some colleges have
inherently different qualities about them (with enrollment stability being one major
quality) that should factor into how we treat or consider them when policy-making
occurs. Real groupings reinforce the argument that the policy makers really cannot treat
or consider every college in the same way. State wide regulations will not affect every
college equally, and many colleges will have special needs.
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