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Validity of Reliability Generalization Study Design:
Examining the "RG Sausage's" Missing Ingredients

In 1998 a meta-analytic method called reliability generalization (RG) was proposed by Vacha-Hasse to describe

estimated measurement error in a test's scores across studies. RG can also be used to analyze measurement error in

different scales that measure the same construct. This method is similar to that used in validity generalization studies that

describe the extent to which validity evidence for scores is generalizable across research contexts (Hunter & Schmidt, 1990;

Schmidt & Hunter, 1977). In RG studies the dependent variable is a statistical index of score dependability (typically, the

score reliability estimate). RG studies can be used to investigate the distribution of reliability estimates across studies and to

identify study characteristics which may be related to variation in reliability estimates, such as sample size, type of

reliability estimate (coefficient alpha vs. test-retest), different forms of an instrument, or other special characteristics

(Henson, 2001;Vacha-Haase, 1998).

The Reliability of Measures

In classical test theory, the reliability coefficient, px, , is defined as the correlation between scores on parallel tests

(Crocker and Aligina., 1986). According to classical test theory an examinee's observed score, X, can be expressed as the

sum of his/her true score and random error:

X = T + E

The reliability coefficient is the proportion of the observed variance in scores that represents true score variance rather than

random error:

" owe
Pxx = 2

'-' total

where px, is the ratio of the true score variance to total score variance.

The most common approaches for estimating the reliability of scores include administering the same test twice to

the same examinees (test-retest reliability) or administering the test only once and estimating score reliability from the

intercorrelation of test items (internal consistency estimates). Test-retest reliability is estimated by calculating the

correlation coefficient between the scores obtained on the two administrations of the test. Internal consistency reliability is

estimated by calculating the correlations between subsets of items on the test (Crocker & Algina, 1986)
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Standard Error of the Measurement (SEM)

An alternative index of score reliability is the standard error of measurement (SEM). The SEM is calculated from

the sample standard deviation of observed scores, 6-x, and the estimated reliability coefficient, rxx, of a given instrument,

such that SEM = 6-x .\/-xx (Crocker & Algina, 1986). This statistic is an estimate of the standard deviation of observed

scores around a given true score, that is, the standard deviation of the measurement errors. For example if the reliability

coefficient , rxx, was .75 and the standard deviation, 6- , on an instrument was 3.2 then the SEM = 3.241--15 =1.6 . It is

important to remember that the standard error of measurement is a function of both score reliability and score variability.

Meta-analysis

Meta-analysis, sometimes referred to as research synthesis, is a quantitative research design that converts

individual study outcomes to a common metric, such as effect sizes, and compares them across studies. Each study is

considered one observation from a hypothetical universe of studies. In 1976, Glass originated the term 'meta-analysis' and

defined it as "the statistical analysis of a large collection of analysis results from individual studies for the purpose of

integrating findings" (p.3). For Glass's meta-analysis procedure the mean effect size, d , is an estimate of the population

effect size, S , across studies for the entire universe of studies. Meta-analysis is considered a secondary research method

that can be used to quantitatively summarize large bodies of literature. When a large number of studies are aggregated,

meta-analysis can investigate factors that were not investigated in the primary studies and detect the effect of possible

moderating variables. In terms of RG, we are looking across studies at measurement error and attempting to characterize

the psychometric properties of the hypothetical universe of studies that may employ a particular measure. Such properties

may include the mean reliability coefficient obtained in such a population, the variance of the reliability coefficient across

studies, and research design factors that may influence the magnitude of the coefficient (i.e., moderating variables).

In the aggregation of research results through meta-analysis, fundamental questions typically focus on (a) point

and interval estimation of the mean effect size, and (b) the relationship between the mean effect size and research design

factors. For example, studies investigating the use of computers in mathematics instruction may provide an estimate of the

typical effect size of the achievement difference between students using computers and those not using computers. In

addition, researchers may hypothesize a positive relationship between the amount of time spent using computer software

and measures of mathematics achievement. Such estimates of mean effect sizes and relationships between effect sizes and
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other variables are usually obtained using weighted least squares, in which individual studies' effect sizes are weighted by

the inverse of their sampling variance (Hedges & 01kM, 1985). That is,

1

var

where vi = weight for the eh effect size, and

var ) = estimated sampling variance of the eh effect size.

The use of such weights in statistical estimates gives greater credence to effect sizes obtained from studies with

less sampling error (typically, those based on larger sample sizes).

Methodological Issues in RG Studies

At the time of this writing, only ten RG studies have been published (see Table 1). Of these, only one (Henson,

Kogan & Vacha-Hasse, 2001), has examined reliability generalization in terms of multiple measures of the same construct.

Of the ten, eight included both test-retest reliability and internal consistency estimates and two examined only internal

consistency estimates.

Potential methodological problems are evident in RG studies and the debate about their solution has only just

begun (Sawilowsky, 2000; Thompson & Vaccha-Haase, 2000; Helms 1999). The major controversies include (a)

approaches for treatment of large proportions of missing data in the published literature, (b) appropriate analyses of

reliability estimates that are not statistically independent, (c) the use of nonlinear transformations of sample reliability

estimates, (d) the need to weight the observed sample statistics to account for differences in sampling error across studies

and (e) the differences between analyses of reliability coefficients and analyses of the estimated standard errors of

measurement (SEM).

Not only are RG studies similar to meta-analytic studies in terms of methods and goals, they also are similar in

terms of publication bias. In meta-analysis, publication bias is sometimes referred to as the "file-drawer problem"

(Rosenthal, 1979). In most cases, meta-analyses are conducted using only published studies which may be biased towards

statistically significant results. The missing data problem is exacerbated in RG studies because information on reliability

often is not reported or the reported reliability estimates are based on instruments' technical manuals rather than based on

the sample used in the research. Vacha-Hasse , Kogan, and Thompson (2000) refer to this as "reliability-induction" which

is, "...used to refer to the practice of explicitly referencing the reliability coefficients from prior research as the sole warrant

for presuming the score integrity of entirely new data" (p. 512). The tendency for published research to neglect estimates
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of score reliability yields data sources with very large proportions of missing information. For example in their RG study

of the Beck Depression Inventory (BDI) scores, Yin and Fan (2000), found that out of 1200 studies that used the BDI

80.1% (n = 961) did not mention reliability at all, 5.6% (n = 67) mentioned it with no citation of the estimate's source and

6.8% (n = 82) cited reliability from the published test manuals or other sources, leaving only 7.5% (n = 90) of the studies

that reported reliability coefficients for the data used in the actual studies. The lack of reporting of reliability coefficients

for the data in hand is an unfortunate common occurrence (Thompson & Snyder, 1998; Vacha-Hasse, Ness, Nilsson, &

Reetz,1999).

Another important issue to consider is the fact that in several of the RG studies the samples analyzed did not

represent independent observations. For example, Yin and Fan's (2000) RG study on the BDI included 164 reliability

coefficients from 90 studies. Similarly, Vacha-Hasse's (1998) RG study on the Bern Sex Role Inventory (BSRI) used 87

reliability coefficients from 57 studies; and Caruso's (2000) RG study on the NEO personality scale used 51 reliability

estimates from 37 studies. These are clearly violations of independence of observations.

In addition, some debate has been voiced in terms of using Fisher-z's transformation to normalize reliability

estimates when conducting an RG study (Sawilowsky, 2000). Thompson and Vacha-Hasse (2000) have argued that

reliability coefficients are a squared metric (i.e., the squared correlation between observed scores and "true" scores) and

consequently the Fisher's z transformation is unnecessary.

With regards to the issue of sample weighting (i.e., weighting each reliability coefficient by an estimate of its

sampling error), the use of differential weights is relatively rare in RG studies. Although Yin and Fan (2000) used a

weighted analysis in their RG study, it is not common practice in this new area of research. In his RG study on the NEO

personality scales, Caruso (2000) addressed this issue but argued that because the sample sizes ranged from n= 21 tO n =

3,856 the large samples would have much more influence than small samples. He also stated that because he found no

statistically significant correlation between sample size and reliability, sample weighting was unnecessary. Finally, he

indicated that he ran an analysis using sample size weights and the results were no different than those obtained from the

unweighted analysis.

Finally, interest has developed in the similarities and differences between RG analyses based on reliability

coefficients and those based on SEM. For example, in their RG study on the BDI, Yin and Fan (2000) argue that the

standard error should be reported because SEM is a function of both group variability and the reliability estimate. They

argue that there is not an inverse relationship between the SEM and the reliability estimate, i.e. "... a lower reliability

estimate does not necessarily mean the corresponding SEM will be larger" (p. 206). While Thompson and Vacha-Haase
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(2000) agree that an RG study can be accomplished using the SEM, they remind us that the SEM is "rather crude" (p187)

because it estimates an individual's observed score variation in the population (i.e., holding constant the true score). When

examining the distribution of the SEM, examinees who score above the mean are more likely to have a positive error of

measurement and examinees who score below the mean are more likely to have a negative error of measurement. Another

point to consider is that, obviously, the further away from the mean that an individual scores on a given measure the larger

the error of measurement (Hopkins, 1998). Finally, Thompson and Vacha-Haase (2000) pointed out that even if one

chooses to use the SEM in an RG study it can only be useful when the same scale and form is used across studies because

SEM is a function of the scale. In other words it would not make sense to look at the SEM if one was comparing studies

that used different forms of a particular scale (forms with different variances) or if one was comparing multiple measures of

the same construct.

Purpose of the Study

The purpose of this research was to examine the potential impact of selected methodological factors on the validity

of conclusions from RG studies. Although all of the controversies described above are important, this study focused on four

factors: (a) missing data in the primary studies, (b) transformation of the sample reliability estimates, (c) use of sample

weights for estimating mean score reliability and building confidence bands, and (d) differences between analyses of score

reliability estimates and estimates of SEM.

Method

The research was a Monte Carlo study in which random samples were simulated under known and controlled

population conditions. In the Monte Carlo study, RG studies were simulated by generating samples in primary studies,

estimating reliability of scores in these samples, and then aggregating the sample reliability estimates in the RG studies.

The Monte Carlo study included six factors in the design. These factors were (a) the true population reliability

(with N = 0.40, 0.60, 0.80 and 0.90), (b) sample size in the primary studies (with average sample sizes of 10, 50, 100, 500,

and 1500), (c) number of primary studies in the RG study (with k= 15, 50, 100, and 150) (d) proportion of missing data

(with proportions ranging from 0% to 90%), (e) homogeneity of the primary study samples (with score variance of cr2= 1,

2, 4, and 8) and (f) missing data mechanisms (randomly missing reliability estimates in the primary studies and

systematically missing data such that the probability of missingness increased as the sample reliability estimate decreased).

Simulation of data. The research was conducted using SAS/IML version 8.1. Conditions for the study were run

under Windows 98. Normally distributed random variables were generated using the RANNOR random number generator
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in SAS. A different seed value for the random number generator was used in each execution of the program and the

program code was verified by hand-checking results from benchmark datasets.

Measurement error was simulated in the data by generating two normally distributed random variables for each

observation, one of which represents the 'true score' on the variable, the other representing measurement error. Fallible,

observed scores on the variable were then calculated as the sum of the true and error components, consistent with classical

measurement theory. The reliabilities of the scores were controlled by adjusting the error variance relative to the true score

variance by:

P.=

where 0-7.2 and cE2 are the true and error variances, respectively, and px, is the reliability.

For each simulated observation, two "observed scores" were generated by holding constant the random value for

the true score component, but incorporating two, independent error score components. The two sets of observed scores

provided a simulation of test-retest reliability estimation and the correlation between the two sets of scores provided the

sample index of reliability. Similarly, the sample reliability index and the sample standard deviation were used to calculate

a sample value of SEM.

For each condition investigated, 10,000 RG analyses were simulated. The use of 10,000 estimates provides

adequate precision for the investigation of the bias in the reliability parameter estimates. For example, 10,000 samples

provides a maximum 95% confidence interval width around an observed proportion that is ± .0098 (Robey & Barcikowski,

1992).

Conduct of RG analyses. Each RG analysis was conducted using the standard error of measurement (SEM) and

the obtained sample reliability estimate. The latter was investigated in both its untransformed metric (i.e., 1-.0, and using

Fisher's z transformation:

z = 1 41+1 or z=tanh-'r
2 1Irl

to normalize the sampling distribution. Further, for RG studies based on reliability coefficients and those based on SEM,

both unweighted analyses and weighted least squares analyses were conducted (Fuller & Hester, 1999; Raudenbush,1994;

Hedges & Olkin, 1985).

8
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Three treatments of missing data were applied to RG studies that included missing sample reliability estimates. In

the listwise deletion approach, observations with missing reliability coefficients were deleted from the RG analysis. Such a

listwise deletion approach is the strategy typically used with RG studies that have been conducted to date. In addition, two

imputation procedures were applied to each simulated sample. In the simple regression imputation approach, an estimate of

each missing reliability coefficient was obtained by first regressing (using cases with complete data) the observed reliability

estimates on the observed sample variances. The obtained sample regression equation was then applied to the cases with

missing reliability coefficients (i.e., using the sample variance for these cases) to obtain a predicted reliability coefficient.

The predicted coefficients in the sample were then used in subsequent RG analyses. Finally, a multiple imputation approach

was applied to each sample (Rubin, 1996; Schafer, 1997). The multiple imputation procedure replaces each missing value

with a set of plausible values that represents the degree of uncertainty about the correct value to impute (that is, taking into

account the uncertainty in the parameter estimates of the regression equation used to make imputations). This approach is

an enhancement over simple imputation methods that fail to reflect the uncertainty about the predictions of the missing

values, often resulting in point estimates of a variety of parameters that are not statistically valid. In general, multiple

imputation inference involves three distinct phases (Schafer, 1997). First, missing data are filled in m times to generate

complete data sets (for this research m = 10). Second, the m complete data sets are analyzed using standard statistical

analyses (i.e., estimation of the mean and variance of the reliability estimates and the SEM). Finally, the results from the m

complete data sets are combined to produce inferential results. That is, the mean value of the estimated mean reliability

across the 10 imputations is used as the best estimate of the reliability coefficient in the population. In addition, the variance

across the 10 imputations is used as an estimate of imputation variance. This additional source of variance is combined with

the estimation variance of each imputation to produce a total variance which is used for the calculation of confidence

intervals.

Evaluation of results. Each simulated RG study was used to obtain an estimated mean reliability and an estimated

mean SEM. In addition, a 95% confidence band was constructed around each population estimate. For the construction of

confidence bands, the sampling error of each estimate of score dependability index was calculated:

pr" 2

r =
1

n 2

1

9
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where eir2 , (3-z2 and e4EA4 are the estimated sampling variances of r Fisher's transformed r and

SEM, respectively.

The standard error used for construction of the confidence band for the mean index of score dependability was

obtained as

SE9 =
1
2

Ic.1 (IR )

where 0-6,2k is the sampling error variance for an index 9 (i.e., r, Fisher's transformed rxx, or SEM) in

the le" study and the summation is across the studies included in the RG analysis.

The impact of the research design factors was evaluated based upon the bias in the mean estimates, the confidence

band coverage, and the average confidence band width. Bias was estimated as the difference between the average sample

estimate and the known population value of either the reliability coefficient or the SEM. That is,

(di -e)
Bias '

where di= the sample estimate from the ith RG study,

9 = the population value, and the summation is over the R simulated RG studies.

Confidence band coverage probabilities were estimated by computing the proportion of confidence bands in the R

simulated RG studies that contained the parameter of interest. Similarly, confidence band width was computed as the

average width of confidence bands from the R simulated RG studies.

Results

The results of this study were analyzed in terms of statistical bias of the estimates of p., and SEM, as well as the

coverage probabilities of confidence bands and confidence band widths for the estimation of the reliability and SEM for the

population as a whole.

10
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Statistical Bias

Estimation of p . The distributions of bias estimates in regards to reliability across all conditions examined in

this study are presented in Figure 1. For most conditions, the bias in the estimate of the mean reliability was relatively small

(less than .05 in absolute value), but all methods suggest that specific conditions produced much larger biases in the

estimate (on the order of .20). Further, most of the bias estimates were in a positive direction (the mean reliability was

overestimated from the samples), with the exception of the multiple imputation missing data treatment applied to

untransformed sample reliability values. For this method, both positive and negative biases were evident in the conditions

examined. Further analyses of the bias in these estimates were approached by examining each of the design factors in this

Monte Carlo study.

Estimates of the mean bias by the percentage and type of missing data are presented in Table 2. With no missing

data, the mean bias did not exceed .01 for any of the approaches to reliability generalization (i.e., use of weighted

estimators vs. non-weighted estimators, and use of Fisher's transformation vs. untransformed r values). Similar results of

very low average bias were seen for randomly missing data and for systematically missing data, as long as no more the 30%

of the observations presented missingness. As the proportion of randomly missing data increased, greater bias was evident

in the multiple imputation approach to treating missing data (regardless of the use of weights or Fisher's transformation).

For randomly missing data, the other approaches to missing data (regression imputation and listwise deletion) maintained

unbiased estimates of the mean reliability. For systematically missing data, however, all of the methods of analysis

evidenced increases in statistical bias of the estimate of the mean reliability.

The average estimates by the magnitude of p are presented in Table 3. With no missing data, negligible bias

was evident across all methods of analysis, regardless of the magnitude of the reliability in the population. With missing

data present, however, all methods demonstrated increases in bias with lower values of p. With randomly missing data,

only the multiple imputation method was affected by low values of p.t, (yielding average biases ranging from -.03 to .04),

but with systematically missing data, all methods were affected (it should be noted, however, that the bias obtained with the

multiple imputation approach was greater than those observed with other methods of treating missing data).

The estimates of bias by the number of studies included in the RG study (k) and the average sample size within

these studies (n) are presented in Tables 4 6 for no missing data, randomly missing data, and systematically missing data,

respectively. With no missing data (Table 4), all of the methods provided relatively unbiased estimates across values of k

and n (with no biases exceeding .01 in absolute value). With randomly missing data (Table 5), the multiple imputation
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missing data treatment showed the most bias across the majority of conditions and listwise deletion showed the least bias.

The use of simple regression imputation was relatively unbiased except for conditions with small n and large k, in which

the bias reached .02 in absolute value. Finally, with systematically missing data, all of the methods produced biased

estimates of the mean reliability under conditions of small n and large k, with the bias being somewhat larger with analyses

based on Fisher's transformation.

Estimation of SEM. The distributions of bias estimates in regards to SEM across all conditions examined in this

study are presented in Figure 2. In contrast to the distribution of bias in the estimation of p, the direction of the bias in

these data depended upon the treatment of the missing data, with the MI method evidencing positive bias in some

conditions, and the regression imputation and listwise deletion procedures evidencing a negative bias. However, for the

majority of conditions examined, very little bias was present for any of the methods. Further analyses of the bias in these

estimates were approached by examining each of the design factors in this Monte Carlo study.

Estimates of the mean bias in regards by the percentage and type of missing data are presented in Table 7. With no

missing data, the average bias did not exceed .01. Similar results were seen for randomly missing data or systematically

'missing data, as long as no more the 30% of the observations presented missingness. As the proportion of randomly

missing data increased, greater bias was evident in the multiple imputation approach to treating missing data and was as

large as .11 for 90% missing data. For systematically missing data, the regression imputation and listwise deletion methods

evidenced negative bias as the proportion of missing data increased.

The average estimates by the magnitude of p. are presented in Table 8. With no missing data the average bias

remained close to zero (never exceeding .01 in absolute value). With missing data present, however, the bias increased as

p., decreased, with the MI approach producing a positive bias with randomly missing data and the other two approaches

evidencing negative bias with systematically missing data.

The estimates of bias by the number of studies included in the RG study (k) and the average sample size within

these studies (n) are presented in Tables 9 11 for no missing data, randomly missing data, and systematically missing

data, respectively. With no missing data (Table 9), all of the methods provided relatively unbiased estimates across values

of k and n (with no biases exceeding .03 in absolute value). With randomly missing data (Table 10), the MI approach

evidenced positive bias with small values of k, regardless of the size of n. Regression imputation and listwise deletion

produced negative bias with small n conditions, but the bias was much smaller in magnitude. Finally, with systematically

missing data (Table 11), all of the methods produced biased estimates with small n.
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Confidence Band Coverage

Estimation of Population Mean Reliability. The distributions of estimated confidence band coverage across all

conditions examined in this study are presented in Figure 3 in terms of untransformed reliability estimates and Fisher's

transformations. For most conditions, the coverage obtained with analyses based on Fisher's transformation was superior to

that obtained from the analysis of observed, untransformed reliability estimates. Further, the multiple imputation approach

to missing data treatment provided better coverage probabilities than the listwise deletion or regression imputation

approaches. Further analyses of the coverage probabilities were approached by examining each of the design factors in this

Monte Carlo study.

The mean values of the estimated coverage probabilities by percentage and type of missing data are presented in

Table 12. With no missing data, the Fisher bands provided conservative coverage (99%), while the bands based on

untransformed r were excessively liberal (72% - 73%). With randomly missing data, the band coverage improved for

listwise deletion, because this method produces wider confidence bands in the presence of missing data. However, the

regression imputation approach showed notably worse coverage as the proportion of randomly missing data increased

(reaching as low as 37% when the untransformed sample reliability coefficients were analyzed). With systematically

missing data, the confidence bands obtained using listwise deletion and regression imputation with the sample reliability

coefficients provided very poor coverage (less than 52%), and the use of Fisher's transformation with listwise deletion

provided coverage as low as 78% with the largest proportions of missing data examined. In contrast, the use of multiple

imputation with Fisher's transformation maintained band coverage at or above the nominal level, even with the most severe

levels of systematically missing data.

Confidence band coverage probabilities by the magnitude of pt, are provided in Table 13. The use of

untransformed sample reliabilities provided notably poorer band coverage than the Fisher transformation. Further, the use

of the multiple imputation approach provided substantially better confidence band coverage than the use of listwise deletion

or regression imputation. With Fisher's transformation, the average band coverage with multiple imputation did not fall

below 98%. In contrast, the use of listwise deletion provided band coverage as low as 90% with systematically missing data

and Fisher's transformation, and as low as 48% without Fisher's transformation. Similarly, the use of regression imputation

provided coverage as low as 68% with transformed reliabilities and as low as 40% with untransformed sample statistics.

The estimated confidence band coverage probabilities by k and n are presented in Table 14-16, for no missing

data, randomly missing data, and systematically missing data, respectively. With no missing data (Table 14), the use of
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Fisher's transformation provided conservative coverage probabilities (92% - 100%) across all of the conditions, while the

untransformed sample reliabilities provided coverage closer to the nominal level as long as the sample sizes from the

primary studies were large. With small samples, however, the confidence band coverage for untransformed sample

reliability coefficients dropped to as low as low as 24% with the largest k and smallest n.

With randomly missing data (Table 15), the mean coverage for all analyses based on Fisher's transformation was

superior to that of untransformed r, although the coverage was conservative in most conditions. For analyses based on the

untransformed sample reliability coefficient, the use of multiple imputation provided bands with adequate coverage for all

conditions except the largest k with the smallest n, in which the mean coverage dropped to only 92% - 93%. For the use of

listwise deletion and regression imputation, coverage was poor with small sample sizes in the primary studies, becoming

worse as k increased. However, adequate confidence band coverage with listwise deletion was obtained when the sample

sizes in the primary studies were large.

For systematically missing data (Table 16), Fisher's transformation with multiple imputation provided

conservative coverage, except under large k and small n conditions (dropping only as low as 88%). The other approaches

evidenced much poorer band coverage, with the exception of large sample analyses, in which both listwise deletion and

regression imputation provided adequate coverage if Fisher's transformation was used.

Estimation of Population Mean SEM The distributions of estimated confidence band coverage for SEM across all

conditions examined in this study are presented in Figure 4. For most conditions, the coverage obtained with analyses

based on SEM was very poor, with analyses based on multiple imputations showing somewhat better coverage than those

based on regression imputation or listwise deletion. Because confidence band coverage was so poor across the conditions,

further analyses were not pursued.

Confidence Band Widths

Estimation of Population Mean Reliability. The distributions of estimated confidence band widths across all

conditions examined in this study are presented in Figure 5.For most conditions, the widths of the bands based on multiple

imputation were larger than those based on listwise deletion or regression imputation. Similarly, the bands obtained from

the Fisher transformation were larger than those obtained from the untransformed sample reliability estimates, regardless of

the missing data treatment applied. Further analyses of the band widths were approached by examining the design factors in

this Monte Carlo study.

I 4
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The mean values of the estimated confidence band widths by percentages and type of missing data are presented in

Table 17. With no missing data, the average band width for Fisher's transformation (.06) was three times as large as that

observed for the untransformed r (.02). With both randomly and systematically missing data the band widths increased

with larger proportions of missing data for both listwise deletion and multiple imputations. With regression imputation,

however, the average band width decreased with larger proportions of missing data.

Confidence band widths by the magnitude of px, are provided in Table 18. Across all conditions, the widths of

the confidence bands decreased as the true reliability increased. Similarly, across all conditions, the widths of the bands

constructed using Fisher's transformation were larger than those obtained from the untransformed sample reliability

estimates.

Finally, the confidence band width by pt, and n are presented in Tables 19 21, for no missing data, randomly

missing data and systematically missing data respectively. With no missing data (Table 19), the average confidence band

widths were relatively small (never exceeding .19). Much wider confidence bands were evidenced by the multiple

imputation procedure with randomly missing data (Table 20) and with systematically missing data (Table 21). Further,

these confidence bands did not become appreciably smaller with larger values of n. The listwise deletion procedure

provided slightly larger confidence bands with missing data, but the band widths decreased substantially with larger

samples. Finally, the regression imputation procedure produced slightly smaller confidence bands in the presence of

missing data.

Estimation of Population Mean SEM. The distributions of estimated confidence band widths across all conditions

examined in this study are presented in Figure 6. As with the results for confidence bands constructed around the reliability

estimates, the confidence bands for SEM were notably larger when the multiple imputation treatment of missing data was

applied. The band width differences between listwise deletion and regression imputation were fairly small, although the

bands for the former were somewhat wider on average. Further analyses of the band widths were approached by examining

the design factors in this Monte Carlo study.

The mean values of the estimated mean confidence band widths by percentages and type of missing data are

presented in Table 22. For both randomly and systematically missing data the band width increased dramatically for

multiple imputations ( 0.26 - 1.27) as the proportion of missing data increased. Listwise deletion showed a much smaller

increase in the average width of confidence bands (.03 - .07) and regression imputation evidenced a slight decrease in band

widths.
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Confidence band widths by the magnitude of pt., are provided in Table 23. For all missing data conditions and all

methods, the confidence bands decreased in width as the true reliability increased. However, the large differences in band

width between the multiple imputation approach and the other approaches were evident across all values of pu .

Conclusions

In general, the results suggest that the use of Fisher's z transformation of the reliability estimates provided a

modest increase in the accuracy of the estimation of the population mean reliability. Although the statistical bias in point

estimates of the mean reliability were very small across most conditions, the confidence bands obtained using the Fisher

transformation were more accurate than the confidence bands constructed using the untransformed r.

The importance of using the Fisher transformation in confidence band construction was especially evident with

more challenging data conditions, such as RG studies based on a large number of primary studies but small samples in

those studies, or RG studies conducted in the presence of missing data. Additionally, in these circumstances the use of

weighted estimates provided slightly better confidence band coverage than the use of unweighted estimates. Finally, our

comparison of missing data treatments suggests that the multiple imputation approach is superior to the listwise deletion

approach, especially with the occurrence of systematically missing data. In fact, the results of this research suggest that the

common practice in RG studies of listwise deletion for missing data can result in estimates that are extremely inaccurate.

Although the confidence bands obtained using multiple imputation were substantially wider than those observed for

listwise deletion, the increased width provided superior coverage probabilities. Further, the band width may be reduced by

increasing the number of imputations that are used to obtain the estimates (this study employed 10 imputations for the

missing data treatment).

Although the results for SEM suggest that unbiased estimates of the population mean may be obtained, the

confidence band coverage was very poor across all conditions. This exceptionally poor coverage may result from the use of

the product of two sample estimates that provide the sample SEM (i.e., the sample reliability coefficient and the sample

standard deviation). Further research on the construction of confidence intervals for SEM is certainly needed.

In general, we consider RG studies as potentially being directed towards one of two goals: describing the

distibution of score reliability indices in a corpus of published research reports, or estimating the properties of the

distribution of score reliability in the hypothetical population of studies that have been and may be conducted using a given

instrument. For simple descriptive applications, the use of sample weights or transformations is probably not needed. For
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the estimation of population characteristics, however, methodological choices in the conduct of the RG study have a large

impact on the accuracy of the inferences obtained.

While Thompson and Vacha-Haase (2000) believe that a series of RG studies could reveal that across samples, the

reliability of scores for a given scale are relatively stable they also say that it is possible that such analyses could reveal that

the variation in reliability is not related to research design factors. Regardless of the possible future uses and outcomes of

the RG method, in order for these outcomes to have credibility the RG study design must have credibility. Thompson and

Vacha-Haase (2000) defended their research design by stating:

"We may not like the ingredients that go into making the RG sausage, but the RG chef can only work with the

ingredients provided in the literature" (p 184)

In regards to this metaphor, the "RG chef' needs to also make sure that the ingredients are measured and prepared correctly

so that the "RG sausage " doesn't leave the reader with an unpleasant aftertaste.
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