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Abstract

The paper summarizes methods of estimating confidence

intervals, including classical intervals and intervals for

effect sizes. The recent APA Task Force on Statistical

Inference report suggested that confidence intervals should

always be reported, and the 5" edition of the APA

Publication Manual (2001) said confidence intervals were

"the best" reporting device.
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An Introduction to Confidence Intervals

For Both Statistical Estimates and Effect Sizes

The APA Task Force on Statistical Inference recently

published its recommendations (Wilkinson & APA Task Force

on Statistical Inference, 1999) . Among other

recommendations, the Task Force suggested that:

[Confidence] [i] nterval estimates should be given for

any effect sizes involving principal outcomes. .

Comparing confidence intervals from a current study to

intervals from previous, related studies helps focus

attention on stability across studies. . . .

Collecting intervals across studies also helps in

constructing plausible regions for population

parameters. (p. 599, emphasis added)

The Task Force further stated that "It is hard to

imagine a situation in which a dichotomous accept/reject

decision is better than reporting an actual p value or,

better still, a confidence interval" (Wilkinson & APA Task

Force on Statistical Inference, 1999, p. 599).

And the fifth edition of the APA (2001) Publication

Manual emphasized

The reporting of confidence intervals.., can be an

extremely effective way of reporting results. Because

confidence intervals combine information on location
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and precision and can often be directly used to infer

significance levels, they are, in general, the best

reporting strategy. The use of confidence intervals is

therefore strongly recommended. (p. 22, emphasis

added)

But confidence intervals (CIs) may be poorly understood, in

part because they are so infrequently used. Finch, Cumming,

and Thomason (2001) reviewed 60 years of reporting

practices in the Journal of Applied Psychology. Of the 150

articles studied, only four contained confidence intervals

and two used visual displays to report their data. Finch et

al. (2001) were not deluded into thinking that CIs would

cure all the woes of statistical reporting because even

three of these four researchers mentioning CIs in their

results failed to use CIs wisely in interpreting their

results. Substantive interpretation was used in only one of

the four articles. Finch et al. (2001) disappointingly

concluded 'many important aspects of inference practices

and reporting were the same in 1999 as a half century

earlier" p. 204. In the same vain, Kieffer, Reese and

Thompson (2001) reviewed 756 articles published in American

Education Research journal and Journal of Counseling

Psychology from 1988 to 1997 and found only one article

which reported confidence intervals.



Confidence Intervals 5

Some people wrongly say that confidence intervals

involve nothing more than null hypothesis significance

tests (NHST) in a different form (cf. Hagen, 1997; Knapp &

Sawilowsky, 2001) . This is a fairly mindless use of an

otherwise powerful analytic tool (Thompson, 2001) . As

Thompson (1998) explained,

If we mindlessly interpret a confidence interval with

reference to whether the interval subsumes zero, we

are doing little more than nil hypothesis statistical

testing. But if we interpret the confidence intervals

in our study in the context of the intervals in all

related previous studies, the true population

parameters will eventually be estimated across

studies, even if our prior expectations regarding the

parameters are widely wrong (Schmidt, 1996). (p. 799)

Thus, the correct use of CIs uses intervals to compare

results across prior studies, and of prior studies with

current studies (Fidler & Thompson, 2001). This is exactly

the particular application that facilitates the "meta-

analytic thinking" so critical to informed research

practice (Cumming & Finch, 2001). Cahn (2000) stated that

'statistical significance is not a 'kosher certificate' for

observed effects" (p. 33) and recommended a two-step

approach that includes computing confidence intervals when
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evaluating empirical results. He went on to state that the

editorial policies of journals can offer an impetus toward

requiring researchers to use CIs rather than just

statistical significance when reporting their results. As

Finch, et al. (2001) observed,

Editors of many journal acting in concert would be

more likely to achieve substantial change. .

Everyone "(writers of statistics texts and software,

statistics teachers, researchers themselves, journal

editors, and manuscript reviewers, and participants in

APA and other policy-making bodies) . . . needs to

take the responsibility for promoting change. (pp.

206-207)

Similarly, Caruso and Cliff (1997) advocated the use of

confidence intervals and moving away from hypothesis

testing. Caruso related an experience where he was working

with extremely large data sets and thus finding all of his

results to be statistically significant. This experience

convinced this Caruso that reporting confidence intervals

definitely make the results more enlightening and

interesting to the reader.

One advantage of more thoughtful use of confidence

intervals is that they provide a graphical tool to

integrate or synthesize results across studies. This is



Confidence Intervals 7

important, because such comparisons evaluate result

replicability. Too few researchers attend to replicability

issues, because many researchers misunderstand what

statistical significance tests do (cf. Nelson, Rosenthal &

Rosnow, 1986; Oakes, 1986; Rosenthal & Gaito, 1963;

Zuckerman, Hodgins, Zuckerman & Rosenthal, 1993), and

incorrectly believe that statistical significance tests

evaluate result replicability (cf. Cohen, 1884; Thompson,

1996).

Rosenthal and Gaito (1963) had 29 participants (19

faculty members and 10 graduate students) rate their level

of belief in a variety of 2 levels with an n of 10 and an n

of 100. Their results indicate that these researchers

placed greater confidence in 2 levels that contained a

larger n. Nelson et al. (1986) obtained comparable results

when they sent a similar questionnaires to 85 psychologists

and found that these psychologist overrelied on p levels

less than .05. Zuckerman et al. (1993) surveyed 551

psychologists and found that these researchers had a

limited understanding of basic concepts in statistics

including "the role of power and effect size as criteria

for successful replications"(p. 49).

Thompson (1996) stated the necessity for researchers

to report to the reader some techniques that evaluate the
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replicability of their results. Externally this can be

accomplished by actually doing the study again with

different participants. Because this is not usually done,

internal measures of "cross-validation, the jack-knife,

and/or the bootstrap" and confidence intervals can be

employed to determine if the results will be consistent

across various samples (Thompson, 1996, p. 29).

Cohen (1994) recommended that researchers present

effect sizes as CIs. He claimed that "everyone knows" that

CIs contain much more information than significance tests.

CIs provide information about both the nil hypothesis and

also about non-nil null hypotheses. Cohen (1994) felt that

the reason for the lack of use of CIs is that often they

are so wide or imprecise. He encouraged researchers to

improve

. our measurement by seeking to reduce the

unreliable and invalid part of the variance in our

measures (as Student himself recommended almost a

century ago). . Larger sample sizes reduce the size

of confidence intervals as they increase the

statistical power of the null hypothesis significance

testing. (p. 1002)
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The case for the use of CIs can also be based on their

power to evaluate theory, as against the statistical

significance test's lack of utility in this regard. As

Serlin (1993) explained,

The point null hypothesis, like any universal

theoretical proposition, must always be false. .

. Thus, the point null hypothesis cannot be

used to specify a potential falsifier (of a

theoretical proposition]; because the point null

hypothesis is always false, a test of it would

always (in principle) provide support. The

appropriate null hypothesis must be derived from

the theoretical prediction (fortified with a

good-enough belt), which means that we must

specify and test a range null hypothesis. (p.

352)

Serlin (1993) noted that too often if a particular theory

was supported then researchers were not interested in how

large their effect was or if their theory was not supported

how close did they come. He reminded us that 'the critics

of significance testing suggested the use of confidence

intervals as a way of improving the scientific utility of

statistical methodology" (p. 352).

Purpose

1 0
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The present paper will summarize various methods of

estimating confidence intervals, including classical

intervals and intervals for effect sizes. The second

application is difficult, because such estimates require

(a) the use of special statistical distributions that are

called "noncentral" (e.g., "noncentral t", "noncentral F"),

with which many researchers may be unfamiliar, and (b) the

use of computer-intensive estimation procedures, because

iterative estimation must be used rather than a computation

formula. Fortunately, new software and/or new programming

for old software have overcome these two difficulties

(Cumming & Finch, 2001; Smithson, 2001).

What are Confidence Intervals?

Confidence intervals are common tools of inference,

measuring how sure we are of our results. CIs across

studies tell us how accurately and consistently our data

operates over time. CIs invoke two primary concepts,

intervals and confidence levels. Intervals are determined

by the standard errors of statistics. Confidence levels are

chosen by the researcher and are given as percentages.

Simply put a 95% confidence level says the method used by

the researcher gives an interval that covers the true

population parameter 95% of the time. For example, by

calculating a confidence interval for my cholesterol level

11
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taken twenty times (n=20), I can state how confident I am

that the sample mean accurately reflects my choloesterol

level. A range null hypothesis (160 200) is tested rather

than a point null hypothesis (180).

There exists a seesaw relationship between confidence

levels and intervals: the higher the confidence level the

wider the interval or the larger the margin of error. The

lower the confidence level, the narrower the interval or

the smaller the margin of error. For the CI for the mean

the standard deviation also effects the margin or error, as

there is more variance in the population, the wider the

interval as shown in Figures la & lb. Figure lc suggests

that to make the margin of error smaller, the researcher

must collect more data which shrinks the margin of error

due to the formula

xtz*(,)
qn

where z* is a z score related to your 2 value and is a

measure of how many standard deviations away from the mean

you are. The z* for .05 is 1.96 equaling a 95% confidence

level, z* for .01 is 2.576 equaling a 99% confidence level

(Consortium for Mathematics and Its Applications, 1989).

Bohrnstedt and Knoke (1982) defined confidence

intervals as 'a range of values constructed around a point

estimate which makes it possible to state the probability
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that the interval contains the population parameter between

its upper and lower confidence limits" (p. 144). Thus 95%

of the intervals constructed in repeated sampling of the

population mean will be contained within the boundaries

defined by two standard deviations above and below the mean

(Bohrnstedt & Knoke, 1982). According to Finch et al.

(2001) a confidence interval "presents an estimate of the

true effect and its precision; this alone should encourage

substantive interpretation" (p. 203) . Smithson (2001)

defined a confidence interval for a statistic as a "range

of values that contain a specified percentage 100(1 -a) of

the sampling distribution of that statistic" (p. 607) . CIs

compliment data given by power analysis in analyzing

studies.

Power alone is not enough in determining an effect of a

certain size. There is a necessity to understand how

spreadout the CIs are for the effect size, given a

particular sample and a desired confidence level. As

Smithson (2001) noted "CIs are an essential component in

the accumulation of scientific knowledge because they avoid

the misleading 'vote counting' to which NHST is prone" (p.

626) . The alpha level determines the confidence level

associated with CIs for a study. Thus a researcher who

13
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assigns a .05 significance level to a study will use a 95%

confidence level for that same study (Sullivan, 2001).

Advantages of Using Confidence Intervals

There are a variety of reasons why CIs should be used

when reporting results:

1.CIs lend themselves to enhanced understanding and are

fairly easily obtained using SPSS or the ESCI software

developed by Cumming and Finch (2001).

2.CIs and NHST are related. If a value causes a hypothesis

to be rejected then that value will be outside the

confidence interval.

3.CIs are helpful in compiling studies. They support meta-

analysis and thinking.

4.CI width can be figured out a priori a study. Width of

CI interval can be used to determine study design and

sample size (Cumming & Finch, 2001).

5.CIs are easier to present in graphic display and thus

easier for readers to interpret (Sullivan, 2001).

Finding Confidence Intervals

Let us suppose that we wanted to determine the

probability that I would find pairs of shoes on sale that

would be equal to the population mean price of shoes in

College Station at $17.99. Ho: [g go;g0= $17.99)(n=20). If

all I did was a NHST then the only thing the reader of my

14
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results would know is that $17.99 was statistically

significant (2 = .0003, SD = 12.065) . If instead, I present

the confidence interval information included in Figure 2

from the ESCI software CIoriginal (Cumming & Finch, 2001),

the reader can now actually see all the prices of the 20

shoes I bought, which pairs of shoes lie within my 95%

confidence interval from $27.24 to $38.53 with a standard

error of measurement of 15.64. Thus almost all but two pairs

of my purchased shoes were too costly compared to the price

of shoes in College Station. I would be considered a poor

shopper.

If I do a second study and this time determine that

the population mean for shoes in College Station is $29.99,

then this time the reader can easily see, as shown in

Figure 3, that even though my results are no longer

statistically significant (2 = .295, SD = 12.65), many of

the shoes I bought would be a good price and I would be

considered a wise shopper.

The next section of the ESCI software package (Cumming

& Finch, 2001) demonstates CIJumping. This section

represents an artificial situation involving many samples

and not just a usual study involving one sample where we do

not know g. In Figure 4, one can see how in to make the CI

width (range) smaller, sample size needs to get larger,

15
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therefore necessitating the use of a larger sample size. A

n four times larger is needed to cut the margin of error in

half. In this example we will imagine that the average

score on the midterm is 50 points (SD=20) . We will assume

that the a for the population of university students is

also 50. In Figure 4 an n = 15 is used and the CIs are very

large. When the population is multiplied by four (n = 60)

and the Rand a remain the same in Figure 5, the CIs are

much smaller. Note in Figure 5, 24 of the 25 samples were

captured (smaller margin of error) in contrast to Figure 4

where 24 of the 24 samples were captured (larger margin of

error).

The next section, NonCentral t of the ESCI software

package (Cumming & Finch, 2001), demonstrates the use of

confidence intervals to find noncentral t distributions.

Central t is always used in null hypothesis testing since R

= Ao (null hypothesis always true) causes no shift in

distribution. When there are different value for (true

population mean) andA0 (chosen value), two different curves

are needed and the difference between the two (g go)

(sometimes divided by some SD) is the effect size. This

comes from the formula

a
IF?

16



Confidence Intervals 16

Obtaining a confidence interval for A is not easy because A

is a function of two parameters g and a and these parameters

are estimated from the data. We must think of a possible

upper and lower limit for A, calculate these limits, then

divide them by the VT: and this will give us the limits for

Cohen's 5.

Next using our I and s, we can calculate

tn_"
XAUO

for a 95% confidence level, using .025 from the z* table,

we have the probability of the upper and lower tails. No

formula can give us A only statistical software (cf.

Smithson, 2001) . After obtaining these.upper and lower

limits for A we can use the formula'

8 = -110/ a = A,Trz

And from these equalities we can derive that

A = .5.11T

Figure 6 displays a noncentral distribution where A =

10; when A = 2 as on can see in Figure 7 and is getting

closer to zero (both curves would be identical = central t)

the curves have more and more common area.

Serlin (1993) suggested that CIs should be obtained

based on range null hypotheses rather than point null

hypotheses, noting that "In the case of a range null

1 7
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hypothesis... one uses the observed data to test. . . an

infinite number of hypotheses H0: [ 11 gd < A0 where A0 is

varied over all possible values" (p. 354) . These non-

rejected values of A, make up the confidence interval.

Hodges and Lehmann (1954) acquainted us with the procedure

for testing the range null hypotheses and "obtaining the

corresponding confidence interval in a one- or two-sample

experiment when the width of the good-enough belt is

specified in raw (unstandardized) units" (Serlin, 1993, p.

355) . This procedure can be extended to multiple-sample

experiments while still considering Type I error rate prior

to the experiment and also controlling alpha at the

familywise level. Multiple comparisons that will permit the

measurement of range-based confidence are the Bonferroni

and the Holm method.

Kennedy and Schumacher (1993) recommend using the

algorithm of bootstrapping to calculate confidence

intervals. One of the advantages in doing this is that the

population does not have to be normal. The complete Minitab

program found in their appendix (pp. 98-99) allows students

to easily obtain a bootstrap interval for a population

parameter. The subroutine allows students to concretely

construct the 95% confidence interval of the population

variance. Although labor-inteniive, these statistics

18'
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experts feel that bootstrapping is a worthwhile procedure

for students to learn and practice.

Lambert, Wildt, and Durand (1991) also advocated

bootstrapping but as a means of approximating confidence

intervals for factor pattern coefficients. These

researchers were searching for an alternative to the

exploratory way that factors are generally retained or

excluded. By applying confidence intervals to factor

pattern coefficients, a criterion value could be used to

make comparisons and thus determine how to treat various

factors. They liken this process "to hypothesis testing in

which sampling variances are taken into account" (p. 422).

Smith (1982) advocated the use of the jackknife

procedure for finding confidence intervals for variance

component estimates in generalizability theory. He found

that jackknife developed by Mosteller and Tukey in 1968 was

beneficial. Intervals could be used a priori as an

indication of the exactness that these components could be

estimated given the obtainable means.

Psychologists are encouraged to use CIs when reporting

test scores to clients and school personnel. Relating

"confidence bands" assists educators in making decisions

based on the fallibility of test result data. Schulte and

Borich (1988) suggested using the procedure of reporting

1 9
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test scores along with CIs to be as understandable as

possible to receivers of scores. They caution

psychologists, however, that some test manuals can be

confusing and contain misinterpretations. In spite of this

warning Schulte and Borich (1988) strongly recommended that

this_feedback can be interpreted as a range of scores and

thus an individual can be pretty sure that if they took the

test again their score would fall in between the lower and

upper limits of their score. Or as Sattler (1982)

maintains, 'If we construct a 95 percent confidence

interval, then the chances are only 5 in 100 that a

person's true score lies outside the confidence interval"

(p. 22) . Silver and Clampit (1991) agreed that CIs should

be reported in conjunction with a person's IQ. Their

article contains 95% and 99% confidence interval tables for

the WISC-R that utilize Schulte and Borich (1988) method

based on the standard error of estimate or the standard

error of prediction.

Two widely used methods for computing confidence

limits are based on standard error or measurement and

standard error of estimation. Glutting, McDermott, and

Stanley (1987) recommended the use of the formula developed

by Stanley in 1971 to establish CIs around an estimated

true score:j±(0(*(r). These researchers 'point out that

20
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the standard error of measurement is larger than the

meastirement error associated with estimated true score

(unless that test is perfectly reliable or the obtained

score is the same as the test mean)" (p. 610) and that

these intervals are "both sensitive to different reference

groups and consistent with classical test-score theory" (p.

614).

Summary

As Cumming & Finch (2001) emphasized, "We strongly

support these calls for reform and believe that wider

understanding and use of CIs should be a central aspect of

changes to statistical practice in psychology, education,

and cognate disciplines (p.535). This sentiment was echoed

by many other researchers who currently advocate the use of

confidence intervals to replace significance testing

methods. As Schmidt (1996) so aptly stated "reliance on

statistical significance testing in the analysis and

interpretation of research data has systematically retarded

the growth of cumulative knowledge in psychology". The APA

Publication Manual (2001), the APA Task Force, and an

increasing number of journal editors have strongly

recommended the use of confidence intervals. Fortunately,

new software has made the difficulty of identifying

21
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confidence intervals a thing of the past (Cumming & Finch,

2001; Smithson, 2001).

Cohen (1994) charged researchers with the task of

constructing confidence intervals when he explained,

As researchers, we have a considerable array of

statistical techniques that can help us find our way

to theories of some depth, but they must be used

sensibly and be heavily informed by informed

judgement. Even null hypothesis testing complete with

power analysis can be useful if we abandon the

rejection of point nil hypotheses and use instead

"good-enough" range null hypotheses. (p. 1002)

Combining effect size with confidence intervals is the

wave of the future in continuing efforts to make research

understandable to the reader. Logically, if effect sizes

are good, and confidence intervals are good, then

confidence intervals about effect sizes should be darn

nifty.

22
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