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Abstract
The purpose of this simulation study is to compare three methods to estimate parameters

within structural equation models with polytomous variables. These methods appear
respectively in three SEM computer software packages: LISREL (Joreskog & Sorbom, 1996b)
together with PRELIS (Joreskog & Sorbom, 1996a); EQS (Bent ler, 1995); and the new Mplus
(Muthen & Muthen, 1998). The differences in parameter estimation accuracy among the
estimation procedures are evaluated by manipulating several conditions which include: sample
size, exogenous and/or endogenous factors with polytomous indicator variables, number of
polytomous variables per factor, number of categories per polytomous variable, and different
thresholds (cutoff points) on the underlying continuum to create the categories on the
polytomous variable(s).

Unfortunately, the results show some severe parameter estimation problems in LISREL,
which requires further investigation, and the results from the LISREL program are not discussed
here. EQS also had problems, although these were with convergence. The parameter estimates
did not appear to be affected by the convergence problems, and therefore EQS results are
compared to the Mplus results. Mplus displayed a very slight estimation difference depending
on whether or not the scaling variable on the endogenous factor was polytomous. Still, Mplus
appears to estimate the path coefficients closer to the true values than EQS for all conditions,
with Mplus estimates also having less variability. In addition, Mplus is faster, and converges
more often than EQS. For these reasons, Mplus appears to be preferable to EQS for researchers
performing estimation of SEM models with polytomous variables.
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A comparison of methods for structural modeling with polytomous and continuous variables

Traditionally, structural models have assumed that the observed variables are continuous

with a multivariate normal distribution. However, in the social sciences, variables that have an

underlying continuum are often measured using dichotomous or polytomous scales. Therefore,

models with these observed categorical variables may not be estimated properly using traditional

methods. Several methods have emerged in structural equation modeling (SEM) computer

software that attempt to deal with combinations of polytomous and continuous variables. These

methods are still predicated on (conditional) multivariate normality, however this assumption

applies to the distribution of the assumed underlying continuum for the polytomous variables,

rather than the categorical variables themselves.

A simulation study is used to evaluate the adequacy of three methods to estimate models

with polytomous variables. These methods appear respectively in three SEM computer software

packages: LISREL (Joreskog & Sorbom, 1996b) together with PRELIS (Joreskog & Sorbom,

1996a); EQS (Bent ler, 1995); and the new Mplus (Muthen & Muthen, 1998). The estimation

process differs in each software package, and these estimation methods are briefly described later

in this paper.

The differences in parameter estimation accuracy among the estimation procedures are

evaluated by manipulating several conditions which include: sample size, exogenous and/or

endogenous factors with polytomous indicator variables, number of polytomous variables per

factor, number of categories per polytomous variable, and different thresholds (cutoff points) on

the underlying continuum to create the categories on the polytomous variable(s).
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Background

Assumptions

Assumptions in SEM include that the observed variables are conditionally multivariate

normally distributed. An additional assumption, that all relations among variables are linear, is

probably reasonable when the variables satisfy distributional assumptions. Muth& (1993)

clarifies that these assumptions should hold for the latent variables underlying categorical

variables.

While regression has numerous diagnostics to evaluate distributional assumptions for a

regression model, Bent ler (1995) states that, at present, there are no good corresponding

diagnostics in SEM. Muth& (1993) suggests several tests to assess bivariate normality, but

concludes that a very large sample size is needed to perform them, and that "rejections of the

normality model are frequently found" (p. 217). No recommendations are given on how to

proceed if the normality model is rejected.

Another traditional assumption in SEM is that variables are continuous. In sample data,

continuity will never be observed because the largest number of different scores that could be

obtained is the number of subjects in the study. However, many variables, income for example,

can be seen as continuous in theory. In practice, continuous variables may be categorized for

convenience; for example, income may be recorded as one category if it is less than $5,000, as

another category if it is between $5,000 and $15,000, and so on. These are categorical scores

that have an underlying continuum. Therefore, an assumption when performing an analysis with

polytomous variables in SEM is that a continuum underlies the variable, as well as that the

continuum itself satisfies the aforementioned distributional assumptions. Note that variables that

are intrinsically categorical, like gender, do not contain an underlying continuum, and do not
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satisfy these assumptions. Methods to deal with intrinsically categorical variables are not

included in this paper.

Correlations with Polytomous Variables

Because Pearson product moment correlations assume linearity and continuity, simply

using Pearson correlations would lead to distorted estimates of polytomous variables'

relationships with other variables (Muthen & Kaplan, 1985; Olsson, 1979). One approach to

remedy this problem is to map a categorical variable nonlinearly into a linear continuous

variable, and then develop linear structures (correlations) for the new continuous variable. This

is the basis for tetrachoric, polychoric and polyserial correlations (e.g., Lee & Poon, 1986).

Tetrachoric correlations estimate the relation underlying pairs of binary variables, while

polychoric correlations estimate the relation underlying pairs of polytomous variables with any

number of categories on each. Polyserial correlations estimate the underlying relationship of

polytomous variables paired with continuous variables. In these estimations, thresholds need to

be estimated for the categorical variables. The thresholds are the cutoff values on the underlying

continuous variables presumed to create the observed categorical variable. These thresholds are

often given in z-score form.

Many maximum likelihood methods exist to estimate the polychoric and polyserial

correlations, and the thresholds (eg. Lee, Poon & Bent ler, 1992; Muthen, 1984). Some methods

propose to estimate all the correlations simultaneously including the correlations among

continuous variables. Others break the estimation into stages. Many different multi-stage

estimation procedures have been proposed. For example, one simple procedure could be to

estimate the continuous variables' correlations in one stage, estimate the polyserial correlations

in a second stage, and estimate the polychoric correlations in a third stage with the correlations
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estimated simultaneously within each stage. Another even simpler method could be to break this

process down into its smallest components, and estimate each pairwise correlation, regardless of

type, by using only the information from the pair. On the opposite end of the spectrum, there

have been methods proposed which estimate all parameters in a model (the correlations,

thresholds and the model paths and loadings) simultaneously (Lee, Poon & Bent ler, 1992). This

has been referred to as the one-stage full maximum likelihood model (FML), but is currently

considered too complex for practical parameter estimation and does not appear in accessible

software packages. Three different methods, which are less complex, but attempt to use as much

information as possible in estimation, and are available in popular SEM software packages, are

described in the following section. The procedures for estimating the underlying correlations are

emphasized, as the estimation of structural models is based on correlations, therefore one would

assume that the method which best estimates these correlations would also provide the best

estimate of the structural model parameters underlying the data.

Methods for Estimating Models with Polytomous Variables

in Three SEM Software Packages

EQS (Bent ler, 1995; Bent ler & Wu, 1995)

Estimation in EQS, when including polytomous variables in the structural equation

model, occurs in two major stages: first all the correlations and thresholds are estimated, then the

basic parameters of the model are estimated from these correlations using an arbitrary

generalized least squares (AGLS) procedure. The first stage is further broken down into two

parts: in the first part, the correlations of the continuous variables with each other are estimated

simultaneously with the polyserial correlations; in the second part, only the polychoric
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correlations are all estimated simultaneously. This is referred to as the partition maximum

likelihood procedure (PML) (Lee, Poon & Bent ler, 1995).

In estimating the polyserial correlations separately from the polychoric correlations, the

thresholds are estimated twice for each polytomous variable (once for each part), and therefore

different threshold estimates may be found. Lee, Poon and Bent ler (1995) do not consider this a

serious issue, stating that the difference in these threshold estimates are often tiny and that the

thresholds themselves are not used in estimating the rest of the model. After the correlations are

estimated in the first stage, an AGLS estimation method is used to estimate the model parameters

in the second stage.

Requirements to run a model with polytomous variables in EQS include: raw data must

be analyzed; polytomous variables should not have more than 5 to 7 categories; and a reasonably

large sample size is recommended. The reason for these requirements is that the categorical data

methods require the cross-tabulation of the categorical variables. The more categories and the

smaller the sample size, the more likely you are to have empty cells in these cross-tabulations,

which leads to a breakdown in the computational procedures (Bent ler, 1995).

PRELIS (Joreskog & Sorbom, 1996a) and LISREL (Joreskog & Sorbom, 1996b);

The procedure used by these two programs together first uses PRELIS to obtain the

polychoric and polyserial correlation estimates, and an asymptotic covariance matrix. Then

LISREL estimates the basic parameters of the model from these correlations using a weighted

least squares procedure, where the weight matrix is the inverse of the estimated asymptotic

covariance matrix W of the polychoric and polyserial correlations (Joreskog & Sorbom, 1988b).

This differs from EQS in that the estimation of the polychorics and polyserials are "estimated

from the observed pairwise contingency tables of the ordinal variables" (p. 193). While EQS
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uses some simultaneous estimation procedures to estimate these correlations, PRELIS/LISREL

estimates the correlations using only information from two variables at a time. Thresholds are

estimated univariately from the (marginal) distribution of each variable.

Mplus (Muthen & Muthen, 1998)

Mplus is based on Muthen's (1984) proposed three-stage estimation method, with the

third stage modified by Muthen, du Toit, & Spisic (in press). In the first stage, this method

estimates the relationships between variables in terms of correlations and thresholds, using

procedures similar to those used in PRELIS/LISREL. The second stage consists of estimating the

weight matrix based on these results. Finally, the third stage estimates the model parameters

with a robust weighted least-squares (WLS), by using the diagonal of the estimated weight

matrix, and using the full weight matrix for robust standard errors and Chi-square. The

parameters are simultaneously estimated within this third stage.

Simulation Study

The simulation is designed to investigate the adequacy of parameter estimates and fit

statistics for a known population model as obtained by three estimation procedures contained in

the following structural equation modeling computer software packages: LISREL (Joreskog &

Sorbom, 1996b) together with PRELIS (Joreskog & Sorbom, 1996a); EQS (Bent ler & Wu,

1995); and the new Mplus (Muthen & Muthen, 1998). The effect of polytomous variables (with

a known underlying continuum) on structural model parameter estimation is of primary interest

in this study.

These effects are investigated using a single population model with two exogenous

factors, one endogenous factor, and three indicator variables per factor. As shown in Figure 1,
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the true values for the factor loadings of variables VI through V9 are all equal to .8, the path

coefficient F3,F1 equals .5, and the path coefficient F3,F2 equals .7. This leads to a disturbance

of .51 on F3, and error terms of .6. These population values were set as start values for

parameter estimation in the three software packages. For identification purposes, the variances

of the exogenous variables were set to 1, and the factor loading V7,F3 was set to the population

value of .8.

Two-hundred datasets, with nine continuous variables, were generated using EQS, based

on the population model values shown in Figure 1, for each of the following sample sizes: 100,

200, 500, 1000, 5000 (for a total of 1000 original datasets with continuous variables). For each

condition, designated variables are categorized at specified threshold values, as outlined in Table

1, within the following factorially-crossed conditions: factors containing polytomous indicators

(1 exogenous factor; 2 exogenous factors; 1 endogenous factor; one combination of 1

endogenous and 1 exogenous; and all factors), number of polytomous indicator variables on a

factor (1, 2, 3), and number of categories per polytomous variable (2, 3, 5, 7).

The threshold values for polytomous variables, outlined in Table 1, are manipulated for

each level of number of categories. The different threshold values result in different proportions

of observations in each category equal proportions in each category (uniform), unequal

proportions in each category (large proportion in middle categories (normal), large proportion in

outer categories (U-shaped), large proportion in low categories (positively skewed). Therefore

this condition is nested within number of categories per polytomous variable. The threshold

values used to create the polytomous variables from continuous variables are given in z-score

units, and the corresponding percentage of cases in each category for the categorized normally

distributed underlying continuous variable is additionally presented in Table 1. This design
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results in a total of 1,050 cells, and the categorical variables' underlying continuums are

normally distributed for all conditions.

This study compares the relative accuracy of the three outlined estimation procedures for

model parameters under various conditions. In addition, the relationship of the polytomous

variable conditions to model parameter estimation is of interest, and will be evaluated based on

comparisons of the estimated model parameters to the known population parameters. Findings

should lead to methodological and practical recommendations for SEM researchers using

polytomous variables.

Results

Estimation Problems

Problems with convergence in EQS

As previously outlined, categorical data methods in EQS require the cross-tabulation of

the categorical variables. The more categories and the smaller the sample size, the more likely

you are to have empty cells in these cross-tabulations, which leads to a breakdown in the

computational procedures (Bent ler, 1995). This result is seen in Table 2, where out of 200

replications, the overall average number that converged can be seen to be decreasing from just

over 146 with 2 categories, to only just above 84 with 7 categories per variable, even with the

population values used as start values. There appears to be a relationship with sample size since

the average number of converging runs increases as sample size increases, and as the number of

categories per variable decreases. However, a surprising result is that the standard deviation of

the mean number of converging replications increases as the sample size increases, except when

number of categories equals 2. This may be due to some cells with large sample sizes requiring
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increased memory or computations with a large sample size that may have strained either the

EQS program's capacity or the computer's capacity, and therefore failed to converge in some of

those instances.

Although EQS appears to struggle with converging, Mplus converged for all 200

replications under all conditions, and LISREL converged over 99% of the time.

While EQS' struggle to converge appears to be related to number of categories per

variable, the parameter estimates for the converging runs do not seem to be related to the number

of categories per variable, nor does there appear to be any obvious relationships between the size

of the parameter estimates to any of the other design factors. This will be presented in the next

section.

Problems with parameter estimation under certain conditions with LISREL

The average LISREL estimate for the factor loadings of variables V4 through V9 all fell

between .7 and 1.0, as compared to the population value of .8. However the average estimate for the

factor loadings of V1, V2, and V3 had many high values exceeding 1.0, and when these occurred, the

estimates for the path coefficients between factors were also seriously affected (see Table 3). There

appears to be a strong relationship between which factors have all variables categorized, and the

problems with estimation. Figure 2a clearly shows the pattern of overestimation of the F3,F1 path

when Fl and F3's variables are all categorized. While this may appear to make some sense at first,

this does not explain why the F2,F3 path is severely underestimated when the same Fl and F3

variables are categorized as seen in Figure 2b. Unlike the other conditions, under this condition

parameter estimates do not appear to converge to the true value at n=5000. It is also not clear why

when we have all three factors with all variables categorized, the estimation is nearly perfect,

averaging .501 across all sample sizes, when having two out of the three presented such a problem.

11
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Due to the severity of this problem with parameter estimation in LISREL under the

condition mentioned, the results from the LISREL portion of the simulation will not be discussed

further until the source of the error can be determined as programming error (either in the

simulation or in the software package) or if it is due to estimation method. To discuss the

average performance of LISREL estimates, with the extreme values possibly canceling each

other out, as compared to the other programs that do not appear to have such extreme mean

values, seems inappropriate. Although LISREL may have satisfactory and comparable results to

EQS and Mplus when the variables on F1 are not all categorized, to discuss these 'good' results

without determining the source of the problems in the other conditions may be misleading.

Differences in parameter estimation under certain conditions with Mplus

For smaller sample sizes Mplus has a larger range of estimates of variable's factor

loadings when F3 contains categorized variables, although on average, these estimates are very

close to the population value of .8. The increased range of values may be due to the scale for F3

being determined by the loading for V7, which is categorized in this condition. However, when

F3 does not contain any categorized variables, the range of values decreases, but the estimates

are slightly overestimated on average (see Figure 3a for V9 example). Estimates of factor

loadings on other variables are slightly closer to the true value for variables in conditions where

the factor they load on contains at least one categorized variable. Both path coefficients are

slightly overestimated in conditions where V7 is a categorized variable, which is the scale factor

for F3, the exogenous factor (Figure 3b shows the effect for the F3,F1 path).
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Differences in Path Coefficient Estimation in Mplus and EQS (converging runs only)

Under Various Conditions

Sample size (100, 200, 500, 1000, 5000)

Five sample sizes were tested in this simulation: 100, 200, 500, 1000, and 5000 subjects.

Mplus converged for all 200 replications for all sample sizes and all conditions. For sample

sizes of 100, EQS converges about 48 times out of the 200 replications, and for sample sizes of

5000, increases to converging an average of about 136 times, out of 200 replications, as shown in

Table 2.

Mplus appears to estimate both path coefficients closer, on average, to the true values

than EQS estimates them, for all sample sizes (see Figure 4). Table 4 shows that for the F3,F1

path, which has a population value of .5, EQS's mean estimate with n=100 is .476 (.024 below

the true value), while Mplus's estimate is .511 (.011 above the true value). Both converge, on

average, to almost exactly .5 with n=5000, with the mean EQS estimate of .5008 and the mean

Mplus estimate of .5002. Note however that while EQS's mean estimates at n=5000 had a range

of .018, Mplus had a much smaller range of only .003. In addition, Mplus's standard deviations

of the original estimates across all replications are smaller, on average, than EQS's. A similar

pattern of results, closer estimates by Mplus with a smaller range (see Table 4) and smaller

average standard deviation (see Figure 5) than EQS, is found for the F3,F2 path coefficients as

well.

Number of categorized variables (1, 2, 3, 4, 6, 9)

Due to the design of the simulation, six different numbers of categorized variables

occured: 1, 2, 3, 4, 6, and 9. For most of these cases, Mplus appears to overestimate the path

coefficients, while EQS tends to underestimate them on average. However, Mplus values are
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closer, on average, to the true values than the EQS estimates (see Table 5). For the F3,F1 path,

which has a population value of .5, EQS' mean estimate when only one variable is categorized,

is .478 (.022 below the true value), while Mplus' estimate was .502 (.002 above the true value).

However, EQS and Mplus' estimates are about equidistant from the population value of .5 for

the F3,F1 path when four or six variables are categorized, although Mplus tends to overestimate

slightly (with a mean estimate of .502 and .503 respectively) , while EQS tends to underestimate

slightly (with a mean estimate of .496 and .497 respectively).

While Mplus' mean estimates are consistent across all numbers of categorized variables,

EQS' estimates seemed to get closer to the true value as the number of categorized variables is

increased, except for when all the variables were categorized. While on average Mplus

consistently overestimates by .001 to .003 over the true value, EQS' mean estimates are less

consistent under these conditions, and underestimated from a small .003 to a larger .022.

In addition Mplus had much smaller ranges, close to around .03 for every number of

variables categorized, while EQS' overall mean estimates had a range of up to .11 when all nine

variables are categorized. The same pattern of results, closer estimates by Mplus for each

specific number of categorized variables, and with a smaller range than EQS, is found for the

F3,F2 path coefficients as well (see Table 5).

Pattern of factors containing polytomous indicators

The design of the investigation contained 5 different configurations of factors which

contain polytomous indicators: 1 exogenous factor; 2 exogenous factors; 1 endogenous factor;

one combination of 1 endogenous and 1 exogenous; and all factors. Mplus appears to best

estimate the path coefficients when F3, the exogenous factor, does not contain a categorized

variable, and estimates them nearly perfectly to 3 decimal places on average (see Table 6)
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In all five conditions, Mplus estimates the F3,F1 path coefficients closer, on average, to

the true values than EQS. Mplus tends to be very close to the parameter values on average,

while EQS tends to slightly underestimate them. Mplus had a much smaller range overall of

about .031, while EQS mean estimates ranged by up to .149 overall when all factors contained

categorical values. A similar pattern of results is found for the F3,F2 path coefficients as well

(see Table 6).

Categories per polytomous variable (2, 3, 5, 7)

Thresholds outlined in Table 1 categorized the continuous variables into polytomous

variables with either 2, 3, 5, or 7 categories. Mplus appears to overestimate the path coefficients

closer, on average, to the true values than EQS is under-estimating them, for all numbers of

categories per polytomous variable (see Table 7). For the F3,F1 path which has a population

value of .5, EQS' mean estimate with only 2 categories per variable, is .486 (.014 below the true

value), while Mplus' estimate was .502 (.002 above the true value). In the conditions when there

are 3 categories per variable, EQS' best estimates on average occur, and Mplus' worst estimates

occur. Even so, the mean EQS estimate of .488, is still .012 below the true value, while the

mean Mplus estimate of .503 is only .003 above the true value. Again, Mplus had much smaller

ranges of up to .03 with two and three categories per variable, while EQS mean estimates ranged

by up to .149 with 2 categories per variable. A stronger, but similar result occurs for the F3,F2

path. However, there is no clear trend to indicate a linear relationship between number of

categories per variable and estimation by either program's method.

Type of threshold categorization (uniform, normal, U-shaped, positive skew)

Thresholds outlined in Table 1 categorized the normal continuous variables into

polytomous variables with different proportions of cases in each category, to create different
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distributional appearances of the categorized variables. The thresholds were manipulated to have

the categorized variables approximate uniform, normal, U-shaped, and positively skewed

distributions. Mplus appears to estimate the path coefficients closer, on average, to the true

values than EQS estimates them, for all categorized distributions (see Table 8). For the F3,F1

path which has a population value of .5, EQS's mean estimate across all categorical distribution

types is .487 (.013 below the true value), while Mplus's mean estimate is .502 (.002 above the

true value). Again, the range of mean estimates is larger for EQS (up to .149 in the positively

skewed condition) than for Mplus (up to .031 in the positively skewed condition). Both seem to

have fairly consistent estimates across all different types of categorizations. As both programs

assume that the underlying variable is normally distributed, and this assumption holds in this

simulation, it appears that each program is consistent in estimating the parameter values

regardless of the threshold's locations to categorize the underlying continuous variable. The

same pattern of results, closer estimates by Mplus with a smaller range than EQS, is found for

the F3,F2 path coefficients as well (see Table 8).

Discussion

The purpose of this simulation study is to compare three methods to estimate structural

equation models with polytomous variables. These methods appear respectively in three SEM

computer software packages: LISREL (Joreskog & Sorbom, 1996b) together with PRELIS

( Joreskog & Sorbom, 1996a); EQS (Bent ler, 1995); and the new Mplus (Muthen & Muthen,

1998).

Unfortunately, the results for LISREL were not included due to the severe parameter

over- and under-estimation problems in LISREL when the indicator variables on Fl and F3 are

all categorized. This requires further investigation to determine if the source of the error is due
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to programming error (either in the simulation or in the software package) or if it is due to the

estimation method. In these cases, values estimated were so extreme, that the results from the

LISREL program will not be discussed, even though other cases had acceptable estimates. To do

so might mislead researchers about the performance of estimation with the LISREL program

when it is not clear what is causing major estimation difficulties.

EQS also had problems, although these were with convergence. The parameter estimates

did not appear to be affected by the convergence problems, and therefore EQS results are

compared to the Mplus results.

Mplus did not appear to have any problems with convergence. The only evidence of

difficulties was a very slight overestimation when the endogenous factor, F3, contains

categorized variables. This may be due to the scale for F3 being determined by the loading for

V7, which is categorized in this condition.

Methodologically, EQS uses more simultaneous estimation of variable's relationships

(correlations and thresholds) than Mplus. However, Mplus' parameter estimation using a robust

WLS procedure appears to compute superior parameter point estimates, as well as having smaller

variability, than EQS' estimates which were computed using AGLS methods.

In conclusion, Mplus appears to generally estimate the path coefficients closer to the true

values than EQS for all conditions included in this study (on average, Mplus has a tendency to

slightly overestimate the parameters, while EQS has a tendency to underestimate them). In

addition, Mplus' ranges of the mean values, and standard deviations of the raw parameter

estimates are smaller, on average, than EQS'. Mplus estimation is also faster, and converges

more often than EQS. For these reasons, Mplus appears to be preferable to EQS for researchers

performing estimation of SEM models with polytomous variables.
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Further research is recommended to compare the performance of these different

estimation methods when the continuums underlying the polytomous variables are not normally

distributed. In addition, the effect of crossing different numbers of categories per polytomous

variable across one factor, and across several factors, may be looked into. More complex

structural models can, of course, also be devised.
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Table 1

Thresholds for converting continuous variables to polytomous variables, in z-score form

(and expected percentages in each category for normally distributed underlying variables)

Categorization
Number of 1. equal proportions in categories 2. categories approximate Normal
Categories (Uniform distribution) (skew=0, kurtosis=0)
2 threshold 0
(percentage) (50 in each)

3 threshold -.43 .43 -.97 .97a
(percentage) (33.333 in each) (16.6 / 66.8 / 16.6)

5 threshold -.84 -.255 .255 .84 -1.3 -.69 .69 1.3a

(percentage) (20 in each ) (9.7 / 14.8 / 51 / 14.8 / 9.7)
7 threshold -1.07 -.565 -.18 .18 .565 1.07 -2.05 -1.28 -.47 .47 1.28 2.05a
(percentage) (14.286 in each) (2 / 8 / 22 / 36 / 22 / 8 / 2)

Number of
Categories

Categorization
3. large proportion in outer categories: U-shaped

(skew=0; kurtosis= -1.7)
4. positively skewed

(skew=1.3)
2 threshold
(percentage) (78.2

.78
/ 21.8)

3 threshold
(percentage)

-.25 .25
(40.1 / 19.7/ 40.1)

.475 1.5
(68.1 / 25.2 / 6.7)

5 threshold
(percentage)

-.49 -.1 .1 .49
(31.2 / 14.8 / 8 / 14.8 / 31.2)

-.05 .77
(48 / 29.9 /

1.34 1.88 b

13.1 / 6 / 3)
7 threshold
(percentage)

-.585 -.20 -.025 .025 .20 .585
(28 / 14 / 7 / 2 / 7 / 14 / 28)

-.1
(46 /

.45 .95
21.3 / 15.5

1.45 1.75
/ 9.8 / 3.3 / 2.6

2.2
/ 1.4)

threshold: threshold values in z-score units
percentage: expected percentages in each category for normally distributed variables.
values from Bandalos & Enders, 1996

"values from Muthen & Kaplan, 1985
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Table 2

Mean number of EQS converging replications by sample size (n) and

number of categories per variable (CATPRVAR)

Number of EQS Converging Replications out of 200

n CATPRVAR Mean Std. Dev. Number of Cells
100 2 58.13 20.53 30

3 46.62 15.34 60
5 44.08 14.85 60
7 47.38 16.56 60
Total 47.76 16.86 210

200 2 116.03 30.57 30
3 85.57 18.93 60
5 71.12 18.38 60
7 72.08 18.73 60
Total 81.94 25.64 210

500 2 169.10 19.25 30
3 115.20 19.94 60
5 90.07 22.66 60
7 92.80 21.05 60
Total 109.32 33.78 210

1000 2 188.00 10.44 30
3 140.55 31.71 60
5 98.45 26.60 60
7 100.15 23.93 60
Total 123.76 40.96 210

5000 2 199.83 00.59 30
3 151.43 41.23 60
5 117.67 47.19 60
7 107.90 25.08 60
Total 136.26 47.57 210

across all 2 146.22 56.02 150
sample 3 107.87 46.78 300
sizes 5 84.28 37.69 300

7 84.06 30.46 300
Total 99.81 46.96 1050
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Table 3

Mean and standard deviation of F3,F1 path estimated by LISREL

under 5 conditions averaged across all sample sizes

Condition Mean Number of cells Std. Deviation

other .5043570 770 .0593027

all (9 variables) cat .5010181 70 .0121333

Fl all cat .3461238 70 .1038076

Fl and F2 all cat .4189146 70 .1194977

F1 and F3 all cat 1.0101827 70 .2576756

Total .5217784 1050 .1659038
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Table 4

Mean and ranges of the mean F3,F1 (population value=.5) and F3,F2 (population value=.7)

path coefficients for EQS and Mplus by sample size

N

F3,F1 = .5 F3,F2 = .7

EQS Mplus EQS Mplus

100 Mean .4761127 .5107666 .6690429 .7072135

Range .14853 .02192 .14247 ,02811

200 Mean .4837527 .5056980 .6796373 .7057644

Range .08835 .02304 .08104 .02904

500 Mean .4841255 .4975284 .6861087 .7019447

Range .03844 .00970 .04916 .01446

1000 Mean .4913530 .4971845 .6964296 .7012248

Range .03268 .00636 .02573 .01292

5000 Mean .5008336 .5002206 .6999663 .6991682

Range .01844 .00253 .01117 .00331

Total Mean .4872355 .5022796 .6862370 .7030631

Range .14853 .03064 .14853 .03064

4 23



Table 5

Mean and ranges of the mean F3,F1 (population value=.5) and F3,F2 (population value=.7)

path coefficients for EQS and Mplus by number of categorized variables

Number Vars

Categorized

F3,F1 = .5 F3,F2 = .7

EQS Mplus EQS Mplus

1.00 Mean .4784956 .5016586 .6767635 .7026572

Range .07283 .02558 .06663 .02264

2.00 Mean .4792122 .5018698 .6782819 .7026859

Range .08609 .02898 .07986 .02468

3.00 Mean .4911555 .5026877 .6885397 .7035170

Range .06162 .02982 .06423 .02858

4.00 Mean .4962009 .5019819 .6961449 .7026643

Range .06433 .02490 .07357 .02454

6.00 Mean .4967817 .5026244 .6966724 .7033035

Range .09447 .03019 .11206 .03007

9.00 Mean .4784786 .5034974 .6789733 .7040984

Range .11272 .02883 .11317 .02908

Total Mean .4872355 .5022796 .6862370 .7030631

Range .14853 .03064 .14247 .03049
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Table 6

Mean and ranges of the mean F3,F1 (population value=.5) and F3,F2 (population value=.7)

path coefficients for EQS and Mplus by Endogenous Exogenous factors with categorized variables

F3,F1 = .5 F3,F2 = .7

Endogenous and

Exogenous Factors EQS Mplus EQS Mplus

F1 cat 1 exo Mean .4851010 .4999302 .6803832 .7002155

Range .07672 .02176 .06856 .00471

F3 cat 1 endo Mean .4810175 .5041717 .6819147 .7050932

Range .08975 .02713 .07209 .02782

Fl and F2 cat Mean .4895560 .4998972 .6932207 .7004130

2 exo Range .08742 .02236 .09205 .01232

F1 and F3 cat Mean .4907531 .5037099 .6885128 .7049770

1 exo 1 endo Range .08721 .03019 .09203 .02744

all factors Mean .4897498 .5036890 .6871533 .7046169

have cat vars Range .14853 .02883 .11891 .02908

Total Mean .4872355 .5022796 .6862370 .7030631

Range .14853 .03064 .14247 .03049
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Table 7

Mean and ranges of the mean F3,F1 (population value=.5) and F3,F2 (population value=.7)

path coefficients for EQS and Mplus by number of categories per variable

F3,F1 = .5 F3,F2 = .7

Number of Categories

per Variable EQS Mplus EQS Mplus

'2 Mean .4864167 .5023774 .6838662 .7028560

Range .14853 .03019 .12928 .02172

3 Mean .4879672 .5027688 .6877767 .7041707

Range .08122 .03028 .09228 .02891

5 Mean .4871067 .5020636 .6867040 .7025443

Range .09982 .02369 .09173 .01495

7 Mean .4870419 .5019575 .6854155 .7025779

Range .09690 .02384 .10522 .01467

Total Mean .4872355 .5022796 .6862370 .7030631

Range .14853 .03064 .14247 .03049
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Table 8

Mean and ranges of the mean F3,F1 (population value=.5) and F3,F2 (population value=.7)

path coefficients for EQS and Mplus by categorized distribution due to threshold location

F3,F1 = .5 F3,F2 = .7

Categorized

Distribution EQS Mplus EQS Mplus

Uniform Mean .4866114 .5025610 .6856734 .7021789

Range .09006 .02835 .08855 .01791

Normal Mean .4883081 .5018160 .6872872 .7033227

Range .08932 .02270 .10063 .01745

Platykurtic Mean .4875751 .5026613 .6867199 .7021988

Range .09528 .02353 .08373 .01284

+Skewed Mean .4868003 .5020596 .6856506 .7044009

Range .14853 .03064 .13336 .02864

Total Mean .4872355 .5022796 .6862370 .7030631

Range .14853 .03064 .14247 .03049
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Figure 1. Population Model
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