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Abstract

Most researchers using ANOVA procedures employ a fixed-

effects model. However, a random- or mixed-effects model may

be a more appropriate fit for many research designs. One

benefit of random- and mixed-effects models is that they

yield more generalizable results. This paper focuses on the

similarities and differences between the various ANOVA models

and the factors that should be considered when determining

which model to utilize. A description of the "Rules of Thumb"

for deriving the correct formulas for computing F statistics

will also be explained.
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Fixed-, Random-, and Mixed-Effects ANOVA Models:

A User-Friendly Guide For Increasing the

Generalizability of ANOVA Results

Most researchers using analysis of variance (ANOVA)

procedures choose a fixed-effects model, although they may

not realize that they are making this choice or realize its

consequences. Although fixed-effects models are the most

common of the ANOVA models, they are not necessarily the most

appropriate and/or useful procedures for all experimental

designs. There are two additional types of ANOVA models that

are less commonly used: random-effects (also called Model II)

models and mixed-effects (also called Model III) models.

A random-effects model is used when the researcher wants

to generalize findings to levels/conditions within

ways/factors beyond the levels that are represented in the

study (Jackson & Brashers, 1994) . Hays (1981) commented, "the

random-effects model is designed especially for experiments

in which inferences are to be drawn about an entire set of

distinct treatments or factor levels, including some not

actually observed" (p. 376). A mixed-effects model is a

combination of fixed- and random-effects models, comprised of

one or more random ways and one or more fixed ways.

The purpose of the present paper is to outline the

differences between the fixed-, mixed- and random-effects

ANOVA designs. Tips on deciding whether a way should be

classified as fixed or random will also be provided.

Computational differences, as well as the "rules of thumb"
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for deriving the correct formulas to compute F statistics in

the random and mixed models will also be explained.

Three Models

In a fixed-effect model, the null hypothesis is that

there are no differences between the means of the levels of

the way that are utilized in the study (Ostle, 1988) . In

contrast, the hypothesis tested in a random-effects

model is that there are no differences in the means of

all of the levels of a way that are possible in the

population of levels that the sample of levels was

chosen from, not just in the sample of levels that is

utilized in the study (Ostle, 1988). Thus, random-effects

models attempt to generalize beyond both the sampled people

and the sampled levels.

There is some incongruence between what researchers

consider a random way. Some argue that any way that does not

include all the possible levels should be treated as random

(Clark, 1973; Richter & Seay, 1987) . Others diSagree. Wike

and Church (1976) outline three basic methods for selecting

the levels of a way to be used in a study. First, the

researcher could use all of the possible levels of a way

(number of levels, p, EQUALS the number of levels in the

population of levels, P). Clearly, this is rarely the case in

actual research. Second, the researcher could randomly choose

a subset of all possible levels of a way to use in the study

(number of levels, p, is less than the number of levels in
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the population, P, with random selection of levels). Third,

the researcher could choose to nonrandomly select a subset of

all of the possible levels of a way to use in the study

(number of levels in the sample, p, is less than the number

of levels in the population, P, with nonrandom selection of

levels) . It seems clear that the p=P case must be treated as

a fixed-effects model. In the p<P case, random selection

implies a random-effects model (Wike & Church, 1976).

Mathematical and statistical formulas typically treat the

third case (p<P, nonrandom selection case) as fixed (Wike &

Church, 1976) . However, some researchers argue that the third

case should also be treated as a random-effects model (Clark,

1973; Richter & Seay, 1987).

This debate is clearly illustrated by Clark (1973) in

his article, "Language-as-Fixed Effect Fallacy: A Critique of

Language Statistics in Psychological Research." Using the

example of language research, Clark argued that words, as

well as participants, should be treated as random effects

because the words that are selected for language studies do

not extinguish all possibilities within the entire population

of words. Therefore, if the researcher wishes to generalize

results beyond the scope of the study the ways must be

classified as random. Clark (1973) commented,

When should the investigator treat

language as a random effect? The

answer is, whenever the language stimuli

do not deplete the population from which
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they were drawn. The answer is not,

whenever the language stimuli used were

chosen at random from this population.

(p. 348)

Richter and Seay (1987) agreed that classifying ways as

random provides statistical support for further

generalization of results. They replicated a study on

recognition memory and found that when words were considered

fixed there were three effects statistically significant at

the .05 level and four statistically significant at the .01

level. However, when words were reclassified as random only

one of the original seven effects remained statistically

significant. Table 1 presents these results. Although all

studies will not have findings that differ this dramatically

across models, the example illustrates the differences that

are possible when ways for the same data are classified as

random instead of fixed. In response to Clark's article, Wike

and Church (1976) argued that while classifying ways as

random can lead to a decrease in Type I errors,

overclassifying ways as random can lead to an increase in

Type II errors. They also contended that generalization can

not be assumed just because ways are classified as random.

They noted, "generality is not obtained simply by selecting p

levels randomly" (Wike & Church, 1976, p. 253).

One method to determine if a way would best be

classified as fixed or random is to see if the levels are

"interchangeable" (Jackson & Brashers, 1994; Ostle, 1988).
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That is, could alternate levels of the way be substituted in

the study without making a difference in the results? With a

random way, a set of levels could be utilized on one run of

the experiment and an entirely different set could be used on

a subsequent replication (Glass & Hopkins, 1984) . In a

random-effects model the specific levels of a way

chosen to be utilized in a study are of no particular

interest to the researcher. Therefore, the levels can

be substituted without changing the fundamental

research question.

For example, a researcher could be studying the

effectiveness of three teaching methods: peer tutoring,

computer assisted instruction, and lecturing. Instead of

taking samples of students from every grade kindergarten
-

through twelve, the researcher could randomly select a subset

of grades to be present in the study. The researcher could

then generalize the results of the study to all of the grades

that are possible, even those not randomly selected and

present in the study. It would make no difference to the

researcher if the particular grades in the study were 1st,

2nd, 3rd, 5th, and 8th or 2nd, 4th, 7th, 10th, and 12th; the

grades represented in the study are of no particular

interest to the researcher. However, if the researcher were

to use different kinds of instruction (for example, reading

from the text or parent tutoring) at each selected grade

level, the study would have an altered meaning. Therefore,

this example would be a mixed study, where the grade of the

8
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students is a random way and the mode of instruction is a

fixed way.

A second method for determining if a way should be

classified as random or fixed is based on what conclusions

the researcher would like to draw from the results of the

study (Jackson & Brashers, 1994) . If the researcher wants to

make conclusions based only on the levels of the population

that are used in the study it is appropriate to classify a

way as fixed. However, if the researcher would like to draw

conclusions about populations beyond the levels that are

represented in the study, the way must be classified as

random. Using the teaching method example to demonstrate this

point, think of the conclusions that can be drawn if the

grade way is treated as fixed. It could be concluded, for

example, that peer tutoring is better than computer assisted

instruction and lecturing for individuals in grades 2, 4, 7,

10, and 12, if these were the grade levels actually studied.

In contrast, a conclusion that could be drawn when the grade

way is classified as random would be that peer tutoring is

better than computer assisted instruction and lecturing for

students in all grades.

Depending on the desires of the researcher and the

research question, the same ways can be classified

differently in various studies. The determination of whether

a way should be classified as random or fixed ultimately

depends on the context of the research (Longford, 1993).

However, the determination of whether a way will be
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considered random or fixed must be made prior to the data

collection and analysis. Hicks (1973) noted,

It is not reasonable to decide after the

data have been collected whether the

levels are to be considered fixed or

random. This decision must be made prior

to the running of the experiment, and if

random levels are to be used, they must

be chosen from all possible levels by a

random process. (p. 173)

What are the repercussions of misclassifying a way? Of

course, there are no absolutely right answers to how a way

should be classified. Coleman (1979) stated, "there are

usually several correct ways to analyze an experiment,

and...the better choice is more a matter of wisdom than

mathematical correctness" (p. 243) . However, there are always

situations where it is most appropriate to classify a way in

a particular way. In these situations if a way is

misclassified, different undesirable consequences can occur.

If a fixed way is misclassified as random, it will be

subject to a overly conservative test of statistical

significance and therefore the likelihood of making a Type II

error (not rejecting a false null h othesis) will increase

(Wike & Church, 1976). Inversely, if a random way is

misclassified as fixed, there is a greater chance of making a

Type I error (falsely rejecting a true null hypothesis)

(Clark, 1973). In addition, if a random way is classified as

10
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fixed, the results of the study can not be generalized beyond

the levels that are utilized in the study (Clark, 1973).

There are several assumptions that go along with the

random-effects model. First, it is assumed that the levels of

the random ways in the experiment represent only a random

sample of all of the possible levels (Mason, Gunst & Hess,

1989) . Second, the random variables representing main effects

and interactions, as well as the error terms, are assumed to

be statistically independent of one another (Mason et al.,

1989). Third, the main effect, interaction, and error terms

are assumed to be normally distributed with a mean of zero

(Mason et al., 1989). Fourth, the ANOVA assumption of

homogeneity of variance is presumed, with the added component

of sphericity, which means that the variances of the

differences in means must be homogeneous across pairs of

levels in the study (Jackson & Brashers, 1994). As in fixed

way ANOVAs, the more that these assumptions are met, the more

accurate the findings of the study are (Jackson & Brashers,

1994) . In addition to these assumptions, the random levels of

a random or mixed design must have equal Ns, not as a matter

of ease, but because no methods have been fully developed for

the unbalanced random- or mixed-effect design (Glass &

Hopkins, 1984).

Different Denominators

When doing computations for random- and mixed-effects

models, the same general procedures are used as for a fixed-

1 .1
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effects ANOVA, with the exception of the F ratio test

statistic. The sources of variance, degrees of freedom, sum

of squares, and mean squares are computed identically to the

fixed-effects model (Hinkle, Wiersma, & Jurs, 1998) . The

difference in computations is in finding the appropriate

terms for the F ratio. Whereas the denominator of the F ratio

is always the mean squares error for the fixed-effects

models, the denominator varies in the mixed- and random-

effects models (Hinkle et al., 1998).

Why is it necessary to use a different error term in the

denominator of the F ratio for designs incorporating random

ways? According to Kennedy and Bush (1985), error variance in

a fixed model is theoretically drawn from one source:

variance between participants (also called _SOS within,

residual, unexplained) . However, in a random model there are

two sources of error variance: variance between participants

(within) and variance from randomly sampling from all

possible levels. Therefore, to find the true effect for a

way it is necessary to divide by a more complex term than MS

error to remove via the division the effect of the multiple

sources of variance.

"Rules of Thumb" for Determining the Correct F Denominator

The Expected Mean Squares [E(MS)] is the statistic that

determines what the terms in the F ratio test statistic

should be in a random- or mixed-effects model (Hinkle et al.,

1998). The E(MS) can be defined as the hypothetical mean

12
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value of a variance computed over infinitely many

observations of an experiment (Jackson & Brashers, 1994).

Although the calculations for the E(MS) are incredibly

difficult and complicated, there are some "rules of thumb"

that can help to estimate the E(MS) (Hicks, 1973; Ott, 1984).

To illustrate the procedure, we will go back to the

previous example with three methods of teaching five

different grades of children. The design utilized in the

study will be a 3 x 5 mixed model with a fixed A way (method

of teaching) and a random B way (grade of the student). For

heuristic purposes, we will establish an N of 30 (two per

cell) . The "rules of thumb" involve five steps.

1. List sources of variance in the study as row labels in a

two-way table.

Main effect Ai

Main effect Bl

Interaction
AB
Error Ektii,

2. Write the subscript listed in each row label as a column

heading. Be sure that every subscript appears only once

(denoted "A" in the chart below). In the column headings also

write R or F to signify if the effect is random or fixed

("B"). A term is considered random if ANY of the ways that

contribute to it are random, so all interactions involving

one or more random ways are random. Last, in each column

13
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heading write the number of observations associated with the

way. For the effects, this will be the number of levels; for

the error term this will be the number of replications or

people in each cell ("C").

(C) =* 5 3 2

(B) R
(A) =* i

Main effect Ai
Main effect Bj
Interaction AB"
Error E1

3. Transfer the number in the top row of the column heading

to each of the rows in that column that the subscript does

not appear in the row label.

5 3 2

Main effect A, 3 2

Main effect Bj 5 2

Interaction AB" 2

Error

4. For any subscripts that are in parentheses in the row

labels of the chart, place a one in the columns that are

headed by the letter(s) in the brackets.

5 3 2

Main effect A, 3 2

Main effect Bj 5 2

Interaction AB" 2

Error E,,, 1 1

5. Fill the remaining cells in the table with zeros if the

column is for a fixed way or ones if the column is for a

random way.

14
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5 3 2

R F R
i j k

Main effect Ai 0 3 2

Main effect Ei 5 1 2

Interaction ABil 0 1 2

Error E,j,, 1 1 1

The completed "rules of thumb" table can then be used to

compute the E(MS) values. To do this, cover the column(s)

that the letter in the top row if the column heading matches

the subscript in the row label. For example, for main effect

A you would cover the first column because the subscript is

i; for the interaction effect you would cover the first two

columns because it has the subscripts i and j. Next,

determine which rows are going to be used for computing the

E(MS) of a particular way by looking at the subscripts for

each row. If the subscript of the way that you are computing

appears in the subscript for another row, you will use the

row in your E(MS) computations. For example, when computing

the E(MS) for main effect A you would use the A way main

effect, the AB interaction, and the error variance rows

because the subscript i appears in each row. You would not

use the B way main effect because the subscript for the .row

is j. Third, for all of the rows that are being used in the

computation, multiply the numbers in each of the rows that

are not covered up and then multiply this number by the

variance term that is associated with the row. For the random

and mixed ways, the variance term will be 62. For the fixed

ways, the variance term will be 0. The E(MS) for each way

15
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will be the sum of these constant x variance term products.

The E(MS) equation for the A way main effect is:

(3 x 2)(0) from the A way main effect + (1 x 2) (&) from

the AB interaction effect + (1 x 1)(a2) from error

This would yield an E(MS) of 60A+ 2(3,2+

5 3 2

R F R
i j k

E (MS )

Main effect Ai 0 3 2 60,* 2aAB2 aE2
Main effect Bj 5 1 2 100,2 + GE

2

Interaction ABij 0 1 2 2aAB2 +
Error Ek(jj) 1 1 1 a:

* The symbol 0 signifies a fixed variance.

What does the E(MS) tell you? As you can see from the

"rules of thumb" computations, the E(MS) takes into

consideration the many sources of variation that are

associated with the different effects in the model. For-

example, the A main effect E(MS) is:

60A+ 2a2 + aE
2

The first term in the equation signifies the variance that

comes from the A way. The second term in the equation is the

variance from the interaction effect. The third term in the

equation is the error variance. In order to isolate the

variance that is only associated with the A way main effect,

we need to remove the effect of the interaction variance and

the error variance from the A main effect E(MS) term (Hinkle

et al., 1998) . Looking back at the E(MS) in the "rules of

thumb" chart, the term that has both the AB interaction

variance and the error variance is the interaction E(MS),

which is:

16
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2a2 + a:

If we divide the A main effect E(MS) by the interaction

effect E(MS) to get the F ratio, we are left with only the

variance that is associated with the A way. Therefore, we now

have used the correct term for the denominator of the F ratio

to test the A way main effect.

The same procedure can be used for the remaining effects

in the model, giving us F ratios calculated by:

Main effect B: loa: + a: / a:

Interaction effect: 2a.2 + a:/ a:

Table 2 illustrates the F ratios that are computed when

different models are utilized.

Discussion

One crucial difference between fixed-effects models and

random- and mixed-effects models is the use of planned and

post hoc tests (Thompson, 1994) . In a fixed model, once there

is evidence of a statistically significant difference between

means in a way, it is common practice to run a post hoc

analysis to determine exactly where the differences exist.

Alternatively, planned contrast analyses if the researcher

has an informed guess about where the differences may be

before the analysis is run. However, with a random effects

model, it would make no sense to run an analysis of any type

to determine where the differences are within the various

levels of a way because the ways in the study are

17
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arbitrarily and randomly selected. The researcher is not

primarily concerned with where differences may be within a

certain way because the levels are of no particular interest

to the researcher. Kennedy and Bush (1985) commented,

Since the levels of the random variable

have not been deliberately chosen for

subject-matter reasons, but rather have

been selected because they are somewhat

representative of a larger population of

levels, it makes little sense to attempt

specific comparisons among levels.

(p. 294)

In conclusion, there are several benefits to using a

mixed-effects or random-effects model, if doing so is

appropriate for the design of the study. As in any study,

decisions must be made based on the context of the

experiment. Researchers are encouraged to contemplate how the

levels utilized in their study are selected and what

generalizations are desired from the study when choosing an

ANOVA model. As was outlined by this paper, a random- or

mixed-effects model may be more appropriate for many

experiments that are generally analyzed as fixed-effects

models, fixed-effects models may be over used because some

statistical packages only provide these tests, or default .to

these tests. Although choosing to use a random- or mixed-

effects model may require more work on the part of the

18
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researcher, the increased generalizability of results makes

it worth the effort.

19
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Table 1

Differences in F Ratios For Fixed- and Random- Effects Models

Source Fixed model F Random model F

ratio ratio

Explicit-Implicit(A) 1.650 1.582

Extrovert-Introvert(B) 4.398* .388

Stereotype-Control(C) 28.519** 3.061

Word Categories(D) 3.106* .171

A x B 3.187 2.406

A x C 1.561 1.366

A x D .259 .539

B x C 34.373** 2.618

B x D .812 .078

C x D 27.905** 1.899

AxBxC .296 .483

AxBxD 1.419 1.372

AxCxD 2.021 1.313

BxCxD 4.690* .307

AxBxCxD .099 .368

Words (W) within BCD 27.511** 27.511**

A x W 1.200 1.200

*p<.05

**P<.01

Note. Adapted from Richter and Seay (1987, p. 475).
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Table 2

Calculated F ratios for a two-way ANOVA

Fixed Effects Random Effects Mixed Effects

Model Model (Both ways Model (A way
random) random)

A main effect effect/ effect/ effect/
error interaction error

B main effect effect/ effect/ effect/
error interaction interaction

Interaction effect/ effect/ effect/
effect error error error

Note. Adapted from Hinkle et al. (1998).

2 3
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