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Sixty Years of Research in the Schools:
A Conversation with Ralph W. Tyler

conducted by
James E. McLean

For generations, students in education have been
influenced by Ralph Tyler's work. His influence has
spanned over 60 years. I first encountered Dr. Tyler's
work in undergraduate school, and his influence on my
graduate education, during the early 1970s, was for-
midable. Iremember being impressed with how much he
was able to say in a few words and how clearly he was
able to say it. My first face-to-face meeting with Dr.
Tyler was at an annual meeting of the American Educa-
tional Research Association (AERA) in the early 1970s.
Having read many of his works, I was even more
impressed with him in person. It seemed not to matter to
him that I was a graduate student at the time. I remember
being both impressed and flattered that he treated me as
a full-fledged colleague. This was a highlight of my
doctoral career.

Since that time, we have maintained our professional
relationship, and I came to respect him even more as a
person than I did for his considerable contributions to
education. We would renew our acquaintance often at
professional meetings such as AERA and the American
Evaluation Association. He was a frequent visitor to The
University of Alabama campus. Faculty and students
were fortunate to have Dr. Tyler as a visiting professor at
Alabama in the spring of 1979. During the time I have
known Dr. Tyler personally, he has never failed to
respond to a request. Over the years, he has made
presentations to my classes, helped me think through
research problems, served at my request as a keynote
speaker for a Mid-South Educational Research Asso-
ciation annual meeting, and agreed to this interview for
RESEARCH IN THE SCHOOLS. He first was going to record
an article for the journal but, when his health precluded

James E. McLean is a University Research Professor at The
University of Alabama and co-editor of RESEARCH IN THE
ScrooLs. Ralph W. Tyler is currently residing in San Diego,
California. Recent health problems have curtailed his pro-
fessional activities. Correspondence should be sent to Dr. Ralph
W. Tyler, 701 Kettner Boulevard #198, San Diego, CA 92101.
It is difficult for him to reply but he would still enjoy hearing
from his friends.

that, he wrote offering to pay my way to his Milpitas,
California home to conduct this interview. That is the
kind of man Dr. Tyler is. Personal financial gain has
never been one of his motives. He never accepted even
a small honorarium for the activities I noted above.

Dr. Tyler's influence on education is still very much
with us today. Many current practices in education had
their roots with Dr. Tyler. These practices range from
curriculum development to evaluation. Dr. Tyler was the
first to apply the terms "evaluation” and "assessment" in
the educational arena. This has resulted in his being
referred to as the "father of educational evaluation.” Also
among his or his students’ contributions are objective-
based curriculum, achievement testing, criterion-
referenced testing, item-banking, objective-based evalua-
tion, mastery learning, and the taxonomic classification of
educational objectives. He also was instrumental in the
development and implementation of the federal Regional
Laboratories, the National Assessment of Educational
Progress (NAEP), and the American College Testing
program. Perhaps his most influential contribution was
through his book, first published in 1950, Basic
Principles of Curriculum and Instruction. This book
clearly expresses Dr. Tyler's philosophy that curriculum
and evaluation are inseparable.

The interview that follows took place in Dr. Tyler's
home in Milpitas, California, during two beautiful days in
May 1993. Dr. Tyler (born April 22, 1902) had just
celebrated his 91st birthday at the time of the interview.
While his eyesight and hearing are not what they once
were, his mind was clear. This was demonstrated by his
recall of detailed information from as early as the 1920s.
Dr. Tyler now lives with family in San Diego, California.
He can be reached at 701 Kettner Boulevard #198, San
Diego, CA 92101.

McLean: During the past 60 years, your work has had
and continues to have a major influence on
educators and educational practice. What
would you say were the defining moments in
your career?
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Of course my family was the first influence. I
was born in Chicago where my father, who was
a physician, was attending theological semi-
nary after deciding to become a minister. I
grew up in Nebraska, got my bachelor's degree
at Doane College, a small Congregational
college in Crete, Nebraska. Then I went to
Pierre, South Dakota, to teach. I became
deeply interested in teaching the varied types
of students we had. We had Indians from the
reservations; we had migrant farm workers
who came up from Mexico to work in the sugar
beet fields; we had children of European
immigrants; we had the children of drifters
who were around the railroad tracks which
were near the school. I discovered it was so
interesting to work with them. For example,
the first thing that happened when I went to my
first class was that two American Indians came
up to me and said, "We're gonna beat you up."
Well, I said, "You can beat me up, that'll take
only one of you to do it. What do you want to
beat me up for?" "Well, you make us go to
school. We don't like to go to school.” "I don't
make you. Why do you go to school if you
don't like it?" "Well, we want to play football."
"If you play football, you've got to be eligible,
haven't you?" "Yes." "To be eligible, you've
got to pass this course?" "Yes." "Well, what
are you gonna do about it?" "I don't know."
"Why don't you come with me and we'll go
into the laboratory, get out the equipment, and
do some experiments?" That challenged them
to get interested in their learning instead of
trying to avoid it. That also started me on my
career, and I've never wanted to be anything
but a teacher since. By the way, I ran into the
grandson of one of those Indian boys at a
recent AERA meeting. He told me that I so
excited those kids that they became teachers
themselves, and he was a teacher, too.

This kind of story illustrates why teaching is so
rewarding. You were fortunate to get the feed-
back from the grandson, as most of us don't
hear about our successes. Where did this job
lead you?

Then I went to the University of Nebraska to
be a supervisor of practice teaching. I also got
a master's degree and then went to Chicago to

,McLéan.'

Tyler:

McLean:

get my doctorate. When I got my doctorate in
1927, my first job was a professorship at the
University of North Carolina at Chapel Hill.
My job was to work with the schools of the
state by helping them with their curriculum
problems. So I spent one day a week, on
Mondays, with my graduate students in Chapel
Hill and went out into the field the rest of the
week. Idrove down to Wilmington and started
back, working first with the schools in New
Hanover County, then moving on up the state
until 1 finally got back home on Friday
evening. By working with the schools that
way, seeing what they were teaching and
helping them teach more effectively, I became
greatly enthralled, and that only increased my
commitment to teaching.

How long did you remain in North Carolina?
Did you go to Ohio State from there?

Well, I was at North Carolina in 1927, 1928,
and 1929. At that time, I was invited to come
to Ohio State to work in the Bureau of
Educational Research with W. W. Charters,
whom I had worked with at Chicago and had
greatly admired. So I took the job with him as
head of the Division of Accomplishment
Testing in the Bureau of Educational Research
at Ohio State. There I worked with the schools
of the state and with faculty from the Uni-
versity itself on problems that they had. 1
discovered a number of things. One was that
they didn't solve problems by talking about
them; it required doing something that modi-
fied the problem. That didn't start from the top
down; you had to start from the bottom up. So
I worked with them for nine years. Then I was
invited to come to the University of Chicago to
take the place of my mentor, Charles Judd. 1
eagerly did that and came to Chicago in 1938.
I was there until I was invited to become head
of the. Center for Advanced Study in the
Behavioral Sciences in 1955. So I was at the
University of Chicago working with the faculty
on problems there from 1938 to 1955.

The Center for Advanced Study in the Behav-
ioral Sciences was at Stanford--is that when
you moved to this area?

RESEARCH IN THE SCHOOLS
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That's right. And I didn't want to go back after
I had once been out here.

I can understand that. The weather here and
this area certainly are beautiful. You told us
what inspired you to become a teacher and pro-
vided us with a wonderful thumb-nail sketch of
your career. Who are some of the people that
most influenced you professionally?

I read a lot, so it's hard to say exactly where
many of the ideas came from. People who
influenced me included C. H. Judd and W. W.
Charters at Chicago. I admired the work of
John Dewey and Edward Thorndike. Of
course, there were many others, among them
my students.

I know that you have had many students over
the years who went on to make names for
themselves in educational research. Would
you tell us about a few of these?

Well, we know John Goodlad, who came to the
University of Chicago from a principalship in
Vancouver or somewhere in British Columbia
and was going to work on the disadvantaged
emotionally disturbed children. He got so
interested in his curriculum course that he
changed majors. Then there was Hilda Taba
who came from Estonia. She came here
originally to get a master's in philosophy from
Bryn Mawr and then the Russians took over
Estonia and she didn't want to go back. She
got caught up with pretty soon by the
Immigration Service because she came on a
student visa, so I arranged for her to go back to
Canada and apply for a resident visa and then
I sponsored her coming in that way. Then
there was Herb Thelen, who was working for a
degree in chemistry and got interested in
understanding human behavior, and he decided
to change his major from chemistry to
curriculum and development. Ben Bloom was
my graduate assistant at Chicago and later
worked with me there. When I left the
University of Chicago, he took over the
responsibility of the Evaluation Center at the
University of Chicago. A very bright young
man. He was planning to major in statistics,

but he found curriculum so interesting that he
changed his mind. Also, there was Chester
Harris, Christine McGuire, Lee Chronbach, and
Bruno Bettelheim. I can't leave out Ray Loree.
He came from Manitoba, Canada, to get his
doctorate at Chicago. A very bright and able
man. Iknow he worked with you at Alabama.

Actually, he hired me at Alabama. Probably
because I told him I admired your work.

Well, there are many others. These are just
illustrations.

As you said, you were committed to teaching
from an early age. What influenced you to
leave the classroom and become an educational
researcher?

I heard so many claims about education's
failure that I knew weren't true, because I had
spent too much time in the schools. Until I got
ill, I spent an average of about 10 hours a week
in schools. What was said about them, for
example in 4 Nation at Risk, was absolutely
untrue, and 1 felt it was time that educational
researchers really looked at the problems and
found out what the facts really were.

Do you think that educational researchers
should spend more time in the schools, then?

Yes. A science is built upon careful obser-
vation and repeated study of the situation. Re-
searchers that try to draw conclusions without
getting down there don't know what they're
doing.

You have already mentioned the Nation at Risk
report that came out about 10 years ago. One
thing this report did do, whether it was accurate
or not accurate, was to stimulate the reform
movement of the last 10 years.

Movements that are not based on facts don't get
very far. They pass like fads. You start with
the problem in a particular situation. You
study it carefully and make repeated observa-
tions, then begin to understand it. You check
that out, especially getting the cooperation of

Spring 1994
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JAMES E. McLEAN

teachers and parents who are also working with
children. This careful observation and devel-
opment was never done in 4 Nation at Risk. It
was shooting from the hip on the basis of
impressions.

So you think that reform should be based more
on local problems than on some global ideas?

Education is a distinctly family affair. It is not
a statistical one where the elements make little
difference. It's your child that we're concerned
with. It's your teacher we're concerned with.
We've got to understand that well enough to
figure out what's the problem they're facing.

While we are talking about various reform
movements, many are going on today and even
though you weren't very complimentary on
what started them, these movements seem to
have many common recommendations. What
is your opinion of non-graded classrooms?

There are some basic principles of learning.
Begin where the student is and move step by
step, but whether non-graded classes would
help depends on how they are organized.

Is your answer the same for multi-age
grouping?

Yes. The ideas are good if they are
implemented with an understanding of child
development. You know, whenever there is a
new reform movement people want to get on
the bandwagon. They say they're doing it
when they really haven't changed at all.

One of the things that is different about this
reform movement is that everyone seems to in-
volve the use of modern computer technology.
Do you feel computer technology has the
potential to assist educators?

Of course, computers have been a big help to
educational researchers for data analysis and
handling data. Educational technology can
also be an aid to teachers. But, only if the
computer is used for more than drill and
practice. Educational researchers have to find
ways that technology can help the teacher. To
do that, researchers must spend time in the

McLean:

Tyler:

McLean:

Tyler:

McLean:

classroom. My general experience has been
that technology has interfered with the learn-
ing of students rather than helping them. To
avoid these problems in the future, researchers
must find out what teachers' problems are
before they can design programs to help them.

One of the major uses of technology right
now is based on its ability to store and retrieve
information. In other words, to provide
immediate access to the worldwide storehouse
of knowledge so students won't have to mem-
orize it.

The learning of children is not just general-
ized knowledge. It's the process by which a
child learned that information. Just putting
the information on a computer does not solve
the problem. You have to find ways the child
can use this information to help the child
become a better person. What attitudes does
the child have toward the world? You also
have to help the child develop enthusiasm and
a fine outlook. If a child feels, "Oh, this is a
terrible life. We've got to go to work again
today," a lot of knowledge will not help.
Everything depends so much on the child's
attitude--that's not generalized information.
What I am saying is that even if computers
reach their potential, that is not enough. The
childrens' attitudes are also important.

Do you think that having information avail-
able to students, so that they won't have to
memorize it, will allow teachers more time to
work on problem solving abilities?

Well, they certainly shouldn't be memorizing
facts, except if they are needed. What's the
other possibility? To work on their own prob-
lems like the Paideia schools, as was recom-
mended by Mortimer Adler in The Paideia
Proposal [Macmillan Publishing Company,
Inc., New York, 1982]. In the Paideia
schools, they begin with the problems of the
student, not with the subject matter. Subject
matter is derived from knowledge you discov-
er you need in order to solve your problems.

So the schools should be centered around the
needs of the students--not for the convenience
of teachers or the administrators?

RESEARCH IN THE SCHOOLS
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Well, what are schools for? They are not for
the teachers, but for the children!

There are many curriculum researchers and
educational researchers, including yourself and
John Dewey, who have long said that the
greatest source of knowledge for improving
education is in the teachers themselves. Do
you think that's the direction educational
research should go?

Research should be based first on the problem.
What's the problem you're working on? If the
problem is one of early childhood education,
you want to know more about the family
upbringing, how the child was treated early. If
the problem is a high school level one, you
may want to understand more about the
teachers' backgrounds and what they believe
and try to do. You get to the root of a problem
by observing classrooms and talking with
teachers.

Do you think that teachers themselves should
be more involved in the research process?

They certainly should be, along with parents.
The problems can't be understood unless you
see them from the point of view of the student,
the teacher, and the parent. When I worked
with the Coalition for School Improvement in
Massachusetts, we had a committee of teach-
ers, principals, and parents continually identi-
fying problems and trying to understand them.
So to try to study something outside of who
does it is intruding, and you won't understand
what they're doing. Most of human behavior is
operated from purpose, not from simple casual
relationships.

One of the major criticisms of educational
research is that its findings have not influenced
educational practice. Maybe if research were
based on specific educational problems, that
criticism would no longer be valid.

Exactly. Most research in other fields goes
back to problems that are interfering with their
effectiveness, and if the teachers' problems are
understood, they would want to do something

about them. It's their problems and they are
concerned with doing a better job.

The National Council for the Accreditation of
Teacher Education or NCATE now requires a
college to have what they call a knowledge
base to become accredited. In other words,
their programs have to be based on some
theory or have some theoretical basis. What
would you think should be the theoretical basis
for the programs in a college of education?

Try to understand the problems of their
students. I don't think that you start with the
theory. You start, as other scientists do, with
observations of difficulties or problems, so
there's no knowledge base until you identify
the knowledge as you work with the problems.
What is the knowledge base of the problems
that you face? You can't define that in ad-
vance. It comes from the effort to understand
your experience. As Dewey said, knowledge
comes from experience. Whitehead said,
"Knowledge is like fish; it won't keep."
Knowledge is something that comes from
understanding experience and is not understood
before you have the experience.

Do you think that teachers should learn about
so-called action research as part of their pro-
grams so that they can be their own problem
solvers?

As part of their curriculum, they should be
working with the problems of learning. One of
the things recommended by the National
Commission on Teacher Education was that as
they finish high school they would begin to
work on problems in informal education agen-
cies, such as 4-H Clubs, Girl Scouts, things of
that sort, and as they work on those problems
and hold seminars once a week or once every
two weeks to discuss those problems, they will
understand the theory, because theory is
derived from practice and not practice from
theory.

The field of educational measurement is under-
going a good bit of change recently. The last
annual meeting of the American Educational

o Spring 1994
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Research Association and the National Coun-
cil for Measurement in Education featured
numerous sessions on so-called performance
assessment, or what they're now calling
authentic assessment. My limited knowledge
of measurement history suggests these things
are not new. Do you recall the use of perform-
ance assessment in past years, and do you think
performance assessment can be useful today?

When you consider any assessment, the first
few questions are: For what purpose? Who
wants the data? How will they use it? In what
form should it develop? The next question is:
How can we get this information? The notion
that standardized tests alone will give it to us is
not true. Standardized tests only tell you about
what is being measured by the test, and what
you want to know is what will help you
understand the teachers' problems. So we
ought to reduce our dependence on standard-
ized tests. Go back to what was called per-
formance assessment, namely finding out
whether we are really accomplishing what we
want to accomplish from practical situations.

Much of this work with standardized tests has
been government supported and conducted by
large testing companies like Educational Test-
ing Service and, more recently, by American
College Testing or ACT. One example of this
is the National Assessment of Educational
Progress or NAEP. I know that you have
influenced both testing companies and NAEP.
I think you helped get the ACT and NAEP
started. What do you think these and other
national testing programs should be doing
today?

They should also be examining how the tests
they are developing are being used. Standard
tests need to be developed for a particular
purpose and then used for that purpose only.
What they often do is bring before teachers
problems of education, rather than starting with
the problems. Standard tests need to help
teachers with instruction, not just demonstrate
problems teachers can't control. More time
needs to be spent letting teachers know how to
use the information they get from standardized
tests.

McLean: The Appraising and Recording Student

Progress study that you evaluated in the 1930s
that's commonly called the Eight-Year Study
still influences curriculum today. Could you
tell us a little about the Eight-Year Study?
What was its purpose, and what do you think it
accomplished?

In 1931 there was great criticism of college
admission requirements that began specifying
the courses one should take and the number of
hours of credit one must have to be admitted to
some prestigious colleges. Some young Turks
of the time challenged these requirements as
being inappropriate solutions to the colleges'
problems--saying they ought to begin with the
problems and not with the "solution.” Finally,
it was agreed by the College Entrance Board
and by the state departments of education
involved that for several years the candidates
for college admission would be freed from
meeting these new requirements and to let
them work out requirements that would meet
their needs. Well, at the end of the first year
the students admitted under this program found
they were going to be measured by the same
standard of achievement as the other students,
and they rebelled. They said we're not going to
go on with this experiment if we are going to
be measured by something that doesn't
represent what we're trying to do, and this
impasse was solved when they suggested, then,
that they could have different degree require-
ments for different students. The question
became: What does this youngster need to do
next in his educational career and his schooling
career? Instead of setting up definite require-
ments as was suggested, they would be set up
in terms of the students' needs. Well, the state
departments didn't think that was a very good
idea. A friend prevailed upon the state depart-
ments of education and the College Entrance
Board to let a selected group of schools demon-
strate what they could do if they bas o their
programs on the needs of their students, rather
than on the new requirements for college
entrance that were specified by the state depart-
ments of education. This was agreed to, and
the principals began to specify what the
students should have. Then there began new
complaints, because the principals didn't know
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any more than the College Board about what
their students were like. [ suggested that we
spend the time in working with the students to
find out what they needed to try to get the
plans for their future worked out in terms of
their needs rather than in terms of the require-
ments of the College Board, the state depart-
ments of education, or the colleges themselves.
So that started the Eight-Year Study. They
were given eight years to demonstrate that
schools could work out their own programs
successfully. A control group of schools that
didn't operate that way was also set up. At the
end of the period it was found that the
experimental group was superior on most of
the things they did--they did not fall down
because they didn't meet the College Board
requirements. When they worked with the
students’ own needs, they were able to get
students who were more successful than those
students who followed the College Board
requirements or the state department require-
ments.

1 understand that this study served as a training
ground for a whole generation of educational
researchers. Can you tell us a few of the
people who worked on this study with you?

Yes! Over the eight years of the study, I had
three associate directors of evaluation--Oscar
Buros, Louis Raths, and Maurice Hartung.
Some of my other associates and assistants
were Bruno Bettelheim, Hilda Taba, Harold
Trimble, Christine McGuire, and Chester
Harris. There were many others, but I cannot
recall all their names right now.

You've had a good bit of overseas experience,
too. You've consulted with the governments in
a Jot of countries concerning their educational
systems including Russia and China. How
were you able to help them improve their
educational systems?

Understand--I'm not necessarily helping them
if they didn't want to be helped. For example,
Russia didn't want to be helped, but I was
interested in learning how they were operating.
That was in 1961. You're right. I've worked
with a number of overseas countries trying to

McLean:

Tyler:

McLean:

understand their problems and, as far as
possible, help them. But helping them depends
on their purpose. To help China, which was
trying to become more totalitarian, or any
totalitarian country, was not my purpose.
You've got to believe in what you are trying to
do. It is not appropriate to force kids to believe
certain things. Indoctrinate them. So that, to
be able to help them, would help them indoc-
trinate children, and I don't believe in that. |
could understand it, but I didn't believe in it.
On the other hand, to help them understand
what they're doing, as in some of the black
countries in South Africa, is very helpful. I've
learned a good deal by working in other coun-
tries. I've worked in every continent except
Australia. I've never had the opportunity to
work in Australia.

From your previous comments, I would guess
that the first thing you do when you go to work
with another country is to visit their schools
and learn about their problems.

The first opportunity I had to go to another
country was in 1967 when [ was invited to
deliver a series of lectures in Israel. I went
there and gave my lectures on what the curric-
ulum was about. This so interested them that
they asked me to come back and to help them
work on democratizing their own classes. So
I went back and forth to Israel at least six
times. In Indonesia, they wanted me to help
them get over the problems that they had as a
result of the dictatorship of the Communist
Party and when General Suharto was trying to
make them become Fascists. Working in
Tanzania, where practically everybody is a
farmer and their literacy rate is very low, I
helped them work out family learning so
farmers could choose the times they wanted to
work in the fields. Whenever the family
wanted to work together, the parents would
learn and the children would learn. So using
available resources to meet educational prob-
lems became something that interested me a
good deal.

That sounds fascinating. | know from working
with foreign students at the University that the
ones who come for graduate study obviously
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are some of the best, but I've observed their
learning styles vary widely, often based on
their own educational systems.

Yes. The aims of education should be the same
in America--trying to help students become
responsible democratic citizens. But the way
they get there depends a good deal upon their
previous experience and how they've learned to
control their own learning. Don't try to make
them like everybody else. One of the dangers
is to say, "This is the way you should learn”
instead of saying, "Let's help you discover the
ways you can learn best and help you promote
them."

You know that one of the reasons I got this
opportunity to meet with you is because of the
journal the Mid-South Educational Research
Association is starting, a national journal called
RESEARCH IN THE SCHOOLS. We chose that
name to put the emphasis on research that
could help improve schools. What advice
would you have for Alan Kaufman and me as
editors of this journal?

Tyler:

McLean:

To select your articles and papers based on
problems that really exist, not to depend on
papers written at a desk at home, but to go out
and work with schools, get to understand the
situations there thoroughly, and begin to say
what the problems really are. The tendency of
journals is to begin from the top down instead
of from the bottom up.

That is good advice for any educational
researcher. Thank you for your time and for
your many insightful comments.
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Small Is Far Better

B. A. Nye, C. M. Achilles, J. Boyd-Zaharias, B. D. Fulton, M. P. Wallenhorst

The Lasting Benefits Study (LBS) is following up the pervasive effects of small classes for primary-grade students in
Tennessee's Student/Teacher Achievement Ratio (STAR) Project. Project STAR, a randomized, longitudinal, statewide
experiment, demonstrated that students in small classes (15:1) had statistically significant and educationally significant
advantages over students in other classes. Students in STAR classes for at least the third grade participated in LBS.
MANOVA analysis for unequal n's revealed that statistically significant (p s .01 or better) achievement benefits from
participation in small K-3 classes remained after students returned to regular-size fourth and fifth grade classes. Results
were consistent for all measures across all locations. Project Challenge extends class-size results more widely as a policy

initiative.

Introduction: Class-Size Issues in a New Dimension

Educators have debated the issue of class size for
years. Bloom (1984) posed the "2-sigma" problem,
asking how education and society could find an
affordable way to attain in some group setting the pupil
achievement attained in one-on-one tutoring. Bloom's
and other research (e.g., Slavin, 1989, 1990) focused the
idea of small class size benefits on achievement, but
class-size research is expensive and time consuming.

Part of education’s problem is to address the needs of
those whom education is asked to serve. For public
education, these are the young people who enter the
schools.  The comfortable former assumption of
schooling (two middle-class biological parents in the
home with one parent working) does not hold up today.
Hodgkinson (1991) states new demographic realities:

This article was based on a report on three class-Size initiatives:
Tennessee's Student Teacher Achievement Ratio (STAR)
Project (8/85-8/89), Lasting Benefits Study (LBS: 9/89-7/93),
and Project Challenge (7/89-7/93) as a Policy Application
(Preliminary Results). The paper, originally presented at the
1992 Annual Meeting of the Mid-South Educational Research
Association won that organization's 1992 Outstanding Research
Paper Award. The authors acknowledge the contributions of the
entire Student Teacher Achievement Ratio (STAR) Project staff,
especially to E. Word, Tennessee State Department of
Education, Project Director; H. Bain, J. Folger, J. Johnston, and
N. Lintz who were the other members of the STAR Consortium;
J. Finn, R. Hooper, and G. Bobbett, Consultants. B. A. Nye,
Director, Lasting Benefits Study and Center of Excellence for
Research in Basic Skills, Tennessee State University, Nashville,
TN 37203. C. M. Achilles, Professor, Education Admin-
istration, UNC-Greensboro, Greensboro, NC 27412-5001.
Member of the Star Consortium 8/85-9/88, and consultant to
LBS, 89-94. J. Boyd-Zaharias, B. D. Fulton, and M. P.
Wallenhorst, Staff of LBS at the Center for Excellence.

Since 1987, one-fourth of all preschool children
in the United States have been in poverty. . . .
This is the nature of education's leaky roof:
about one-third of preschool children are
destined for school failure because of poverty,
neglect, sickness, handicapping conditions. . .
23% of America's smallest children (birth to age
5) live in poverty, the highest rate of any
industrialized nation. (pp. 10-11)

In today's schools, incoming students are increas-
ingly hindered by poverty, parental drug/alcohol use, and
by effects of low birth-weight (a frequent partner of teen
pregnancy and no prenatal care). Educators must make
adjustments--at least in the early primary grades--to
accommodate changing clients and client needs.
Hamburg (1992) makes a strong link between childhood
health and the possibility of a pupil benefitting from
education. "A recurrent theme . . . is the close
relationship of education and health. Children in poor
health have difficulty in learning” (p. 84). News media
daily report on homelessness and changing family struc-
ture (one-parent settings, both parents working, etc.).
Hamburg addresses the impact of family stability on early
childhood development. "Families can be disrupted in a
variety of ways--through poverty, social disadvantage . . .
homelessness--that in turn challenge a child's natural
development" (p. 98).

Consider the burden that these problems place on
teachers who work with these children in their first years
in schools. Years ago, when fewer school entrants were
from impoverished or disrupted families, teachers might
have been able to work effectively with 30 or more
pupils. Some school leaders countered early demo-
graphic changes by making teacher aides available to
work with one or more teachers. Another alternative is to
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have fairly small classes for all pupils, especially in early
grades--a change from "assembly-line" to "case-load"
approaches. There are small classes for special students
(e.g., handicapped, vocational, gified). Aren't all pupils
special? Aren't the new entrants to schooling who come
from disadvantaged backgrounds special? Interestingly,
the area of small-class benefits to pupils has been quite
thoroughly researched. Yet, policy makers hesitate to use
the evident solution. While they dally trying to find
better (and cheaper) alternatives the conditions worsen,
especially, as Hamburg (1992) says, for Today's Children.
Perhaps, like the fabled tortoise and hare, the consistent
tortoise of class-size results may plod into the lead.
Education researchers seldom conduct either experi-
mental or longitudinal studies. Education research does
not often provide clear direction for education practice.
In contrast, this paper presents a continuing strand of
research that (a) began in 1985 as experimental and
longitudinal (through 1989), (b) is still using and
extending the original data base (1989-1994), (c) has
provided policy direction and implementation (1989-
1994), and (d) is spawning a variety of interesting ancil-
lary studies. Table 1 shows relationships of the studies.
The discussion is divided into Phases I, II, and III.
Some things make so much sense that people wonder
why researchers study them. Class size--the number of
pupils that a teacher works with at a given time--is one
such issue. Early studies were usually short-term, poorly
designed, and dealt with reductions in large units (say 45-
30 pupils). A controversial meta-analysis (Glass &
Smith, 1978) and critiques of it (Education Research
Service, or ERS, 1978, 1980) heated up the debate.
Continuing policy discussions (Glass, Cahen, Smith, &
Filby , 1982; Cahen, Filby, McCutcheon, & Kyle, 1983)

encouraged Tennessee legislators to commission a large-
scale, longitudinal experiment of class-size issues. While
Tennessee's Student/Teacher Achievement Ratio (STAR)
study was ongoing, policy debates continued (Mueller,
Chase, & Walden, 1988; Tomlinson, 1988; Mitchell,
Carson, & Badarak, 1989).

After STAR results became public (Word, Johnston,
Bain, Fulton, Zaharias, Lintz, Achilles, Folger, & Breda,
1990), some collections of works on class size reviewed
the findings and ideas related to policy (e.g., Robinson,
1990; Contemporary Education, 1990; Peabody Journal
of Education, J. Folger (Ed.), 1989, published in 1992).
The Robinson (1990) report did not yet have complete
details from STAR, but did say, "Tennessee's Project
STAR, currently in progress . . . had positive effects as
measured by scores on nationally standardized tests
(grades K-2)" (p. 82). Other studies reported generally
positive results for STAR and mixed results for other
"class size" studies. Tomlinson (1990) said, "Project
STAR is doubtless the all time most comprehensive
controlled examination of the thesis that a substantial
reduction in class size will, of itself, improve
achievement" (p. 19).

The Orlich (1991) statement is gratifying: "In my
own opinion, (STAR) is the most significant educational
research done in the US during the past 25 years"
(p. 632). Two strong positive comments were: "This
experiment yields unambiguous evidence of a significant
class size effect, at least in the primary years" (Finn,
Achilles, Bain, Folger, Johnston, Lintz, & Word, 1990,
p- 135), and "This research leaves no doubt that small
classes have an advantage over larger classes in reading
and mathematics in the early primary grades" (Finn &
Achilles, 1990, p. 573).

Table 1
Relationships of STAR, LBS, and Challenge
Showing Years Grades, Measurements, etc; 1985-1994

Study Years Grades Measurement Instruments
STAR* 1985-89 K-3 Each year & SAT/BSF &
1 grade/yr longitudinal questionnaires
LBS* 1990-94 4-8
Cognitive 1990-93 4-7 Each year TCAP
Particip. 1990, 1994 4 Grade 4 Questionnaire
Challenge** 1989-94 K-3 Grade 2 TCAP
Every year

* Pupils progressed through the grades and were tested each year; by 1994 they are in grade 8.

** All pupils in grades K - 3 every year; tested in grade 2 only. LBS and Challenge are expected to continue.
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Phase I. STAR:
The Basic Study and Database: Design and Scope

Project STAR began in 1985 with pupils in Kin-
dergarten (K). All Tennessee districts were asked to
participate. Due to the scope of the study, researchers
(using a "power analysis") determined that they would
need approximately 100 classes of each of three class
types (S with average 1:15 teacher/pupil ratio--range
1:13-1:17; R with 1:24 average--1:22-1:26 range; and
RA with 1:24 average and a full-time aide). Forty-two
of the 140 districts (1985) were selected, and 79
elementary schools in those districts voluntarily pro-
vided the sites for STAR intervention. Three districts
eventually dropped out.

Sites had to agree to participate for four years, to
have some visitations and extra testing, and to allow
random assignment of pupils and teachers to
conditions. Sites had to have space for the added
classes and at least 57 pupils in K. This did exclude
very small schools from the study, but at least 57 pupils
were needed for the in-school design (minimum of
1:13, 1:22, 1:22) that assured that any school with the
S class also included R and RA class conditions. This
powerful design helped ameliorate building-level
variables such as leadership, curriculum, facilities,
expenditures, SES, calendar, etc.

The state paid for additional teachers and aides for
the four-year study (K-3) from 1985-1989. The STAR
study made only class-size changes. Districts followed
their own policies, curricula, etc. No pupil in STAR
would receive less (e.g., would have a disadvantage
from the state norm) by being in STAR. Not every
pupil took every test or had every data point, so for a
given year, the » for analysis was less than the total of
pupils participating for that year. (Table 2 shows that
5,734 of the 6,325 K pupils provided the K analysis
group.) All pupils in an analysis had all data needed
Jor that analysis.

STAR employees monitored testing conditions for
consistency. Although the pupil was the primary unit
of data collection (researchers collected teacher,
principal, and district data and such things as teacher
interviews, etc., to support the class size analysis), the
class was the unit of analysis (it was a study of class
size effects). This analysis recognized that each pupil
is not an independent measure--the teacher and
classmates all influence the learning environment.

Legislation required that STAR classes be in four
locations: inner city, urban, suburban, and rural. The
major question was: "What is the effect of reduced
class size (e.g., 1:15) on pupil achievement and
development in K-3?" Research was conducted by a

Table 2

Parameters of STAR: Totals and Research Tapes, Grades K - 1

Classes (N & %)
Dist.  School Pupils
S R RA Total
1985-86 (K) N N N
N % N % N % N %

Totals 42 79 6325 127 38.7 103 314 98 29.9 328 100
Res Tape* 42 79 5734 127 38.7 103 314 98 29.9 328 100
1986-87 (Grade 1)

Totals 42 76 7103 124 35.7 115 33.2 108 31.1 347 100
Res Tape* 42 76 5905 124 35.7 115 33.2 108 31.1 347 100

Note. S = 1:15; R = Regular; RA = Regular with Teacher Aide.

* The research tape included pupils who met various criteria. Not all pupils had scores for all measures each year.
Participation in grade 1 is greater than in kindergarten (K) due to Tennessee not having required kindergarten (K);

new pupils entered and were randomly assigned.
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consortium of four universities, each with a principal
investigator and staff (University of Tennessee,
Memphis State, Tennessee State, and Vanderbilt) and
the Tennessee State Education Agency (SEA) where
the director was housed. Persons from each university
monitored the study in assigned schools. (Ancillary
studies reviewed training effects, teacher/teaching prac-
tices, etc.) This report primarily reviews achievement.

Achievement was determined by pupil scores on
both Norm-Referenced Tests (NRT) and Criterion-
Referenced Tests (CRT) appropriate for the grades.
The CRT was Tennessee's Basic Skills First (BSF) test
tied to thestate curricula.

Due to the randomness, the basic design was
posttest only (pretest in K was not an option). With
scaled scores, it was possible to study year-to-year
gains as STAR tracked each pupil and as pupils were in
the same class size condition from year to year. When
pupils moved to/from STAR schools, replacement was
random.

STAR Design/Analysis/Selected Findings*

The general multivariate design included four
locations and the class type (S, R, RA) for either
achievement measures or noncognitive measures. The
design also included pupil (and teacher) characteristics
of interest, and in grade 2 issues of teacher training.
The primary analyses addressed the required questions
as stated in the legislation and were completed for each
of the four years. Additional longitudinal analyses are
underway. (Details are available in STAR technical
reports from the Center of Excellence, Tennessee State
University, Nashville, TN 37203.) The outline for the
primary analysis and the extended model for the de-
tailed analyses appear elsewhere (e.g., Finn & Achilles,
1990; Word et al., 1990). The primary analysis

*The STAR Consortium used an external advisory board and
an external consultant to conduct independent analyses of
STAR data. Project and external analyses were confirmatory.
The achievement analysis involved Stanford Achievement
Tests, or SAT, and Tennessee's criterion-referenced BSF
tests. The Consortium chose SESAT II over SESAT I since
Tennessee (K) objectives correlated better with SESAT II
than with SESAT I, and SESAT II offered a higher "ceiling,"
allowing pupils to show greater gain. The Consortium also
chose "comparison" schools selected from STAR districts
which already used the SESAT II, SAT, and other tests.
Analyses of STAR results with comparison-school results are
in process (1994).

consisted of mean differences between and among the
groups being analyzed. [This design is also being
followed in the Lasting Benefits Study (or LBS) to the
degree possible.]

The analysis employed a general linear model ap-
proach for unequal-» design. The design has unequal
n's and some empty cells and requires multiple error
terms to test all of the fixed effects. Test statistics were
the univariate F-ratio for each measure and Wilks'
likelihood ratio for multivariate sets. Other analyses
and tests (e.g., chi square, correlation, regression) were
employed as needed. There were two planned contrasts
tested among three class types:

S class mean vs. all R and RA class means
(S vs. "Other")

R class mean vs. RA class mean

The major achievement results of STAR appear in
Table 3. (For STAR, development measures such as
attendance, discipline and self-concept showed no
differences between S and R/RA.) In many ways, the
monotony of the findings is significant. Essentially,
pupils in S did statistically significantly better (usually
at p < .001) than pupils in R and/or RA. The class size
effect was found equally in all locations (e.g., urban,
rural) and favored the S condition in all four grade
levels. Less pervasive findings appeared in one or two
grades.

Some simple analyses demonstrated powerful ef-
fects. Note (Table 4) that in the average percent of
pupils passing the CRT (BSF) in grade 1 there appears
to be a strong positive class size benefit for minority
pupils. (This result was confirmed in more "sophis-
ticated" analyses, but the results in Table 4 speak for
themselves.) Over 17% more minority pupils pass the
BSF if the pupils are in S rather than in R (or RA).

The statistical significance question seems to be
resolved in class size issues. There remains the "educa-
tional” significance question. Often "educational"
significance is dealt with by reviewing the "effect
sizes." Effect size is one way to see how much the gain
is relative to a standard deviation. With the CRT, an
educational effect might be the percent passing, as
percent has a standard of 100. Effect sizes favoring S
in STAR range from .08 (in K) to .40 (in grade 3) for
minority pupils. Generally, the positive STAR effect
sizes for pupils in S are in the .20 to .27 range. (See
Table 5.)
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Table 3
Analysis of Variance for Cognitive Qutcomes, STAR, Grades K-3.
Sig. Levels p < .05 or Greater are Tabled.

Reading Mathematics
Effect/* Multi- SAT® BASF Multi- SAT BASF
Grade variate® Read Read variate® Math Math
Location (L) K .02 .05
1 .01 .06 .05
2 .001 .001 .001 .001 .001
3 .001 .001 .001 .001 .001 .001
Race (R) 1 .001 .001 .001 .001 .001 .001
2 .001 .001 .001 .001 .001 .001
Type (T) K .001 .02
1 .001 .001 .001 .001 .001 .05
2 .001 .001 .05 .001 .001 .05
3 .001 .001 .001 .001 .001 .001
SES K .001 .02
Loc X Race 1 .05 .05
Loc X Type K-3 All N/S. The class-size effect is found equally in all locations--Inner City, Suburban,
Urban, and Rural schools. (Tabled as important.)
Race X Type 1 .05 .05 .01
LxRxT 1 .05 .01
LxTRxT 2 .05 .01 .05 .05 .05 .01

NOTE: *The nonorthogonal design required tests in several orders (Finn & Bock, 1985). Results were obtained as
follows: Each main effect was tested eliminating both other main effects; loc x race tested eliminating main effects
and loc x type tested eliminating main effects and loc x race; race x type tested eliminating main effects and other two-
way interactions, and loc x race x type tested eliminating all else (Finn & Achilles, 1990). °Obtained from F-
approximation from Wilks' likelihood ratio. Essentially, no statistically significant differences were obtained on the
self-concept and/or motivation (SCAMIN) measures. No training main effect, or training-by-type interaction.
Trained and untrained teachers did equally well across all class types and the (S) advantage (and absence of Aide
effect) is found equally in all four locations for trained and untrained teachers. (S) advantage and all effects for total
class generally apply equally to white and nonwhite pupils, especially in grade 2. The race difference was statistically
significant for all measures and multivariate sets, but not for most interactions (LxR, TRxR, TxR, LxT, R, or
TRxTxR). (S) Significantly better than (R, RA) on all tests; no R vs RA tests significant. This basic data table
appears in other articles and conference reports by the same authors.
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Table 4
Average Percent of Pupils passing
BSF Reading: Grade 1, STAR

Difference
Class Type (SR) or (5)
Status Grade  Small Reg. Advantage
Minority 1 65.4% 48.0% 17.4
Non-Minority 1 69.5% 62.3% 7.2
Difference 4.1% 143%
Table 5

Estimates of (S) Effect Sizes, Using (S) and
(R & RA) = 2* for White (W), Minority (M),
and All Pupils, K, 1, 2, and 3, STAR, 1985-1989

Grade
Scale Group K 1 2 3*
SAT TESTS
Total w - 17 13 A7
Read M - 37 33 40
All .18 .24 .23 .26
Total w A7 22 12 .16
Math M .08 31 .35 .30
All A5 .27 .20 .23
BSF Tests
BSF w - 4.8% 1.6%  4.0%
Read M - 17.3% 127%  9.3%
All - 9.6% 6.9% 7.2%
BSF w - 3.1% 1.2%  4.4%
M - 7.0% 9.9%  83%
All - 5.9% 47%  6.7%

* Effect size is difference divided by the appropriate standard
deviation (for groups or totals). The BSF percents are
calculated from differences of groups in percent passing. No
BSF tests were given in K. Grade 2 computed on untrained
teachers only (N = 273).

** Grade 3 was computed on Total Language Test results.

Phase II. The Lasting Benefits Study (LBS)

What happens when STAR pupils who benefitted
from S in K-3 return in grades 4 and later to "regular"
classes? Weikart (1989) and material in Futurist
Magazine ("Education," 1990) point out the lasting
benefits of early intervention. The STAR database
provides the opportunity for a longitudinal study of
benefits of early small-class involvement. The LBS is
primarily a process to follow pupils who were in STAR
in the S, R, RA conditions. Analyses use pupil test
scores and behavioral indicators of school efforts. The
fourth-grade analysis included 4,230 pupils. (They
were identified by class type in at least grade 3.) Of
those, 1,312 were S, 1,250 were R, and 1,568 were RA.
Fifth-grade analyses included 4,649 pupils: 1,578 (S),
1,467 (R), and 1,604 (RA). The LBS lacks the design
strengths of STAR; LBS is "field research” while
STAR was a true "experiment." Nevertheless, the LBS
results are informative and an important contribution to
the analysis of class-size intervention and public policy
decision making.

Scaled-score means for STAR class types (S, R,
RA) were compared through multivariate analysis of
variance (MANOVA) for unequal n's using the
MULTIVARIANCE program (Finn & Bock, 1985).
The analysis examined mean differences among three
class types, the mean differences among four school
locations (rural, urban, suburban, inner city), and the
interaction between class types and locations. Using
the basic STAR analysis design, three achievement
subsets for the LBS were compared separately. Two
subsets include scores from both the NRT and CRT
components of the Tennessee Comprehensive Assess-
ment Program or TCAP. Set 1 included Total Reading
(NRT scores), Total Language (NRT scores), and the
number of domains mastered in Language Arts (CRT).
Set 2 consisted of Total Math (NRT scores), Total
Science (NRT scores), and the number of domains
mastered in Mathematics (CRT). Set 3 included Study
Skills (NRT) and Social Science (NRT) scores. (See
also Finn et al., 1989/1992). By grade 5 some pupils
entered middle schools and the analysis by location no
longer seemed feasible.

The LBS analysis yielded clear and consistent
results. Students previously in a small-size STAR class
demonstrated in every location that they had statis-
tically significant (p < .01) advantages over R and RA
pupils on every set of measurements. The greatest
achievement advantages (grade 4) were for inner-city
and suburban classes (Table 6). For grades 4 and 5, all
S v. R contrasts were significant (p < .01); no R v. RA
contrast was significant.
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Table 6

LBS Results, Grade 4 (1989-90) and Grade 5 (1890-91) on TCAP.
Summary of Class Effects Analysis Using Mean Scores of Sets

Set 1 Set 2 Set 3
Verbal Math/Sci SocSci/Study
4 5 4 5 4 5
Loc (urban, etc.) p < .001 N/A p < .001 N/A p < .001 N/A
Type (S, R, RA) p < .001 p<.01 p < .001 p < .01 p < .001 p<.01
Loc X Type NS N/A NS N/A NS N/A

(Results found in all locations equally)

Loc. differences on all sets favoring S in the location, but major difference is due mostly to lower-performing inner-
city pupils. Type differences favor S. R vs RA contrasts NS. Loc X Type class-type differences are the same in all

locations. (Nye et al., 1991, 1992).

The Project STAR results indicated substantial
educational benefits for students in small classes. The
Dpositive effects from involvement in a small-size class
still remain pervasive two full years after students
returned to regular-size classes. The LBS students
who had attended small STAR classes had an educa-
tionally and statistically significant advantage over
LBS students who had attended R or RA STAR classes.
This advantage can be measured by the TCAP scaled-
score differences between S and R classes, and between
the RA and R classes as shown in Table 7. Students
Jrom the S classes retained their academic advantage.

Table 8 provides estimates of the S and RA class
effect sizes, grades 4 and 5, 1989-90 and 1990-91.
Effect sizes ranged from .11 to .34 for the S/R contrast.
The R/RA contrast shows effect sizes ranging from -.02
to -.09 (Finn et al., 1989/1992; Nye et al., 1991, 1992).
The significant advantages for LBS fourth- and fifth-
grade students who had been in STAR small classes
form a strong pattern of consistency. Small-class stu-
dents outperformed R and RA class students on every
achievement measure.

As part of the LBS analysis Finn et al. (1989/1992)
reported differences in student participation based on
prior class-size experiences (S, R, RA). [Details of the
participation idea appear in Finn (1989) and in Finn
and Cox (1992).] Essentially, according to Finn
(1989), increased student participation in school

reflects a decreasing tendency for student alienation
and dropout in later years. Opportunities for student
participation (e.g., clubs, service projects, music,
athletics) can be established and operated by those in
schools--teachers and administrators. Participation also
includes the pupil's active involvement in classroom
activity.

Table 7
LBS: Grades 4 and 5. TCAP, Scaled Score Differences
and the Differences in Mean Number of Domains Mastered
between S and R Class Students and between RA and R
Class Students. Means are tabled in Appendix B of the
Technical Report (Nye et al., 1991, 1992).
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Measures 1989-90 (4th) 1990-91 (5th)
NRT SvsR RvsRA SvsR RvsRA
Total Reading 5.61 -2.23 10.53 .10
Total Language 4.99 =73 821 -1.03
Total Math 4.87 -2.29 8.08 -.34
Science 5.69 -1.47 899 -2.66
Social Sciences 6.13 -.195 8.14 -1.31
Study Skills 10.10 -2.15 10.62 -.85
CRT (Domains Mastered)
Language Arts 25 -.18 .84 .07
Mathematics 35 -.09 .68 .16
RESEARCH IN THE SCHOOLS
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Table 8
LBS: Grades 4 and 5, 1989-90; 90-91.
TCAP. Estimates of S and RA Effect Sizes

Measures 1989-90 (4th) 1990-91 (5th)
NRT SvR RvVRA SvR RvVRA
Total Reading 13 -.05 22 .00
Total Language .13 -.02 .18 -.02
Total Math 12 -.06 .18 -.01
Science 12 -.03 17 -.05
Social Science 1 -.04 17 -.03
Study Skills .14 -.03 .18 -.01
CRT

Language Arts 11 -.09 34 .03
Mathematics .16 -.04 .28 .07

Finn et al. (1989) assessed a grade 4 subset of
STAR pupils by asking their teachers to rate them on
the 25-item Pupil Participation Questionnaire on a
5-point range from (1) "never" to (5) "always."
Teachers rated pupils on three behavioral scales (Finn
et al., 1989/1992).

Nonparticipatory Behavior (e.g., "Annoys or
interferes with peers' work"), Minimally
Adequate Effort (e.g., "Pays attention in
class"), and Initiative Taking (e.g., "Does
more than just the assigned work™). (p. 78)

Teachers rated pupils in their classes who had
participated in one of three STAR conditions for three
years (grades 1-3). The 258 teachers in 74 schools rated
2,207 pupils. Using the STAR and LBS MANOVA
design, scores on the three participation scales--Effort,
Initiative, and Nonparticipatory Behavior--were simul-
taneous criterion variables (p. 79).

[Location (p < .05); Class type (p < .0001);
Loc x Type (p < .05)] (p. 79).

According to Finn et al. (1989/1992):

The particular contrast of small-class with
regular-class students was statistically signi-
ficant at p < .05 using a multivariate test and
at p-values of .05 or .01 on individual scales.
Pupils who had attended small classes were
rated as having superior modes of partici-
pation in grade 4 in comparison to their peers.

(p. 81)

The participation effect sizes (.11 to .14) were sim-
ilar to effect sizes found in LBS achievement analyses
(.11 to .16). The R/RA contrast was not significant.
To date, the LBS study shows that the STAR small-
class benefit is retained consistently two full years after
STAR ended. There is also the added benefit of
increased participation behavior--positive behavior
linked to staying in school (Finn, 1989). This LBS
analysis links the desired participation behavior to
higher academic achievement on measures used in
LBS. (Although not obtained for the grade 5 analyses,
LBS researchers plan to assess participation again.)

Building upon the database provided by STAR,
LBS is showing that early small-class involvement
(e.g., 1:15) has continuing benefits (note also Weikart,
1989). This does, in effect, deflect some criticism of
the cost of reduced class size, since the benefits are
spread out over more years than simply during the
years of the class-size reduction.

Phase III. Project Challenge as Policy Implementation

To help pupils in some of Tennessee's poorer
counties, the state provided funding and incentives for
local district leaders to use various strategies to
improve pupil performance. Beginning in 1989, one
option--called Project Challenge--was to reduce the
class size in 17 districts in grades K-3 to approximately
1:15. Project Challenge put into practice results of the
statewide STAR experiment.

Prior to the 1989-90 school year, Tennessee pupils
generally took the Stanford Achievement Tests (SAT)
as the state testing format. Beginning in 1989-90
students in selected grades began taking the Tennessee
Comprehensive Assessment Program, or TCAP. The
TCAP includes both NRT and CRT components. Since
no special testing was done for Challenge, extant data
and regular testing processes were used in the eval-
uation plan. Test data and results for all discussions are
for grade 2, the first grade level for regular TCAP
testing on a statewide basis.

The Tennessee SEA needed some idea if the class
size reduction (1:15) seemed to be helping student
achievement in the 17 counties. Since in Challenge
there was no "experiment" with random selection or
assignment, no special testing, etc., an evaluation is
essentially an after-the-fact (post hoc) review and
analysis of grouped (e.g., school system) data, using
the available second grade test results. There is no sure
way to attribute any gain (or loss) to Challenge (e.g.,
class-size reduction) if other special "interventions"
were taking place at the same time in the same grades.
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There may be other systematic threats to validity, too.
Grouped data by grade level are subject to any
variation in student ability by classes or grades. Gains
or losses in one year may be the result of very good (or
very poor) student ability, excellent teaching, test
variation, etc. Only with several years of results can a
trend become evident. Experience with STAR and
LBS can help in Challenge.

Thus, since testing changed in 1989-90 and
Challenge began in 1989-90, use of 1989-90 second
grade TCAP results as the baseline data for Challenge
means that the second graders in 1989-90 already had
one year of CHALLENGE (that is, 1989-90 data are
baseline afier one year of treatment). Use of 1990
TCAP as "baseline"” even when pupils had one year of
"treatment” seemed preferable to using the pre-
Challenge but not comparable SAT results for second
graders. The 1989-90 data reflect one year (only grade
2) of time in Challenge for the pupils. The 1990-91
data reflect those pupils who had Challenge class-size
reduction (1:15) in grades 1 (1989-90) and 2 (1990-
91), etc. (See Table 9.)

Table 9
Summary Table of Students in Project Challenge
(TN: 1990-93) and Years of Testing Using TCAP
Tests to Analyze Challenge Successes*

Grade 2 pupils’ experience in Challenge (in years)
by grades at time of testing

Test Years in Grades of Test Used/Grade
Date Challenge  Challenge

1990 1 Grade2 only  TCAP, Grade 2
1991 2 Grades 1 and 2 TCAP, Grade 2
1992 3 Grades K-2 TCAP, Grade 2
1993, etc. 3 Grades K-2 TCAP, Grade 2

* Challenge reduces class size (1:15) in grades K-3.

Although there clearly are limitations, one fairly
simple way to see if Challenge systems as a group (n =
17) seemed to be benefitting from the treatment (i.e.,
1:15) is to consider the rankings (or the aggregate
rankings) of the 17 Challenge systems among all

Tennessee systems (n = 138). This was done for
reading and for math by adding the rankings of the 17
systems (using data provided by the SEA), then
dividing by 17 to get the "average" ranking in 1989-90
(baseline) and then in subsequent years (e.g., 1990-92).
Since a rank of "one" is best, a gain is achieved when
the aggregate (and average) ranks become lower. With
a total of 138 systems, the state average rank would be
69.

Data in Table 10 show that, on average, the
Challenge systems moved up 5.3 ranks in reading and
6.6 ranks in math from 1989-90 to 1990-91. The
average Challenge system (1990-91) was at 94 in
reading and 79 in math, still below the state average
(69). However, a different picture emerges in the
1991-92 data when the Challenge pupils had three
years of small class treatment beginning in K (the year
they started school). Note that in math the average
Challenge system is now above the state average rank
and that reading continues to rise.

Table 10
Rankings of Challenge Districts (n = 17) of 138 TN School
Systems Based on Grade 2 TCAP Scores
(Reading and Math). Average rank is 69.

Reading Mathematics
89-90 90-91 91-92 89-90 90-91 91-92

SumofRanks 1681 1591 1477 1448 1336 1011

+by 17 989 93.6 869 852 78.6 59.5*
Difference (+90) (+114) (+112) (#325)
+by 17 53RK 6.7RK 6.6RK 19.1 RK

* Above state average.

A second procedure is to convert the district
average scores to z-scores and then to consider how the
17 Challenge systems' grade 2 average scores in
reading and math deviate (e.g., in terms of standard
deviation units) from the state average. Although the
average z-scores for reading for 1990, 1991, and 1992
TCAP results are below the state average, the .23 and
.13 standard deviation gains moved these 17 systems
closer to the state mean from 1990 to 1992. The z-
score gains in math (.26 and .38) from -.34 to +.30
show that the average math rank for Challenge is above
the state norm. (See Table 11.)
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Gains in rankings and in z-score comparisons show
that, on average, the second grade TCAP results are
going in the desired direction; student scores are getting
better as the systems move up relative to the state
average. Subsequent analyses will see if the trend
continues.

Table 11
Comparison of Challenge Systems (n = 17) Average
z-Scores for Reading and Math, Grade 2, TCAP Results

Read Mati .
89-90 90-91 91-92 89-90 90-91 9192

z-Score =75 -52 -39 -34 -08 30
Difference Gain  Gain Gain Gain
(23)  (13) (26) (38)

Discussion

Class size reduction, as a treatment or intervention,
is really a one-time event. That is, the treatment is
when the student first experiences the reduction from
regular (e.g., 1:28) to small (1:15); the ensuing years
are a continuation, but not a separate treatment.

Challenge systems gained in the state rankings, but
the magnitude of the gains was less than the demon-
strated gains in STAR until the analyses included
pupils who started school in K in 1:15. Although
consistent in all STAR conditions (S, R, RA), pupil
assignment in STAR (random) was different from
regular pupil assignment practices. Did pupil random
assignment positively influence STAR results in all or
in some STAR conditions? Additional analyses of the
STAR database are helping unravel this interesting
question. ’

The LBS results show the continuing benefits of a
pupil's participation in the small class. Post hoc
analyses of important elements of schooling other than
achievement (e.g., participation) suggest a small-class
influence here, too. Continuing analyses through LBS
will add to information provided by other longitudinal
studies (e.g., Weikart, 1989) of important social
benefits of early primary and pre-primary interventions.
Zigler (1992) emphasizes that in spite of continual
strong evidence of success of Head Start, the funding
continues to erode and "$250 million . . . was dropped
from the emergency aid bill" (p. 15). Children clearly
are less important than other budget items! [In an
attempt to deal with California's budget crisis (7/92)
Governor Wilson suggested eliminating kindergarten,
at least for one year.]

Since LBS shows continuing benefits in pupil
achievement affer small-class involvement, will small-
class involvement for one or two years (rather than
STAR's four years) provide a sound base to help pupils
get started well in school? If so, STAR results were
strongest in K and 1, suggesting that these should, at a
minimum, be the years of the small-class intervention.
The early primary heterogeneous classes provided by
the STAR random assignment and STAR's seeming
ability to help minority pupils close the achievement
gap are promising areas for LBS analyses. The Ramey
(1992) model may help here.

Although STAR's greatest gains were in K-1 and
the gain was not as large in grades 2-3, the initial gain
is maintained and enhanced through third grade. Thus,
while K-1 students really benefit from small classes,
students in grades 2-3 continue to benefit (or, if they
encounter small classes for the first time in grades 2-3,
get initial benefits) from small classes. Small classes
allow for more developmentally appropriate curric-
ulum, instruction, and parent involvement. Small
classes are especially important for children through
third grade and for teachers who increasingly must deal
with greater pupil disadvantagement and diversity in
single grades.

Results of STAR (the experiment) provide clear
evidence of ways to improve schooling in early
primary grades. Given the added needs of children
entering schools in the 1990s (e.g., Hamburg, 1992;
Hodgkinson, 1991), the use of small classes may
become imperative for later school success. We have
found a way to improve schooling; do we have the
will? The STAR experiment results have held up in
field research and policy conditions (e.g., LBS,
Challenge) and are continuing to show added, contin-
uous benefits. With this much evidence, leaders in
Tennessee and in other states are implementing class
size reductions. How much more evidence do other
policy makers need before they apply sound research
results to school improvement?

Results of research covering 1985-1994 describe
one effective way to improve education. Should these
and similar studies be seen simply as studies in class
size reduction? Perhaps they are better cast as trying to
find the right class sizes to help solve Bloom's (1984)
"two-sigma" problem--trying to match the size of the
instructional unit to the job to be done. The results
suggest ways to move from assembly-line, industrial-
age schooling to caseload, information-age learning
activities. Small is definitely far better in the long run.
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Aspirations of Minority High School Seniors
in Relation to Health Professions Career Objectives

William A. Thomson, Leslie Michel Miller, Bernice Ochoa Shargey, James P. Denk, and Bruce Thompson

Efforts to attract minority students to health professions careers are important. Minority groups have greater needs for
health care and tend to be less willing to seek needed care, partly in reaction to underrepresentation of minority groups
within the health professions. The present study explored career-related perceptions of the minority seniors at two High
Schools for the Health Professions located in disparate areas of Texas.

Schools can impact the career choices made by high
school students in at least two ways: through curriculum
revisions and innovations such as magnet schools, and,
perhaps more directly, through career counseling.
Modern career counseling reflects the paradigm shift
(Super, 1951) recognizing that counselors play an
important active role in helping clients to make choices
that lead to satisfaction both for self and for society. One
important area where impacts on career choices are
urgently needed involves the potential for high school
counselors and curricula to work together to help redress
the serious and avoidable underrepresentation of minor-
ities within the health professions (Health Resources and
Services Administration, 1984; Mingle, 1987).

Data on ethnic minority representation in the health
professions reflect striking disparities between the per-
centages of African-American and Hispanic persons in
almost all health professions and their representation in
the general population (Committee on Allied Health
Education and Accreditation, 1991; Health Resources and
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Services Administration, 1990). For example, while the
1990 U.S. census indicated that the national population
was 11.8% African-American and 9.0% Hispanic,
African-American (6.6%) and Hispanic (2.7%) citizens
together accounted for only 9.3% of U.S. medical school
matriculants in 1991 (Association of American Medical
Colleges, 1992). Furthermore, in 1985-1986, enrollment
in the nation's registered nursing programs was 10.3%
African-American and 2.7% Hispanic, while in 1988-
1989, first year enrollment in dentistry was 6.9% African-
American and 7.6% Hispanic (Health Resources and
Services Administration, 1990).

And similar, if not even more severe, disparities exist
in the allied health professions (Institute of Medicine,
1989). Even the high-demand professions of physical
therapy and occupational therapy included only 2.1% and
3.3% African-American and 0.9% and 1.1% Hispanic
citizens, respectively. In fact, only in laboratory tech-
nician (11.1% of overall practicing professionals) and
respiratory therapy (10.0%) did African-American repre-
sentation approach the percentage of African-Americans
in the population. Finally, Hispanic representation in
allied health fields remains far below the percentage of
Hispanics in the general population. At 4.9%, Hispanic
representation has been highest in respiratory therapy.

This profile is disturbing, because people are less
likely to seek health care when their ethnic groups are
under-represented among health care providers (U.S.
Department of Health and Human Services, 1985). With
respect to health care for Hispanics, for example, Garcia
and Ramon (1988) argued that:

The underrepresentation of Hispanics in the
health-care professions carries with it both a
human and political toll. The intent of parity is
founded in the notion of equality. However, a
motivating force in the drive to reach parity is
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the concept of service--more Hispanic health-
care professionals will improve health-care
services received by the Mexican-American
community of Texas. (p. 242)

Because these views generalize to other ethnic minority
groups and to other geographic areas, the Institute of
Medicine's (1989) Committee to Study the Role of Allied
Health Personnel recommended that:

The recruitment of minority students is a
particular concern for several reasons: minorities
represent a relatively untapped source of human
power; their representation in the population as
a whole is increasing; and minority profes-
sionals are more likely to serve underserved
populations.

There have been a number of attempts to
recruit and retain minorities in the health
professions. The lessons from successful models
suggest that interventions must occur early in a
student's life and continue through the academic
career. (p. 8)

A recent report from the Pew Health Commission
(Shugars, O'Neil & Bader, 1991), Healthy America:
Practitioners for 2005, supports this view, adding that

minorities, previously underrepresented in the
health professions, will become a large part of
the pool of potential applicants to health
professional schools. Health professions in
general and health professional educators in
particular will need to understand and relate to
the special needs of this growing segment of

society. (p. 7)

So, too, will career counselors.

The purpose of the present study was to explore the
perceptions of minority, high-school, senior students as
regards career choices involving the health professions.
Understanding such perceptions may be useful to career
counselors working with clients, such as the participants
in the present study, and may offer some guidance for
curricular change.

Specifically, the present study was conducted to
address three research questions. First, what, if any,
ethnic-group differences are there as regards the career-
related perceptions and choices of minority students?
Second, what factors, if any, predict the health-career
choices of minority students as high school seniors?
Third, what factors, if any, predict the decisions of

minority students to change career objectives while they
are enrolled in health-professions magnet schools?

Method

Subjects

The participants all were enrolled in one of two
magnet, alternative high schools for health professions
careers. One high school is located in an urban area--
Houston, Texas; the second high school for health
professions is located in the Rio Grande "Valley" of
Texas, an area near the Texas-Mexico border, and which
has a disproportionately higher Hispanic populace than
either the urban school district or the population of the
country as a whole. As magnet schools, both programs
draw students from a broad geographic area, i.e., they do
not limit enrollment only to persons living in the
neighborhood nearby the school building. Both schools
also consciously strive to maintain ethnically diverse
student censuses.

The features of these high schools for the health
professions have been described elsewhere (e.g., Butler,
Thomson, Morrissey, Miller & Smith, 1991; Miller,
LaVois & Thomson, 1991; Thomson, Holcomb & Miller,
1987; Thomson, Smith, Miller & Shargey, 1991). The
most relevant aspect of the schools, as regards the present
study, is that students initially voluntarily enter the
schools because they wish to explore the nature of careers
in the health professions and/or because they wish to
acquire the high school preparation requisite for such
career choices.

Although all the seniors enrolled in the Houston
High School for the Health Professions and the South
Texas High School for the Health Professions participated
in the study, relatively few nonminority students (12 in
both schools) were represented in the study. Given the
disproportionately small representation of these non-
minority students, and the emphasis in the present study
on dynamics involving the minority senior high school
students, the decision was taken to exclude nonminority
students from the analyses reported here. Table 1 profiles
the two samples.

Instrumentation

The instrument employed in the study was a
derivative of the measure employed in a recent, national
study in a series of studies of college freshmen (Astin,
Dey, Korn & Riggs, 1991). Thus, the instrument has
been thoroughly investigated and refined. The instrument
asked about (a) current career goals; (b) career choice
changes, if any; (c) influences on career decisions; (d)
educational goals; (e) career choice satisfaction; and (f)
perceived obstacles to career objectives. The items used
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in the current analysis are summarized within the tables
of this report. A copy of the complete instrument is
available from the senior author.

Table 1
Characteristics of the Sample

Characteristic Urban TX South TX Total

Gender
Female 97(70.8%) 41 (63.1%) 138(68.3%)
Male 40(29.2%) 24 (36.9%) 64(31.7%)
Total 137 65 202

Ethnicity
African-American79(57.7%) 0 (0.0%) 79(39.1%)
Asian 25(182%) 0 (0.0%) 25(12.4%)
Hispanic 33(24.1%) 65(100.0%) 98(48.5%)
‘Total 137 65 202

Career Goal
Allied Health 16(11.7%) 9 (13.8%) 25(12.4%)
Business 13 95%) 2 (3.1%) 15 (7.4%)
Dentistry 7 5.1%) 2 (G.1%) 9 (4.5%)
Medicine 64(46.7%) 15 (23.1%) 79(39.1%)
Nursing 14(10.2%) 21 (32.3%) 35(17.1%)
Vet Medicine 2 (1.5%) 1 (1.5%) 3 (1.5%)
Other, not health 18(13.1%) 11 (16.9%) 29(14.4%)
Undecided 3 22%) 4 (6.2%) 7 (3.5%)
Total 137 65 202

Results

The research questions in the present study involved
differences across categorical groupings. The analytic
method used was multivariate, so as to avoid inflation of
experimentwise error rate and to represent the full
network of relationships among variables (Thompson,
1992). Discriminant function analysis (Huberty &
Wisenbaker, 1992) was employed to address these
research questions. Since all the discriminant function
analyses in the present study involved a single grouping
variable, the discriminant results are equivalent to one-
way MANOVAs, but provide more descriptive infor-
mation, useful in formulating interpretations, than does
MANOVA.

Prior to conducting analyses addressing the study's
three research questions, a preliminary ancillary analysis
was conducted to explore differences between the seniors
enrolled in the two high schools. These analyses com-
pared the two groups as regards 10 factors influencing
their decisions to seek additional education, as well as
perceptions of concerns regarding financing future
education, confidence about ability to achieve current
career goals, and satisfaction with current career choices.
The two groups did not differ to a statistically significant
degree (A = .94, y>=11.14, df = 13, p = .60) as regards
these 13 variables. All further analyses reported here
were conducted by pooling participants across school
sites.

A second ancillary analysis explored possible gender
differences within the sample as regards mean differences
on these same 13 variables. Again, these two groups did
not differ to a statistically significant degree (A = .92,
xr=15.30,df =13, p=.29).

The study's first research question involved exploring
group differences across the three minority groups repre-
sented in the sample. The same 13 variables were
employed in this analysis. Since there were three groups
in this analysis, two (3 - 1) discriminant functions were
computed (Huberty & Wisenbaker, 1992). However,
only the first lambda value was statistically significant
(A =.79, x*=43.10, df = 26, p = .02).

Table 2 presents the standardized function coef-
ficients and the structure coefficients associated with
Function I in this analysis. Standardized function coef-
ficients are directly analogous to the beta weights in
regression analysis. Structure coefficients are correlation
coefficients between scores on the interval variables and
scores on discriminant functions, calculated using the
function coefficients as weights for the interval variables.
Both sets of coefficients are important in interpreting
regression results, and are also important in interpreting
discriminant analysis results (Thompson & Borrello,
1985). The Table 2 entries are presented in descending
order of the absolute value of the variables' structure
coefficients.

The Function I centroids (i.e., mean discriminant
function scores) for the African-American, the Asian, and
the Hispanic students were B0.48, +0.60, and +0.20,
respectively. These results indicate that the African-
American students were most different from the Asian
students, as regards the first discriminant function.
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Table 2
Discriminant Coefficients Involving Ethnicity Differences

Variable ] Ig
To be able to make more money among reasons most important in deciding to further education -.83 -.58
Feel will be able to achieve present career goal 42 37
To achieve my career objectives among reasons most important in deciding to further education -.14 -28
To become a more cultured person among reasons most important in deciding to further education .53 25
To get away from home among reasons most important in deciding to further education -22 -.25
To get a better job among reasons most important in deciding to further education -.10 =23
Parents' wishes among reasons most important in deciding to further education 28 21
Level of concern about financing further education .03 .14
To prepare for graduate school among reasons most important in deciding to further education -.10 -.14
Level of satisfaction felt since identifying current career goal .02 .10
To learn more about things among reasons most important in deciding to further education 28 .08
To improve reading and study skills among reasons most important in deciding to further education -11 -.08
To gain general education among reasons most important in deciding to further education .04 -.05

Note. "p" = standardized discriminant function coefficients, directly analogous to regression beta weights. Entries are presented
in descending order of the absolute value of the variables' structure coefficients.

The study's second research question involved
predicting the career choices of the 195 seniors who
were able to articulate a career goal. This variable
involves dynamics of change in career objectives, since
the students had some commitment to or at least
interest in the health professions when they voluntarily
matriculated to these specialized high schools. For the
purposes of this analysis the career goals were divided
into three categories: (a) medicine (n, = 79); (b) health,
but not medicine (n, = 72); or (c) business or some
other non-health career (n, = 44).

The first lambda value was statistically significant
(A = .76, x*= 50.00, df = 26, p < .01), and so was the
second lambda value (). = .88, x*> = 23.82, df = 12,
p = .02). Table 3 presents the standardized function
coefficients and the structure coefficients associated
with both discriminant functions in this analysis.

The Function I centroids (i.e., mean discriminant
function scores) for the medicine, the non-medicine
health, and the non-health choices on Function I were
+0.46, -0.27, and -0.38, respectively. These results
indicate that the students with medicine as an objective
differed most from both the other groups, although
somewhat more with respect to the non-health group.

The Function II centroids for the medicine, the non-
medicine health, and the non-health choices on
Function II were -0.05, +0.40, and -0.57, respectively.
The fact that this was the second function indicates that
group differences associated with this function were
smaller in magnitude than those associated with
Function I. The Function II centroids indicate that this
function is most useful in explaining differences
between the non-medicine health group as against the
non-health group, ignoring the students with medicine
as a career objective.
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Table 3

Discriminant Coefficients for Two Discriminant
Functions When Predicting Career Goals

Function I Function II
Variable B Is B Is
To get a better job among reasons most important in deciding to further education -60 -45 40 .22
To get away from home among reasons most important in deciding to further education -44  -44 16 .02
Feel will be able to achieve present career goal .63 41 -.14 .03
To be able to make more money among reasons most important in deciding to further education -26 -32 -45 -20
To prepare for graduate school among reasons most important in deciding to further education 49 27 -34 -20

To improve reading and study skills among reasons most important in deciding to

further education

16 .14 S1 41

To become a more cultured person among reasons most important in deciding to

further education
Level of concern about financing further education

=11 -12 -53 -35
-05 .09 56 31

To gain general education among reasons most important in deciding to further education 27 .14 d20.27
To learn more about things among reasons most important in deciding to further education 09 .09 43 22
To achieve my career objectives among reasons most important in deciding to further education .08 .02 20 .16
Level of satisfaction felt since identifying current career goal -11 .06 07 .14
Parents’ wishes among reasons most important in deciding to further education 07 -07 -15 -12

Note. "p" = standardized discriminant function coefficients, directly analogous to regression beta weights. Entries are presented
in descending order of the absolute value of the variables' structure coefficients, as regards the function for which variables had the

largest |rg.

The study's third research question focused on
what factors predicted students' decisions to change
career goals. Seventy-eight of the students reported
that they had changed career goals during the last year,
a time when as seniors many students become par-
ticularly serious in reflecting on their career choices.
Table 4 presents a breakdown of the reasons students
reported for changing goals. The instrument allowed
students the opportunity to select more than one reason.
Ten students cited none of the seven alternatives listed
on the instrument as a reason for changing their goals.
Forty-two students cited one reason; 11 cited two
reasons; 11 cited three reasons; and 4 cited four or
more reasons.

The same 13 variables used in previous analyses
were then employed to predict membership in the
group of 124 students who had not changed career
objectives, as against the group of 78 students who had.
The two groups did not differ to a statistically signif-
icant degree (A = .90, x*=20.70, df = 13, p = .08).

However, a univariate test of one of the 13 inter-
val variables was statistically significant (F = 5.27,

df = 1/200, p = .02); this was the univariate test
involving felt level of satisfaction since identifying the
current career goal. Although this result is noteworthy,
it must be remembered that this test was not "protected"
by having first found a statistically significant
multivariate result, and therefore the result must be
interpreted with particular caution.

Table 4
Reasons Cited for Changing Career Goals (n = 78)

Spring 1994
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Reason n

Job Satisfaction 44
Economic Gain 19
Academic Demands 17
Family Influence 15
Job Prestige 10
Job Stereotype 9
Personal Problems 4
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Discussion

The failure to isolate noteworthy differences
involving the school sites suggests that the two schools
function somewhat similarly as regards recruitment of
students and the impacts of curricula. This result is not
surprising, since both schools invoke a similar model
(cf. Butler et al., 1991).

The failure to find gender differences is encour-
aging, insofar as the result suggests that equity goals
have been realized to at least some degree. Students at
these schools make different kinds of career-related
choices, but gender does not appear to explain these
differences. However, it is important to remember that
the students have self-selected into these schools.
Some young women, for example, may not aspire to
careers in medicine because they have unrealistically
low evaluations of personal capacity. Such students
would not have thought to apply to one of these schools
for the health professions, unless encouraged by a
significant other, such as a counselor.

Group differences involving ethnicity, however,
had some impact on the interval response variables, as
reported in Table 2. The coefficients reported in Table
2 indicate that A frican-Americans, relative to Hispanics
and especially to Asians, were most motivated by
financial rewards (Function Coefficient = -.83; rg =
-.58), were least motivated by a desire to "become a
more cultured person" (FC = +.53; rg = +.25), felt least
confidence about being able to meet their career goals
(FC = +.42; rg = +.37), and were most likely to tie
educational objectives more directly to an instrumental
effort to obtain career objectives (FC = -.14; rs =-.28).

The African-American students' feelings of less
confidence about being able to obtain career objectives
may be realistic, especially as regards health careers.
There is some evidence (Miller, Thomson, Smith,
Thompson & Camacho, 1992) that African-American
and Hispanic students do not always receive optimal
academic preparation for health careers. Counselors
can go a long way toward rectifying deficiencies in the
ways that some academic plans have been formulated
in the past.

The largest differences involved interest in
material rewards; 53% of African-Americans selected
being able "to make more money" among the reasons
most important in deciding to pursue further education,
while 33% of the Hispanics and 24% of the Asians
cited this as being an important consideration. This
difference does not appear to have resulted from
disparate financial situations across the ethnic groups.
For example, somewhat similar percentages of African-

Americans (33%) and of Asians (24%) indicated that
financial obstacles posed the most problems as regards
seeking further education. And roughly the same
percentages of the African-American students (35%)
and the Asian students (39%) were from families in
which both parents had obtained a college degree.
However, the African-American students may have
been from families in which access to financial
achievement was a first-generation experience, and
consequently, financial achievement may have been
seen as both doable and important.

Noteworthy differences were identified also with
respect to the career goals selected by the seniors, as
reported in Table 3. As reported previously, the
centroids (i.e., mean discriminant function scores) on
the first discriminant function indicated that this
function was most useful for discriminating students
selecting career goals in medicine from students
selecting other goals. Students selecting medicine as a
career goal were most confident about their ability to
achieve their career objectives (FC = +.63; rg = +.41),
were least motivated to seek further education "to get
a better job" (FC = -.60; rg = -.45), were most
motivated to seek further education to prepare for
graduate school (FC = +.49; rs = +.27), were least
motivated to seek further education "to get away from
home" (FC = -.44, ry= -.44), and were least motivated
to seek further education so that they could "make
more money" (FC = -.26; rg = -.32).

Function II was most useful in distinguishing
persons choosing health careers other than medicine
from students choosing non-health career goals, as
indicated by the group centroids on this function.
Students selecting non-medicine health career goals
were most concerned about seeking further education
for the purpose of improving reading and study skills
(FC = +.51; rg = +.41), were least motivated to seek
further education "to become a more cultured person"”
(FC =-.53; r¢="-.35), and were most concerned about
financial obstacles as regards further education (FC =
+.56; rg = +.31).

This profile suggests a continuum with one group
of students who are interested in health careers, but
have serious reservations about their academic and
financial resources; these students decline to abandon
the health career interests that presumably first
motivated them to enter these schools, but perceive that
they have limited options. The students at the other
end of this continuum, on the other hand, move toward
career objectives in other fields.

Finally, differences involving prediction of
changing career goals did not involve a statistically
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significant multivariate effect. However, the statis-
tically significant, though "unprotected”, univariate
effect for "what level of satisfaction have you felt since
identifying your current career goal" suggests that job
satisfaction concerns are important in students' deliber-
ations about career choice. This view is supported by
the finding, reported in Table 4, that 44 of 78 students
who actually did change career goals during their
senior year cited job satisfaction as one of the reasons
for the change.

Students came to these schools because of their in-
terest in health careers. A substantial number (78/202
= 39%) changed their career goals while they were
enrolled. As indicated by the Table 4 results, some
students changed objectives because of perceived eco-
nomic benefits (» = 19), academic demands (» =17), or
other influences. But the schools' curricula and profes-
sionals apparently did afford students the opportunity
to learn about health careers and to make more
informed choices about whether such careers will
satisfy their needs and interests.

Of course, like all studies, the present study is
limited. No one study, taken singly, establishes the
basis for generalizable insight (Neale & Liebert, 1986,
p. 290). The present study is but one snapshot of
dynamics involving the perceptions of minority high
school students as regards health-related career choices.
Notwithstanding this limitation, the results suggest at
least the following conclusions regarding counselors
and curriculum developers designing motivational
appeals to students or helping minority students to
reality-test their expectations.

1. Counselors and curriculum developers may need
to pay particular attention to issues involving the
perceived financial rewards that some minority
students associate with the selection of health
careers.

2. Counselors and curriculum developers should note
that minority students most interested in careers as
physicians differ from minority students interested
in allied health or non-health careers, as regards
their attitudes and perceptions.

3. Counselors and curriculum developers should
attend most closely to job satisfaction issues when
facilitating student consideration of changes in
career objectives.

Developing multiple snapshots of the career choice
dynamics of minority students will enable counselors
and curriculum developers better to facilitate informed
student choices. The finding that most of these

minority students retained an interest in health careers
(39% of them in medicine itself) suggests that such
programs can be effective in helping to improve the
representation of minorities within the health
professions.
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Leadership for Productive Schools

William L. Johnson, Karolyn J. Snyder, and Annabel M. Johnson

The expanding research literature based on productive industries, social agencies, and effective schools identifies
exemplary production patterns found in dynamic work cultures. In a study conducted in two large school districts in the
United States, educational administrators expressed a strong desire for training in the major areas of educational
leadership that were assessed: The principalship, problem solving, planning for school growth, personal awareness, staff
development, long-range planning, and the school as a system. These findings have numerous implications pertaining to

school-based educational leadership.

The management writings that have made the best-
seller lists in recent years (e.g., Deal & Kennedy, 1982;
Geneen with Moscow, 1984; Kanter, 1983; Naisbett,
1982; Peters, 1988; Peters & Waterman, 1982), the
generic base of management and organizational theory
and research, and the studies of effective schools have all
pointed to the critical role of the school principal and the
principal's potential ability to alter work and achievement
patterns. Accordingly, the vital function of school-based
leadership is being examined by persons in departments
of education, professional organizations, and school
districts and by principals themselves.

Even though the research literature corresponds with
our intuitions about good schools and effective leadership
(Purkey & Smith, 1985), error potential resides in merely
exhorting principals to focus on school-based leadership
and go forth and lead. In fact, most principals today are
simply not prepared to meet the school's need for
instructional leadership. Before 1950, principals focused
primarily on being instructional leaders. However, in
post-World War II America, as schools grew larger and
more complex, administrators' emphasis swung toward
personnel, budget, and public relations (Goodland, 1979).

This view of the educational administration as the
"corporate” chief executive officer has been modified by
at least three recent trends (Bryant, 1988; Deming, 1986):
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is a Professor of Education at the University of South Florida,
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(a) restructuring schools, (b) recognizing leadership styles
and differences (Statham, 1987), and (c) understanding
the ecology of school improvement (Eisner, 1988). These
and other trends are reflected in the research base that
undergirds productive organizations.

Numerous studies in recent years confirm that strong
instructional leaders are critical factors in effective
schools. Strong principal instructional leadership has
been shown to be correlated with school effectiveness
(Bossert, Dwyer, Roward, & Lee, 1982; Hallinger &
Murphy, 1986). A Rand study of 1977 called the
principal the "gatekeeper" of change and reported that
principals were powerful enough to prevent and foster
any kind of change within their schools. Additionally,
DeBevoise (1984), Hallinger and Murphy (1986), and
Larsen (1989) concluded from their studies that instruc-
tional leadership was indeed a key to an effective school.

But how is a principal's behavior steered in the
direction of instructional leadership? Outlining concep-
tual or methodological guidelines for accomplishing
instructional leadership is especially difficult since little
consensus exists among school administrators who
discuss these tasks. Moreover, how do these tasks differ
from what principals have always done? Furthermore,
researchers have rarely defined instructional leadership in
terms of specific policies, practices, and behaviors
initiated by the principal (Hallinger & Murphy, 1987;
Larsen, 1987).

The purpose of our paper is threefold. First, we will
synthesize the results of effective schooling character-
istics and leadership tasks that have been identified by the
research community and use this research base of over
400 research studies as a focus to present a production
model for instructional leadership. Second, we will report
the instructional leadership training needs for adminis-
trators that we studied in two large school districts in the
United States. Our pool of respondents (n = 279) for the
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study were elementary and secondary school principals
plus central office supervisory personnel.

Research on Effective School Characteristics

Overall Organizational Culture

Culture is so powerful a force in organizations that it
either stimulates or represses competent performance
(Kanter, 1983). As a powerful, intangible force, it
functions to limit or to enhance the capacity of an organ-
ization to respond to issues (Carlopio, 1988). Culture
includes the physical and social structure of an organ-
ization as well as the values and assumptions of
individuals within the organization. Culture is more than
climate (how people feel about an organization): It is the
social and psychological force that stimulates the
direction and quality of work in an organization (Snyder,
1988). Schein (1985) suggests that "culture and
leadership are two sides of the same coin" and contends
that "the only thing of real importance that leaders do is
to create and manage culture” (p. 2).

"Work culture" is conceptualized in the next several
paragraphs to include four interdependent dimensions:
structures and processes for school planning, professional
systems and tools, program development processes, and
school assessment systems. Together these dimensions
provide the direction and energy system for those in a
school (or other organization) to alter the organization's
programs and structures and to enhance its efforts upon
learning patterns.

Dimension 1: School-Wide Planning

Administrators and employees together transform
common concerns into specific achievement-oriented
development goals. Planning tasks include setting organ-
izational goals that relate to primary outcomes and visions
for the organization (Conley, Schmidel, & Shedd, 1988;
Davidson & Montgomery, 1985). Next, tasks are
dispersed to a variety of permanent and ad hoc work
groups that function collaboratively, forming and re-
forming as needs are addressed (Cook, 1982; Deal &
Kennedy, 1982). Individuals are held accountable for
their contributions within small work units (Drucker,
1982; Levin, 1986). Peters and Austin (1985) found that
the intensity of management's commitment to organi-
zational goals was the chief difference between great and
not-so-great organizations.

Dimension 2: Professional Development

Professional development plans that are linked to
organizational goals have the power to enhance individual
and group performance, and that of the school as well
(Carneval, 1989; Glenn, 1981). Managers and workers

regularly coach each other as they develop new skills and
solve problems (Clark, 1985; Garmston, 1987). Work
groups become learning centers for teachers as they share,
plan, act, and critique programs or tasks together (Larson
& LaFasto, 1989; Little, 1982). Collaborative quality
control systems are replacing outdated monitoring
systems and provide for regular group reflection, data
analysis and problem solving as the organization works
on its plans (Peters & Waterman, 1982). Quality control
in the best institutions today is viewed as developmental
and provides opportunities for work adjustment in fast
paced, changing environments (Wise & Darling-
Hammond, 1984).

Dimension 3: Program Development

Principals and supervisors convey instructional stand-
ards to workers in productive schools (Coulsen, 1977).
They also coordinate program development, implemen-
tation, and testing activity to stimulate change in order to
address learning challenges (Venezky & Winfield, 1979).
The purpose of managing program development in the
best schools is to solve specific problems, doing whatever
it takes to solve learning challenges (Austin, 1979). It is
also well documented that high levels of parent and
community involvement facilitate student success
patterns. This kind of involvement is subsumed under the
perceptions of the principal's governance of the school's
instructional program (Heck, Larsen, & Marcoulides,
1990).

Dimension 4: School Assessment

Accountability systems drive assessment activity in
productive organizations (Brookover & Lezotte, 1979).
The only assessment system that appears to have the
power to alter individual and organizational performance
is a goal-based system (Odiorne, 1979). When organi-
zation members assess how well they have achieved their
goals and analyze data from each level of work, they
learn that goals provide a word focus that leads to
organizational success (McGregor, 1960). Assessment
data in productive organizations provide both a feedback
and a feed-forward loop that influence both short and
long-range planning (Michael, Luthans, Warner, &
Hayden, 1981).

The expansion of the knowledge base about organi-
zational and human productivity over the past decade
indicates that until administrators and teachers together
assume responsibility for schooling, achievement patterns
are likely to remain unchanged. These conclusions sup-
port a model of multidimensional managerial leadership
behavior within the school context. Interestingly, Pitner
and Hocevar (1987) applied confirmatory factor analysis
to Yukl's (1981) multidimensional leadership model and
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identified 14 domains of principal leadership behavior.
We believe that the management challenge is to empower

. .. .. Table 1

groups to address educational productivity. The adminis- Psychometric Propzrtiees of the Instrument
trative challenge is one of instructional leadership and
restructuring (integrating teachers into the decision-  [Item Factor Standard
making process of the schools). This synthesis emerges =~ Number  Category Loading Mean Deviation
from the developing work-culture literature (Carlopio,
1988; Kanter, 1983; Kilmann, Corwin, & Associates, | Goal Setti 0.536 365 144
1988; Levinson, 1968; Selman & DiBianca, 1983) and ) Gg:l siuiﬁi 0472 380 143
the instructional leadership findings mentioned previ- 3 Goal Setting 0534 375 151
ously. 4  Goal Setting 0464 391 1.48

Indeed, the literature on all kinds of productive organ- 5 Goal Setting 0489 346 1.45
izations continues to affirm clearly and strongly that 6  Goal Setting 0464  3.73 1.51
employee involvement in shaping the organization's 7  School as an Ecosystem ~ 0.405  3.86 1.40
direction is essential to the very survival of an organiza- 8  School asan Ecosystem  0.713  3.44 1.38

. . . . 9  School as an Ecosystem 0.711 3.26 1.42
tion. Resources, information, and opportunity are the .

) . .. L. 10 Problem Solving 0.643 3.94 1.36
vital matgrlals that fuel orgamzatlona.l productlv.lty 11 Problem Solving 0676  4.09 1.37
(Johnson & Snyder, 1989-1990). A typical production 12 Problem Solving 0461  3.90 1.31
model might divide the school year into three parts: 13 Problem Solving 0455 4.14 1.34
planning (September and October), development 14  Principalship 0413 386 1.37
(November through April), and evaluation (May and 15 Problem Solving 0401  4.10 1.40
June). Planning activities would include school-wide :'6/ ls;c,hm,’l als ;‘" Ecosystem gigg g;g ::;
goals setting and work group and individual staff rineipa Siip ' ) '

. e . 18 Principalship 0.401 4.01 1.36
performance planning. Developmental activities might 19 Planning 0441  3.89 138
include staff development, clinical supervision, work 20 Planning 0424  3.93 1.33
group development, and quality control activities. Pro- 21 Staff Development 0414  3.83 1.40
gram development might include instructional program 22 Principalship 0.564  3.90 1.35
and resources development. School productivity assess- 23 Planning 0.564  3.70 1.43
ment would include assessing achievement for students, 24 Principalship 0521 392 134
teachers, work groups, and the school itself. The 25 School as an Ecosystem 0305 3.65 1.50
. . 26 Personal Awareness 0.738 3.90 1.38
assessment findings would then serve to direct the
. 27 Personal Awareness 0.731 3.92 1.36
feedback and feed-forward planning and development 28  Planning 0489  3.91 1.43
activities for the next academic year. 29 Planning 0548  3.87 1.43
Methodology 30 Planning 0.408 3.90 1.45
31 Planning 0.534 3.87 1.43
Once the literature was assessed, considering this 32 Personal Awareness 0.403  3.94 1.34
empirical base of over 400 research studies of productive 33 Planning 0471  3.74 1.43
organizations (75%) and effective schools (25%) (Snyder 34 Planning 0430  3.86 1.33
& Anderson, 1986; Snyder, 1988), we sought to measure 35 Planning 0450 3.84 147
. . .. .. - 36 Personal Awareness 0.645 4.07 1.37
the existing training needs for principals and district .
] . 37 Planning 0.500 3.72 1.51
personnel vis-a-vis the model. Consequently, a 76- 38 Planning 0521 375 1.48
question needs assessment instrument was developed. In 39  Planning 0.655  4.03 1.38
the 1980s, the authors surveyed about 450 school 40 Planning 0.540  4.03 1.37
administrators in eight school districts in the United 41 Staff Development 0.718 4.03 1.37
States and used the data to validate the instructional 42 Staff Development 0463  3.98 2.32
leadership needs assessment instrument (Johnson & :i ls):affpe"ehpmem 0717 4.13 :‘3‘4
Snyder, 1986; Johnson, Snyder, & Johnson, 1992-1993). anning 0407 3.86 A2
Th icles di he devel fthe i 45 Personal Awareness 0.692 3.82 1.38
e articles discuss the deve opmc?nt of the instrument 46 Planning 0559 3.0 1.49
and give the psychometric properties of such. Table 1 47 Personal Awareness 0522  3.91 1.37
indicates that 50 items remained in the instrument 48 Planning 0.559  3.95 1.48
following the elimination of 26 items suggested as 49 Planning 0.570  3.69 1.44
inappropriate by the principal factor analysis. 50  Staff Development 0466  4.16 1.50
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The authors designed a one column quasi-Likert
response format for the instrument. The educational
leaders were asked to select from a range of six levels of
need: "1" no training (skill unrelated); "2" no training
(competency high); "3" training (awareness level); "4"
training (initial practice); "S" training (skill refinement);
and "6" assistance with school implementation. Based on
our literature review, the authors examined seven areas
that were rated highly as foci for leadership development:
the principalship, the school as a system, problem
solving, staff development, long range planning, goal
setting, and personal awareness. The questions from all
seven categories were then randomly assigned to the
survey instrument. See Table 2 for a representative
question from each category of the instrument. The
Cronbach alphas for the categories had a range from .76
to .86.

Table 2
Representative Questions from the Survey

Category Item

Problem Solving Leading a staff toward creative solutions
to problems

Evaluating teacher performance
Developing strategies for supervisory
conference feedback

Assessing my own professional growth

Staff Development
The Principalship

Personal Awareness

needs

Long Range Planning Developing strategies for accomplishing
school goals

Goal Setting Developing a school-wide goal setting
process

School as a System  Identifying the subsystems of school
(district) organization and their effects

on school performance

The literature review and brief description of the
instrument provide the context for the present study.
Both show that the present study is based on a strong
research foundation. The respondents for this study were
279 district administrators and central office personnel in
two large school districts in the United States. The
respondents were part of the national sample that was
surveyed to validate the administrative needs assessment
instrument. For the first district, the respondents
represented 70% of the district's administration personnel.
For the second district, all 76 elementary principals
responded along with 8 elementary assistant principals.

Overall there were 151 elementary principals and
assistant principals, 64 secondary principals and assistant
principals, plus 64 central office supervisory personnel.
Regarding demographic information, the respondents
were asked about their job title, division for which they
were responsible, the size of their school district, and the
setting of their district. Two hundred and thirty-four of
the respondents' schools were in urban areas. The other
45 respondents' schools were in suburban areas. Fifty-
four respondents were in districts with less than 500
scholastics, 140 had from 500 to 2,000 scholastics, and 85
were from districts with more than 2,000 scholastics.

Findings and Discussion

The elementary and secondary school principals and
central office personnel who responded to the instrument
reported that they desired training in all seven categories,
with the desires ranging between training at the awareness
level (category 3) and at the initial practice level
(category 4). We interpreted the range of scores to
indicate that new knowledge and skills in all categories
were perceived as important to the administrators' role
success. A category response range of 1 (low) to 6 (high)
was possible. Table 3 outlines the findings of the study.

Problem solving was rated most highly, reflecting the
dramatic changes in job expectations and the dynamic
work culture of the schools. This category addressed
techniques and processes that can be used in solving real
school problems in a collaborative mode. Staff develop-
ment was rated second. This category focused on ways
to develop and operationalize a school program for staff
growth that emphasizes new knowledge and skills that are
necessary for successful attainment of school devel-
opment goals (school, work, and individual). The
principalship was rated next. The principalship category
consisted of questions pertaining to school leadership and
organization, staff motivation, and directing school
activities. Last in rank was the school as a system which
was the category describing the school's ecology and the
many organizational factors which work interdependently
to influence achievement results. Overall, this category
addressed questions relating to environmental factors,
such as federal, state, community, parental, and district
pressures, and factors that are internal to the staff, such as
students, programs, achievement levels, and staff compe-
tency. While all seven categories are distinct from each
other, each seemed to represent and be of concemn to
principals in providing effective instructional leadership.
Our observations suggest, moreover, that principals do
not exercise these content areas to an equal extent across
all seven areas. Assessment of the extent of the exercise
of these areas would comprise another important study.

RESEARCH IN THE SCHOOLS

Spring 1994



LEADERSHIP FOR PRODUCTIVE SCHOOLS

Table 3

Ranking (High to Low) of the Need Indices for the
Instructional Leadership Surveys
(All Educational Leaders n =279)

Area Standard
Rank Index Need Deviation

1 Problem Solving

(questions relating to cooperative decision-making) 3.98 1.44
2  Staff Development

(questions relating to developing a school program for staff growth) 3.93 1.47
3 The Principalship

(questions relating to instructional leadership expectations) 3.88 1.46
4  Personal Awareness

(questions relating to the leader's self-concept, personality, leadership style,

and their influence on instructional leadership behaviors) 3.87 1.45
5 Long-Range Planning

(questions relating to cooperative action planning, monitoring, and evaluation) 3.83 1.50
6  Goal Setting

(questions relating to organizational analysis and goal setting for school leadership) 3.70 1.55
7  School as a System

(questions relating to school goals, organization, performance, program, technology

and management, how together these guide the school improvement process) 3.53 1.47

Those studied perceive that the categories surveyed
and identified in the research literature are important in
their job and also are a desirable focus for their own
professional development. Furthermore, the skills
necessary for successful collaboration, organizational
assessment and analysis and a knowledge of how per-
sonal characteristics influence leadership appear to be
important to the elementary and secondary administra-
tors for the successful implementation of instructional
leadership tasks.

Pertaining to the limitations of this study, the authors
have reported the need indices to two decimal places,
although the data were collected as integers. Indeed,
this degree of computation may represent "over-
scientificism.” The researchers conclude that those
surveyed perceive all the categories important in their
jobs and also a desirable focus for their own profes-
sional development.

School districts, professional organizations, and uni-
versity professional programs need to devote priority
attention to all these needs. School district leaders need
to augment workshops for their teachers and adminis-
trators. Furthermore, peer supervision and coaching,
and peer efforts to develop and implement new skills in
the classroom benefit the school system. A feedback
mechanism of some sort is also essential to the eventful
successful development of expertise in instructional
leadership.

Summary and Conclusion

Educational administration is changing from an
emphasis on just administering policy and managing
compliance to a focus on leading instructional improve-
ment efforts. Principals are expressing a desire for the
skills necessary to become successful instructional
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leaders. Our study of principals reinforces our obser-
vations: Because of a redefinition of the principalship,
principals themselves are faced with a need for new job
knowledge and skills. Further, principals want training
in the elements of annual school-wide, team-level, and
individual teaching planning, coaching, and evaluation.
In addition, they want skills for designing successful
staff development programs, providing on-the-job
teacher coaching, monitoring performance and program
development, implementation, and evaluation. More-
over, in addition to the tasks of instructional leadership,
principals also want to know how to involve others
successfully in cooperative planning and action.
Furthermore, the participants report that there is a
major concern for motivating teachers to work in more
productive ways. We note that supervision of the
school's instructional organization is perceived as a
major component in the principals' instructional leader-
ship activities. This would include activities related to
monitoring teacher performance. This concern would
include, but not be limited to, such activities as
establishing school goals or identifying inservice needs.

The message for role development is clear: If princi-
pals are expected to perform new tasks and accomplish
different kinds of performance results from that for
which they were educated, their development in a new
set of knowledge and skills must become a district
priority. Moreover, our findings in this study lead us to
challenge school administrators to foster skill develop-
ment by combining initial training in instructional
leadership tasks with continuous on-the-job peer and
supervisory coaching.
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The Relationship of the Murphy-Meisgeier Type Indicator for Children
to Sex, Race, and Fluid-Crystallized Intelligence on the KAIT at Ages 11 to 15

Alan S. Kaufman and James E. McLean

Four typologies assessed by the Murphy-Meisgeier Type Indicator for Children (Extraversion-Introversion,
Sensing-Intuition, Thinking-Feeling, Judging-Perceiving) were related to sex, race/ethnic group, intelligence level, and
Fluid/Crystallized IQ discrepancy. IQ scores were obtained using the Kaufman Adolescent and Adult Intelligence Test
(KAIT). Data from 263 individuals aged 11 to 15 years were subjected to MANOVAs and MANCOVAs, covarying parents’
education. No interactions were significant, and sex was the only significant main effect. Univariate ANOVAs and
ANCOVAs indicated that the Thinking-Feeling index produced the significant main effect, a finding consistent with
previous research (females favored Feeling more so than males). Educational implications of the findings are provided.

The Murphy-Meisgeier Type Indicator for Children
(Meisgeier & Murphy, 1987) is a downward extension of
the Myers-Briggs Type Indicator (Briggs & Myers, 1983;
Myers & McCaulley, 1985), a widely used personality
test; both instruments are derived from Jung's theory of
psychological types. The Myers-Briggs has been typified
as "an excellent example of a construct-oriented test"
(Wiggins, 1989, p. 538) and "probably the most widely
used instrument for non-psychiatric populations in the
areas of clinical, counseling, and personality testing”
(DeVito, 1985, p. 1030). Meisgeier and Murphy (1987)
note the wide and diverse use of the Myers-Briggs for
counseling, career planning, staff and professional
development, education, and personal growth, and state:
"A similar approach describing individual differences is
at least as important {for children], and possibly much
more so. With children, the issues are related not only to
understanding the type of oneself and others, but also to
the development of type in healthy and functional ways"
(p.1). With the latter position serving as Meisgeier and
Murphy's (1987) rationale, and in view of their perception
that the "means to identify psychological type in children

Alan S. Kaufman is a Research Professor of Behavioral Studies
in the College of Education at The University of Alabama.
James E. McLean is a University Research Professor and the
Assistant Dean for Research and Service in the College of
Education at The University of Alabama. The authors wish to
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James E. McLean, Office of Research and Service, The
University of Alabama, Tuscaloosa, AL 35487-0231 (Internet:
JMCLEAN@UA1VM.UA.EDU).

have been practically nonexistent" (p. 1), they constructed
the Murphy-Meisgeier Type Inventory for Children,
Form D. The instrument is intended primarily for
children in grades 2 through 8, or approximately ages 7
to 15 years.

The Murphy-Meisgeier provides scores on the same
four Jung-inspired indices as the Myers-Briggs:
Extraversion-Introversion, Sensing-Intuition, Thinking-
Feeling, and Judging-Perceiving. But whereas research
has been plentiful on the Myers-Briggs (e.g., Carlson,
1985, 1989; Dilley, 1987; Lynch, 1985; Myers &
McCaulley, 1985), empirical studies have been notably
lacking on the Murphy-Meisgeier. The children's in-
ventory has advocates (Allen, 1989), but systematic
investigation of its validity seems to have been limited to
concurrent validity and canonical correlation studies
reported in Murphy's (1986) doctoral dissertation, in the
manual (Meisgeier & Murphy, 1987), and in an article
(Fourqurean, Meisgeier, & Swank, 1990). Criteria have
been measures of personality and learning styles; the
implications of the results of these studies are of limited
value for the counselor's and psychologist's understanding
of the meaning of the test scores.

The aim of this investigation was to study the
Murphy-Meisgeier for a sample of children ages 11 to 15
years who were tested during the nationwide standardi-
zation of the Kaufman Adolescent and Adult Intelligence
Test (KAIT; Kaufman & Kaufman, 1993). Just as the
Murphy-Meisgeier is a downward extension of the
Myers-Briggs, this study is a downward extension of
investigations that related the Myers-Briggs to the KAIT
for individuals aged 14 to 94 years (Kaufman, Kaufman,
& McLean, 1993; Kaufman, McLean, & Underwood,
1992, November). Those studies related Jungian type to
age, sex, race/ethnic group, and fluid and crystallized
intelligence on the KAIT. Results indicated that: (a) Age
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was significantly related to Judging-Perceiving, with
younger people tending to be more Perceiving and
middle-aged and elderly individuals tending to be more
Judging; (b) Sex was significantly related to Thinking-
Feeling, with females tending to score at the Feeling end
of the continuum and males tending to score at the
Thinking end; (c) Race/ethnic group also was signifi-
cantly related to Thinking-Feeling, with African-
Americans favoring a Thinking decision-making style,
and both Anglo-Americans and Hispanics split about
evenly between the two styles; (d) IQ level was
significantly related to Sensing-Intuition, with low
functioning and average ability individuals favoring
Sensing as a means of receiving information, and high
functioning people using the two functions for receiving
information about equally; and (e) the discrepancy
between fluid and crystallized intelligence did not relate
significantly to any typology (Kaufman et al., 1993;
Kaufman et al., 1992, November).

In the present study, Sex, Race/ethnic group, IQ
level, and Fluid-Crystallized discrepancy were investi-
gated, but chronological age was excluded from the
multivariate analyses because (a) the sample was quite
limited in its age range, and (b) its inclusion would have
resulted in cell sizes of zero. Nonetheless, the variable of
age was investigated informally by comparing the results
for 11-15 year-olds on the Murphy-Meisgeier with the
Myers-Briggs results for ages 14-19, 20-29, 30-49, and
50-94 (Kaufman et al., 1992, November).

The significant Sex main effect for the Thinking-
Feeling dimension in the Kaufman et al. (1992,
November) study is consistent with many other Myers-
Briggs findings (Myers & McCaulley, 1985), and a
similar result holds for the Murphy-Meisgeier (Meisgeier
& Murphy, 1987, Table 12). Consequently, significant
female-male differences on Thinking-Feeling were
hypothesized for the present sample of 11-15 year-olds.

On the Myers-Briggs, Anglo-Americans and His-
panics displayed similar typologies, but both ethnic
groups differed from African-Americans on the Thinking-
Feeling dimension (Kaufman et al., 1993). The
Thinking-greater-than-Feeling pattern on the Myers-
Briggs for African-Americans was obtained for a group
of high school students (Melear & Pitchford, 1991), but
not for a group of college students (Levy, Murphy, &
Carlson, 1972). Nonetheless, the latter investigation did
reveal dramatic ethnic differences when African-
American college students were compared to Anglo-
American college students, with the African-American
students evidencing a predominance of Sensing and
Judging types, relative to the Anglo-American students.
Consequently, significant Race/ethnic differences were

anticipated in the present study, especially for African-
Americans versus Anglo-Americans, on one or all of the
following indices: Thinking-Feeling, Sensing-Intuition,
Judging-Perceiving.

The relationship of high intelligence to relatively
high scores on Myers-Briggs Intuition has been demon-
strated with numerous group tests such as the Scholastic
Aptitude Test (SAT) for numerous adolescent and young
adult samples (Myers & McCaulley, 1985). The
Kaufman et al. (1992, November) study extended that
finding to the individually administered, clinically-
oriented KAIT, and to a broad age range from early
adolescence to old age. The significant relationship of
KAIT IQ level to Sensing-Intuition was observed for each
age group in the Kaufman et al. investigation (1992,
November), and a significant relationship was therefore
hypothesized for the 11-15 year-olds in the present
sample.

The KAIT provides measurement of fluid intelli-
gence, the ability to solve novel problems that are not
school taught, and of crystallized intelligence, the ability
to answer questions that depend on schooling and
acculturation for success. The discrepancy between these
two theoretical constructs, derived from the Horn-Cattell
theory of intelligence (Horn, 1989; Horn & Cattell, 1966,
1967), was anticipated by Kaufman et al. (1992,
November) to relate meaningfully to one or more of the
Jungian constructs measured by the Myers-Briggs. The
fact that the two sets of constructs did not relate signifi-
cantly leads to the hypothesis that Fluid-Crystallized
discrepancy will not emerge as a significant main effect
in the present analysis of the Murphy-Meisgeier.

Method

Subjects

Sample participants were 263 preadolescents and
adolescents aged 11 to 15 years (mean = 12.0, SD = 1.0).
The group included 122 females (46.4%) and 141 males
(53.6%), and was composed of 192 Anglo-Americans
(73.0%), 38 African-Americans (14.4%), and 33 His-
panics (12.6%). The small number of African-Americans
and Hispanics was a result of the sample mirroring the
national population. Mean age was 12.0 (SD = 0.9) for
females, 12.0 (SD = 1.0) for males, 12.0 (SD = 0.9) for
Anglo-Americans, 12.1 (SD = 1.0) for African-
Americans, and 12.1 (SD = 1.0) for Hispanics. Parents'
educational attainment was used to estimate socio-
economic status. Mean education for the total sample
was 13.6 years of schooling (SD = 2.8). Mean education
level was 13.6 (SD = 3.2) for females, 13.6 (SD = 2.5) for
males, 14.2 (SD = 2.3) for Anglo-Americans, 13.0 (SD =
2.6) for African-Americans, and 10.9 (SD = 3.8) for
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Hispanics. Data also were available on 20 "others" (e g.,
Native Americans, Asian-Americans), but they were not
included in this study because (a) its sample size was too
small for the MANOVAs and MANCOV As that were
conducted, and (b) it did not constitute a homogeneous or
meaningful Race/ethnic group. Data from two indi-
viduals ages 16-17 also were excluded because they were
older than the optimal age range proposed by the authors
of the Murphy-Meisgeier.

Subjects were tested throughout the United States
during the nationwide standardization of the KAIT
(Kaufman & Kaufman, 1993).

Instruments

Murphy-Meisgeier Type Indicator for Children,
Form D. The Murphy-Meisgeier (Meisgeier & Murphy,
1987) is a self-report inventory that provides scores on

the same four separate Jungian indices used by the ‘

Myers-Briggs (abbreviations for each preference are
shown in parentheses):

1. Extraversion (E)-Introversion (I), designed to
reflect whether a person is an extravert or introvert in
Jung's sense of these terms: Extraverts relate more easily
to the outer world of people and things whereas introverts
relate more easily to the inner world of concepts and
ideas.

2. Sensing (S)-Intuition (N), designed to reflect a
person's preference between two opposite ways of per-
ceiving: sensing (reports observable facts or happenings
through one or more of the five senses) versus intuition
(reports possibilities and relationships).

3. Thinking (T)-Feeling (F), designed to reflect a
person's preference between two opposite ways of judg-
ing: thinking (bases judgments on impersonal analysis
and logic) versus feeling (bases judgments on personal
values).

4. Judgment (J)-Perception (P), designed to reflect a
person's preference for dealing with the outer or extra-
verted world either by judgment or by perception; the one
who prefers judgment deals with the outer world by
thinking or feeling, whereas the one who prefers per-
ception deals with the outer world by sensing or intuition.

Individuals respond to 70 items that deal with incon-
sequential everyday events. As for the Myers-Briggs, sets
of items were developed for each of the four preference
scales; for each item, examinees must make a forced
choice between the poles of a particular index. Pref-
erence scores for each index are obtained by summing
item scores. Each item is weighted based on weights
derived from a discriminant analysis procedure. Scores
can range from 35 to 70 on E-I; from 44 to 88 on S-N and

J-P; and from 42 to 84 on T-F. Low scores indicate
preferences for the first-named pole of each scale (E, S,
T, or J) and high scores indicate preferences for the
second-named pole (I, N, F, or P). Unlike the
Myers-Briggs, the Murphy-Meisgeier does not "force"
one pole of each index to be the preference. For each
scale, there is a "U-Band" that indicates an undetermined
preference. These bands of "no preference" are as
follows for each index: E-1(47.7-52.3), S-N (64.4-69.6),
T-F (61.6-66.4), J-P (63.9-68.1). Preference scores less
than the lower bound of the U-Band are coded with the
first-named pole of the index; preference scores greater
than the upper bound are coded with the second-named
pole. Taken together, the four preferences denote the
person's "type," and are abbreviated as ENFP, ISTP,
INFJ, and so forth, similar to the Myers-Briggs. With the
Murphy-Meisgeier, however, types such as INUP or
UUTJ are possible, where "U" always denotes an
"Undetermined" preference. Both the letter designations
and the preference scores indicate the direction of the
preference, but neither one denotes the magnitude or level
of development of the preference. Meisgeier and Murphy
(1987) add, "Neither are scores used to reference any
norms; the [Murphy-Meisgeier] is not a normative
instrument”" (p. 9). Although not normed, substantial
samples of individuals from 2nd to 12th grade were used
to develop the instrument, with special emphasis placed
on the data obtained from 1,506 individuals from grades
2 to 8. The earlier forms of the Murphy-Meisgeier (A. B,
C) represent intermediate versions of the instrument that
were developed in the course of constructing Form D;
Form A was developed from an initial sample of 982
children in grades 3 to 5, and Forms B, C, and D were
developed from the subsequent sample of 1,506
individuals.

The Murphy-Meisgeier manual provides split-half
and test-retest reliability coefficients for the four indices.
Based on a total sample of 720 males and 645 females
between grades 2 and 8, the following split-half coeffi-
cients were obtained (the value for males is listed first,
followed by the value for females): Extraversion-
Introversion (.57/.63), Sensing-Intuition (.65/.68),
Thinking-Feeling (.59/.63), and Judgment-Perception
(.64/.61) (Meisgeier & Murphy, 1987, Table 10.2). The
coefficients for the separate grade levels are similar to
these overall values. Median test-retest coefficients for
579 of the 1,506 individuals who were retested after four
to five weeks are as follows: E-I(.61), S-N (.69), T-F
(.58), and J-P (.68) (Meisgeier & Murphy, 1987,
Table 18).
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Validity data for the Murphy-Meisgeier are meager,
basically a set of small to moderate correlations with the
Children's Personality Questionnaire (CPQ) scales and
factors, and with the Learning Preferences Inventory
scores; generally trivial and nonsignificant correlations
with the Learning Pattern Assessment; a series of
canonical variates based on canonical correlation analysis
of the Murphy-Meisgeier with the CPQ (Meisgeier &
Murphy, 1987, Table 24) and two learning preference
inventories (Fourqurean et al., 1990); and an attempt to
establish content validity by obtaining Likert ratings for
each Murphy-Meisgeier item from 21 individuals familiar
with the concepts of psychological type.

Kaufman Adolescent and Adult Intelligence Test
(KAIT). The KAIT (Kaufman & Kaufman, 1993) is a
new intelligence test for ages 11 to 85+ years that
provides Fluid, Crystallized, and Composite 1Qs, each
with a mean of 100 and standard deviation of 15, and
follows the theoretical model of Horn and Cattell (1966,
1967; Horn, 1989). Tasks were developed from the
models of Piaget's (1972) formal operations and Luria's
(1973) planning ability in an attempt to include
high-level, decision-making, adult-oriented tasks. Visual-
motor coordination and visual-motor speed are
deemphasized, although speed of problem solving is
required for several tasks. A Core Battery of six subtests
(three Crystallized, three Fluid) yields the three I1Qs; an
Expanded Battery of 10 subtests also includes alternate
Crystallized and Fluid subtests, and two tasks that
measure the delayed recall of information learned
previously in the examination. For the present study,
only the IQs were used as variables.

The KAIT was normed on 2,000 individuals aged 11
to 85+ years, and was stratified on the variables of age,
gender, race or ethnic group, geographic region, and
socioeconomic status (parental education for ages 11-24
years, self-education for ages 25 and above). Mean
split-half reliability coefficients were .95 for Crystallized
1Q, .95 for Fluid 1Q, and .97 for Composite IQ; for ages
11-14, mean values were .92, .94, and .96, respectively.
Mean test-retest reliability coefficients, based on 153
normal individuals aged 11-85+ retested after a one-
month interval, were as follows: Crystallized IQ (.94),
Fluid IQ (.87), and Composite IQ (.94). Values for ages
11-19 were .94, .85, and .95, respectively. Exploratory
and confirmatory factor analysis supported the construct
validity of the Crystallized and Fluid Scales and the
placement of subtests on each scale for each age group
including ages 11-14 years. Correlational analyses with
the WISC-R at ages 11-16 (N = 118) and the K-ABC at
ages 11-12 (N = 124) indicated that KAIT Composite 1Q

correlated .82 with Full Scale IQ, .66 with K-ABC Mental
Processing Composite, and .82 with K-ABC
Achievement.

Procedure

Data for this study were obtained during the
nationwide standardization of the KAIT between 1988
and 1991. Qualified examiners who were well trained in
the administration and interpretation of individual
intelligence tests administered the KAIT. Form D of the
Murphy-Meisgeier was self-administered by most
standardization subjects aged 11 to 14 years, and a few
age 15. All Murphy-Meisgeier record forms were
machine scored by Consulting Psychologists Press,
publisher of the Murphy-Meisgeier.

Data Analysis

Murphy-Meisgeier scores were reported in two
ways--categorically, to indicate the direction of the
person's preference on each index (if any), and
numerically via the "preference scores."

A multiple analysis of variance (MANOVA) was
conducted using the following independent variables:
Sex, Race/ethnic group (African-American/Anglo-
American/Hispanic), and intelligence level; dependent
variables were preference scores on the four Murphy-
Meisgeier indices. The total sample was divided into
three levels of intelligence: 110-160 (N = 62); 90-109 (N
=141); 40-89 (N = 60). The MANOVA was followed by
four univariate ANOVAs, one for each index.

Next, a MANCOVA was conducted using Sex,
Race/ethnic group, and Fluid-Crystallized IQ discrepancy
on the KAIT as independent variables and the four
Murphy-Meisgeier indices as dependent variables; educa-
tional attainment was the covariate (years of parents'
schooling). The total sample was divided into three
Fluid (F)-Crystallized (C) discrepancy categories: F>C
(N =50); F=C (N=174); and C> F (N = 39). The
average Fluid-Crystallized IQ discrepancy required for
statistical significance at the .05 level is 11 points for ages
11-14 (Kaufman & Kaufman, 1993), so differences of at
least 11 points in favor of Fluid IQ were needed to
classify a person as F > C; differences of at least 11
points in favor of Crystallized IQ were needed to classify
a person as C > F; and differences of 10 points or less
resulted in a classification of F = C. The MANCOVA
was followed by four univariate ANCOV As, one for each
index.

Educational attainment was used as a covariate in the
second set of analyses, but it was undesirable to use it in
the first set because education and intelligence are so
closely correlated (Kaufman, 1990, Chapter 6); any
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control for education in the initial analyses would have

compromised interpretation of the relationship of Table 2

intelligence level to Murphy-Meisgeier preferences. Wilks Lambda and F Statistics for Each Main Effect and
Interaction in the MANCOVA of the Four Indices of the

Results and Discussion Murphy-Meisgeier Type Indicator for Children

The results of the MANOVA are presented in Table

1, and the results of the MANCOVA are presented in Variable Wilks Lambda £
Table 2. The independent variable of Sex was significant ver
in the MANOVA (F = 7.20, p < .001) and remained ~ >°% . 910 395
significant when parents' education (an estimate of socio- ~ R2c¢ (Affican-American/Anglo/

economic status) was covaried in the MANCOVA Hispanic) 942 1.82
(F =5.95, p<.001). Race did not reach significance at  Fluid (F)-Crystallized (C) Discrepancy ~ .970 0.93
the .05 level in the MANOVA, and even though mean  Sex X Race 979 0.68
parental education differed substantially for the three =~ Sex X F-C 978 0.68
Race/ethnic groups (14.2 for Anglo-Americans, 13.0 for ~ Race XF-C .942 0.91
African-Americans, 10.9 for Hispanics), Race also was a Sex X Race X F-C .952 1.01
nonsignificant main effect in the MANCOVA. IQ level

was a nonsignificant main effect in the MANOVA; *p <.05 **p < 0] **xp < 001

Fluid-Crystallized discrepancy was a nonsignificant main
effec.t in the MANCOYA; and all mt.era.ctlons in both Note. Fluid (F)-Crystallized (C) Discrepancy equals:
multivariate analyses failed to reach significance at the g5 . Flid 1Q significantly (11+ pts) higher than

.05 level. Crystallized IQ (p <.05)
Follow-up ANOVAs and ANCOVAs were con- F=C: Fluid not significantly different from Crystallized 1Q--
ducted to determine which preference scales yielded less than 11 points difference in either direction.

C>F: Crystallized 1Q significantly (11+ pts.) higher than

significant main effects for Sex. Only Thinking-Feeling Fluid IQ (p < .05)

yielded a significant result in the ANOVA (F = 18.8,
p <.001) or ANCOVA (F=21.5,p <.001).

Mean preference scores on the four indexes are
presented for various subgroups in Table 3 to help clarify

Table 1 the significant main effect for Sex and to provide data for
Wilks Lambda and F Statistics for Each Main Effect the main effects that failed to reach significance.
and Interaction in the MANOVA of the Four Indices Although preference scores on the four indices are
of the Murphy-Meisgeier Type Indicator for Children desirable for conducting empirical research on the
Murphy-Meisgeier, the person's ratings are usually
Variable Wilks Lambda F reported categorically, in terms of the poles that best
typify his or her responses. Table 4 shows the percentage
Sex 894 7.20%*+ of individuals in the sample that were categorized at each
Race (African-American/Anglo/ polfa of the ff)ur in.dices, by sex, race, IQ level, and
Hispanic) 964 1.12 Fluid-Crystallized discrepancy.
IQ Level (40-89, 90-109, 110-160) 954 1.44 .
Sex X Race 953 1.46 Sex Differences

The significant Sex main effect reflects the fact that

Sex X1Q 954 (l):: females, more so than males, have a decided preference
Race X IQ 964 ' for Feeling rather than Thinking, i.e., they tend to base
Sex X Race X IQ .901 1.60

their judgments on personal values instead of on
impersonal analysis and logic. This sex difference is
*p <.05 **p<.01 ***p <.001 well-documented in the Myers-Briggs literature (Myers
& McCaulley, 1985), and was observed in the
Myers-Briggs/KAIT study at ages 14 to 94 years
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(Kaufman et al., 1992, November). The main difference
in the present finding is that both males and females
demonstrated a decided preference for Feeling over
Thinking (83/7 for females, 53/20 for males). With the
Myers-Briggs, males typically show a preference for
Thinking. In the Kaufman et al. (1992, November) study,
for example, 69% of males were classified as Thinking,
and 31% as Feeling.

However, the present finding for 11-15 year-olds
does accord well with data reported in the Murphy-
Meisgeier manual (Meisgeier & Murphy, 1987, Table 12)
for 820 males and 679 females in grades 2-8: The

for males. It is unclear whether the tendency for males to
display a Feeling preference on the Murphy-Meisgeier
but a Thinking preference on the Myers-Briggs is a
developmental difference pertaining to differences in
boys versus men, or a difference in the nature of the two
instruments used to study Jungian type. The Murphy-
Meisgeier manual fails to present any data for samples of
young adolescents who were administered both type
indicators; this lack is a serious one, because it impairs
the comparison of the present findings on all indices, and
for all variables, with data obtained with the same
variables on the Myers-Briggs.

Feeling-Thinking ratios were 81/8 for females and 51/23

Table 3
Means and Standard Deviations of Preference Scores on the Four Indices of the Murphy-Meisgeier Type
Indicator for Children, by Sex, Race, KAIT Composite IQ, and KAIT Fluid-Crystallized Discrepancy

Extravert-E Sensing-S Thinking-T Judging-J
Introvert-1 Intuition-N Feeling-F Perceiving-P

Variable/Group N Mean SD Mean SD Mean SD Mean SD
Sex

Female 122 46.3 6.5 65.7 8.8 72.6 6.6 69.8 9.1

Male 141 48.8 6.4 65.6 82 66.6 6.6 70.1 8.8
Race

Anglo-American 192 48.2 7.0 66.3 8.6 69.7 7.4 71.1 8.7

African-American 38 46.4 4.5 63.0 8.1 66.7 7.4 65.9 9.1

Hispanic 33 459 54 64.6 7.6 70.7 55 67.9 83
IQ Level

110-160 62 47.5 6.6 68.7 9.0 70.6 7.4 73.8 82

90-109 141 479 6.9 65.2 8.1 69.1 7.3 69.9 8.7

40-89 60 473 5.5 63.4 79 68.9 6.9 66.2 8.6
F-C Discrepancy

F>C 50 46.8 5.7 66.9 7.6 70.1 7.5 70.7 7.6

F=C 174 47.6 6.3 65.1 8.6 69.3 7.1 69.5 9.0

C>F 39 48.8 8.4 66.4 8.7 68.8 7.8 71.0 10.0
Total 263 47.7 6.5 65.6 8.5 69.4 72 70.0 89
(U-Band) (47.7-52.3) (64.4-69.6) (61.6-66.4) (63.9-68.1)
Midpoint 50 67 64 66

Note. F =Fluid. C = Crystallized. U-Band = Undetermined band. Scores below the lower range for each U-Band
denote preferences for the pole listed first for each index (Extravert, Sensing, Thinking, Judging); scores above the
upper range for each U-Band denote preferences for the pole listed second for each pair (Introvert, Intuition,
Feeling, Perceiving).
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Table 4

Percentage of Subjects Classified at Each Pole of the Four Indices of the Murphy-Meisgeier Type Indicator
for Children, by Sex, Race, KAIT Composite IQ, and KAIT Fluid-Crystallized Discrepancy

Extravert-E Sensing-S Thinking-T Judging-J

Variable Introvert-I Intuition-N Feeling-F Perceiving-P
Group N %E %I %S %N %T %F %] %P
Sex

Female 122 59.0 17.2 45.1 352 66 828 246 574

Male 141 454 284 433 270 19.9 532 227 589
Race

Anglo-American 192 484  28.1 40.1 344 15.1 69.8 18.8  63.0

African-American 38 60.5 7.9 60.5 21.0 158 474 42.1 42.1

Hispanic 33 60.6 12.1 48.5 212 3.0 727 303 48.5
IQ Level

110-160 62 51.6 226 29.0 484 97 710 11.3 75.8

90-109 60 496 248 475 255 16.3 66.0 227 56.7

40-89 141 56.7 200 S1.7 250 1.7  65.0 383 433
F-C Discrepancy

F>C 50 54.0 18.0 34.0 38.0 10.0 66.0 140 60.0

F=C 174 500 23.0 47.1 276 13.8  66.7 264  58.0

C>F 39 564 308 436 359 18.0 692 23.1 56.4
Total 263 51.7 232 44.1 308 13.7  66.9 236 582

Note. F =Fluid. C = Crystallized. The percents of individuals classified at each pole of a given index do not total 100
because some individuals are assigned an Undetermined classification. For example, 59.0% of females were classified
as extraverts and 17.2% as introverts, a total of 76.2%; therefore, 23.8% were classified as having an undetermined

preference.

Race Differences

The variable of Race was nonsignificant in the
multivariate analyses. With the Myers-Briggs, Race
was a significant main effect for Thinking-Feeling in an
analysis of African-Americans and Anglo-Americans
(Kaufman et al. 1992, November) and in an analysis of
African-Americans, Anglo-Americans, and Hispanics
(Kaufman et al., 1993). African-Americans tended to
prefer a Thinking style (71% Thinking/29% Feeling)
whereas both Anglo-Americans (48/52) and Hispanics

(43/57) were divided about equally on this dimension.
The Thinking-greater-than-Feeling result for African-
Americans also was evidenced in a study of the
Myers-Briggs with 134 African-American high school
students from North Carolina enrolled in five science
classes (Melear & Pitchford, 1991). For the Murphy-
Meisgeier, all three Race/ethnic groups demonstrated
a strong preference for the Feeling dimension (see
Table 4). The result is not statistically significant, but
note from Table 4 that African-Americans had a

Spring 1994

ERIC

IToxt Provided by ERI

43

47

RESEARCH IN THE SCHOOLS



ALAN S. KAUFMAN AND JAMES E. McLEAN

smaller percent classified as Feeling (47) than either
Anglo-Americans (70) or Hispanics (73), as was found
in the Kaufman et al. (1992, November) Myers-Briggs
study.

Levy, Murphy, and Carlson (1972) found dramatic
ethnic differences when they compared 758 African-
American college students to 3,916 Anglo-American
college students. African-American college students
had a predominance of Sensing and Judging types,
relative to their Anglo-American counterparts; this
finding held both for males and females. Again, the
data in Table 4 for Race represent nonsignificant
findings, but the trend is consistent with the Levy et al.
(1972) results: Among African-Americans, 60% were
Sensing types compared to 40% of Anglo-Americans;
and 42% of African-Americans were Judging types
compared to 19% of Anglo-Americans.

KAIT IQ Level and Fluid-Crystallized Discrepancy

The nonsignificant IQ level main effect for the
Murphy-Meisgeier differs from the significant main
effect that emerged in the Myers-Briggs/KAIT study
(Kaufman et al, 1992, November) for Sensing-
Intuition. In that study, people relied much more on
Sensing than Intuition if they had average intelligence
(72%/28%) or below average intelligence (86%/14%),
whereas people with high intelligence relied upon
Sensing (51%) and Intuition (49%) about equally.
Individuals with average or below average IQs tend to
perceive the environment by reporting observable facts
or happenings through one or more of the five senses;
they were much less likely than intelligent people to
report possibilities and relationships. Similarly, much
previous research indicated that the Sensing-Intuition
dimension, much more so than the other three
Myers-Briggs dimensions, was related to the cognitive
ability of adolescents and young adults on group-
administered tests such as the Scholastic Aptitude Test
and National Teacher's Examination, and on other
measures such as grade point average (Myers &
McCaulley, 1985; Pratt, Uhl, Roberts, & DeLucia,
1981; Schurr, Ruble, & Henriksen, 1988).

The investigation of the Murphy-Meisgeier does
not confirm these previous findings because of the
nonsignificant main effect for IQ level in the multi-
variate analyses. However, a trend evident in Table 4
conforms to the persistent Myers-Briggs finding of
greater dependency on an Intuitive perception of the
environment for bright, relative to less bright, indi-
viduals. Among individuals with IQs of 110 and
above, 48% were classified as Intuitive and 29% as
Sensing types; these percents were approximately

reversed for the other two IQ levels. The association of
high IQ with the Intuitive type is sensible in view of the
descriptions of the two types. Intuition is described
with statements such as "Focuses on concepts,” "Enjoys
learning new skills," and "Looks for new ways of doing
things"; Sensing is described with statements such as
"Likes things definite and measurable" and "Trusts
customary ways of doing things" (Murphy &
Meisgeier, 1987, Table 1).

The variable of Fluid-Crystallized discrepancy was
not significant in the multivariate analysis, and an
examination of Tables 3 and 4 reveals that the percents
classified at each pole of the typologies were quite
similar for the three discrepancy categories. These
results are quite consistent with the Myers-Briggs
findings (Kaufman et al,, 1992, November). They
suggest that for the entire adolescent and adult age
range covered by the KAIT, the Horn-Cattell constructs
of fluid and crystallized intelligence--as measured by
the KAIT scales of the same name--are apparently
independent of the Jungian constructs, as measured by
the Murphy-Meisgeier and Myers-Briggs.

Age Differences

The biggest age difference between the present
study and the previous Myers-Briggs study (Kaufman
etal., 1992, November) concerns the Thinking-Feeling
dimension. About 67% of 11-15 year-olds in this study
demonstrated a Feeling preference, and only about 14%
had a Thinking preference. To make these data more
comparable to Myers-Briggs data, the group of
Undetermined individuals should be eliminated from
consideration. When considering only those people
who received a classification, then 17% were cate-
gorized as Thinking and 83% as Feeling. The ratio of
83:17 Feeling-to-Thinking is far different from the ratio
of 52:48 for the youngest age group in the Kaufman et
al. (1992, November) study (14-19 years) and from the
adult age groups in that study (50:50 for 20-29 and
30-49, and 54:46 for 50-94). This difference may be
developmental, but as mentioned previously, no
equating study between the Myers-Briggs and Murphy-
Meisgeier has been made available; consequently, the
differences noted may be instrument-related and not
age-related. In addition to being composed of different
items, the two type indicators differ in their method of
assigning weights to items and in the decision of
whether or not to force people to be categorized at one
pole or the other.

Kaufman et al. (1992, November) identified one
significant main effect for Age in the Myers-Briggs
study--Judging-Perceiving, which resulted from an
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apparent age trend: People tended to become more
judging, and less perceiving, with increasing age.
Individuals aged 14-19 relied more on perception than
judgment, dealing with the outer world more by
sensing or intuition than by thinking or feeling. In
contrast, individuals aged 30 and above relied more on
judgment (what they think or feel) than on perception
(what they sense or intuit). If the Undetermined
category is eliminated, and the Murphy-Meisgeier
classifications are recomputed for Judging-Perceiving,
then the obtained percentages continue the significant
age relationship that was found in the Myers-Briggs, as
shown below (data for the Myers-Briggs are from
Kaufman et al., 1992, November):

Percent Percent Age
Test Judging Perceiving  Group
Murphy-Meisgeier 28.9 71.1 11-15
Myers-Briggs 394 60.6 14-19
Myers-Briggs 50.0 50.0 20-29
Myers-Briggs 62.3 37.7 30-49
Myers-Briggs 68.3 31.7 50-94

Age-difference data for eight age groups between
15-17 years and 60+ years from the Myers-Briggs data
bank for Form F (N>50,000) and Form G (N > 30,000)
(Myers & McCaulley, 1985, Appendix C) are quite
consistent with the age relationships depicted above.

The Murphy-Meisgeier manual (Meisgeier &
Murphy, 1987) discusses the importance of the
development of type, and states, "According to current
belief, the child's dominant type emerges sometime
between the ages of 6 and 14" (p. 7). The authors also
gathered data on a substantial sample of over 1,500
children in grades 2 to 12, and presented reliability
estimates for grades 2 through 8. Yet they did not
present any data for separate age or grade levels on the
four indices that would allow the examination of
possible developmental changes in typology. Such
data are needed. The present study afforded compar-
isons between 11-15 year-olds and several adolescent
and adult groups on the Myers-Briggs. But the present
age group was too narrow to permit meaningful
evaluation of age trends within the Murphy-Meisgeier.
Additional research on the Murphy-Meisgeier, with a
wide age range of children and adolescents, is essential
for proper interpretation of the instrument in school
settings.

Conclusions

The results of this study indicate that knowledge of
an individual's sex is an important aspect of interpret-
ing the Thinking-Feeling index on the Murphy-
Meisgeier, a finding that has been previously known
for this instrument, and is well-known for the
Myers-Briggs. However, knowledge of an individual's
KAIT Composite IQ, race or ethnic group, and
discrepancy between fluid and crystallized abilities will
not modify an examiner's interpretation of the inven-
tory. That is to say, individuals who administer the
Murphy-Meisgeier to preadolescents and young
adolescents are able to interpret the profiles in much
the same way regardless of the person's level of
intelligence, pattern of displaying that intelligence, or
racial/ethnic background. That degree of generaliz-
ability was not found to hold true for adolescents and
adults on the Myers-Briggs, since significant relation-
ships were obtained with Race/ethnic group (Kaufman
et al., 1993; Kaufman et al., 1992, November) and with
IQ level (Kaufman et al., 1992, November), as well as
with Sex and Age (Kaufman et al., 1992, November).
Whether the present findings with the Murphy-
Meisgeier apply to children below age 11 cannot be
answered by the present data.

Implications

The results of this study have implications for
classroom teachers, counselors, and other school
leadership personnel. A recent report commissioned by
the American Association of University Women
(AAUW) Educational Foundation titled How Schools
Shortchange Girls found that "despite a narrowing of
the 'gender gap' in verbal and mathematical per-
formance, girls are not doing as well as boys in our
nation's schools” (Wellesley College Center for
Research on Women, 1992, p. 16). In contrast to the
claims of some researchers (e.g., Jacklin, 1989) who
suggest that gender differences are inconsequential and
that gender research should cease, the report indicated
that gender differences in science achievement are not
decreasing and may be increasing. Even more relevant
to the present study was a finding that a decidedly
higher percentage of males had career plans for
engineering and the physical sciences while a higher
percentage of females planned on a career in the social
sciences (Wellesley College Center for Research on
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Women, 1992). The report also presented evidence
that there is no "math gene" to account for these
differences, a finding supported by Jacklin (1989).

It must be recognized that gender differences may
impact on learning. As found in this study, girls and
boys between the ages of 11 and 15 (fifth through ninth
grades) have real differences in how they make
judgments. The boys' approach may be more con-
ducive to success in math and science while the girls'
approach may be more conducive to success in the arts
and social sciences. If the results of the present study
are compared to those of adults (Kaufman et al., 1992,
November), the proportion of males who favor the
Feeling perspective is greatly reduced. A recom-
mendation of the AAUW report is that "testing and
assessment must serve as stepping stones not stop
signs" (The Wellesley College Center for Research on
Women, 1992, p. 87). With this recommendation in
mind, how can the results of this study help educators?
While the differences reported in this study are
statistically significant, there is a wide variability in
each gender. Therefore, consider administering the
Murphy-Meisgeier or Myers-Briggs to anyone who
might have difficulty in math/science or the arts/social
sciences to infer whether dimensions of personality are
influencing educational outcomes. This approach
would provide teachers and other educators with the
opportunity to provide appropriate interventions.

While it would be difficult to suggest specific
intervention strategies in these situations, a number of
ideas may help students with a preference for Feeling
or Thinking to understand and improve their function-
ing in the other direction on the continuum. Teachers
should offer equal opportunities with Feeling versus
Thinking reactions in the classroom. Studies (e.g.,
Van, 1992) have shown that individuals with a
preference for Thinking "meet with academic success
due, in large part, to their propensity for systematic
analysis and their ability to make decisions based on
pertinent facts. . . . Feeling types, however, want topics
they can care about and assignments that they believe
have value" (p. 23). Most questioning is geared to a
"one correct answer" response rather than open-ended
options, inviting responses mostly on the Thinking
level. One strategy would be to have more open-ended
questions, call on individual students one at a time, and
provide adequate time for response. More oppor-
tunities could be offered for multisensory options in
evaluation and class assignments (e.g., acting the scene
in history or drawing a mural versus talking or short
answer tests). The current trend toward cooperative
learning gives students the chance to work together;

girls who show a preference for Feeling can add that
perspective to group discussions rather than relying on
teacher lecture with student response (often geared to
the Thinking perspective).

The traditional approaches to math and science
reinforce the Thinking perspective. Alternative teach-
ing methods and philosophies (e.g., constructivist view
of knowledge) encourage teachers and students to
consider the Feeling perspective. Research (Bailey,
1993) shows that teachers (both male and female) give
preference to males in the classroom and this is even
more pronounced in science classes. In recognizing the
Feeling perspective, teachers should allow time and
make efforts to give equal opportunities to all students.

Parents should not be left out of the picture.
Parents as well as teachers should model both Thinking
and Feeling strategies without regard to the sex of the
child. Fathers should try to model Feeling processes
and mothers Thinking. Male teachers should allow
opportunities for students to see them "talking through"
the Feeling process. In other words, both teachers and
parents can avoid influencing only one
Thinking/Feeling preference in children of each sex.
Findings such as those from the present study should be
used in conjunction with appropriate intervention
strategies to reduce gender inequities. Understanding
that the root of many of these inequities may be a
personality trait could help to reduce this gap.
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A Comparison of Two Procedures, the Mahalanobis Distance
And the Andrews-Pregibon Statistic, for Identifying Multivariate Qutliers

Michele Glankler Jarrell

The purpose of this study was to compare two procedures, the Mahalanobis distance and the Andrews-Pregibon statistic,

for identifying multivariate outliers under varying conditions of extremeness and dimension. The null hypotheses were
whether there would be a significant difference between procedures, between degrees of extremeness, and among
dimensions in identifying outliers. From a three-dimensional multivariate normal population, 1,100 samples were
computer-generated. Outliers were induced according to varying combinations of extremeness and dimension, producing
6,600 samples. Each procedure was run; data on outliers were compiled; and ANOVA was run with false outliers and
total outliers identified as dependent variables. The procedures, degrees of extremeness, and dimensions were all
statistically significant. The results were analyzed for practical significance using eta-square. Procedure accounted for
less than 1% of the variability. There was a significant difference between degrees of extremeness and among dimensions.
The conclusion is that choice of procedure is not critical. Both procedures identified valid data points as outliers. Due
to these results with false outliers as the dependent variable, it is recommended that the researcher investigate the results
of any outlier identification procedure before determining the fate of suspect observations.

Introduction

Examination of outliers is an essential part of any
analysis, univariate or multivariate. The results of many
classical statistical procedures can be distorted by the
occurrence of outliers; "estimators that are optimal under
a Gaussian [normal] assumption are very vulnerable to
the effects of outliers” (Wainer, 1976, p. 285); therefore
the identification and possible removal or accommodation
of outliers are important considerations. Often the outli-
ers may be the point of interest, as in identifying
exceptional schools in a system or exceptional teachers in
afield. An outlier may simply be the result of an error in
observation or data entry; in this case, identification
would permit the researcher to make appropriate
corrections. Gnanadesikan (1977) stated that "the conse-
quences of having defective responses are intrinsically
more complex in a multivariate sample” (p. 271) than in
a univariate sample.

"QOutliers occur very frequently in real data" ac-
cording to Rousseeuw and Leroy (1987, p. vii). Huber
(1977) stated that having 5% to 10% "wrong values”
(p. 3) is the norm. Thus, procedures for finding these
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outlying values and for deciding how to handle them are
essential. Whatever the cause of the outliers, we must
identify them in order to decide how best to deal with
them in the statistical analysis. Wood (1983) saw three
possibilities for dealing with outliers after they have been
identified: remove them from the data set, keep them in
order to extend our range of knowledge, or modify the
model to accommodate them. Chatterjee and Hadi (1988)
recommended the outliers be examined for "accuracy . . .,
relevancy . . ., or special significance” (p. 182).

Outliers require consideration; as several authors
have indicated, they are an unavoidable problem (Barnett
& Lewis, 1978; Douzenis & Rakow, 1987; Huber, 1977).
If one deals with data, one must be able to identify
outliers and to decide how to treat them. Data are often
scanned into a computer file for analysis thereby
becoming "invisible” (Gentleman & Wilk, 1975, p. 387),
or data are in such large quantities that they are impossi-
ble to inspect visually. Procedures to identify possible
outliers in large multivariate data sets are a necessity.

Definitions of Outlier

Many of the researchers who have dealt with the
problem of outliers have based their work on a subjective
definition of an outlier. Outliers have been seen as values
that are "dubious in the eyes of the analyst" (Dixon, 1950,
p. 488) or that appear "to deviate markedly from other
members of the sample” (Grubbs, 1969, p. 1); and
Elashoff and Elashoff (1970) stated outliers are obser-
vations that are "extreme in some sense” (p. 4). Many
other researchers have used the same basic definition
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(Barnett, 1978; Barnett & Lewis, 1978; Pascale & Lovas,
1976; Rasmussen, 1988; Robertson, 1987).

Guttman (1973) saw an outlier as a spurious obser-
vation that did not come from a N(p,0?) population.
Gentleman and Wilk (1975) pointed out that an outlier
could be an outlier only "relative to some prespecified
model or theory . . ." (p. 389). Hawkins (1980) defined
multivariate outliers as "values with high probabilities of
occurring where the probability density of the true
distribution is low, remote from the main body of data"
(p. 104).

Many definitions are based on the type of analysis;
for instance, in a regression analysis, an outlier is a value
which deviates from the regression line (Douzenis &
Rakow, 1987) or one with a high residual (Chatterjee &
Hadi, 1988). Rousseeuw and van Zomeren (1990) see
outliers as "observations that deviate from the model
suggested by the majority of the point cloud " (p. 651).

Causes of Outliers

Among the most commonly cited reasons for the
occurrence of outliers in data are errors in collecting, re-
cording, coding, or entering data, and deviations from the
experimental design (Chatterjee & Hadi, 1988; Douzenis
& Rakow, 1987; Portnoy, 1988; Seber, 1984); Barnett
and Lewis (1978) referred to these as human error and
ignorance. These are the outliers that require identifica-
tion in order to be corrected or rejected. Some outliers
occur due to violations of the assumptions; they may
indicate the model is not an appropriate one for the data,
and they will affect the inferences drawn from the
procedures used. Outliers may be due to the "variability
inherent in the data” (Grubbs, 1969, p. 1) as with data
from a "heavy tailed distribution such as Student's ¢"
(Hawkins, 1980, p. 1); in this case, the "outliers" are
actually valid data points and should not be deleted. Data
may actually be from two populations with different
distributions, in which case the outliers would be obser-
vations not from the basic distribution. These outliers
should be rejected or given small weights (Hawkins,
1980).

Identification of Outliers

Identification of outliers is critical because "many of
the standard multivariate methods are derived under the
assumption of normality and the presence of outliers will
strongly affect inferences made from normal-based
procedures" (Schwager & Margolin, 1982, p. 943).

There are several procedures for the identification
of multivariate outliers, each with its adherents and
detractors (Comrey, 1985; Grubbs, 1969). The question

addressed in this study will be how two procedures, the
Mabhalanobis distance and the Andrews-Pregibon statistic,
compare in detecting outliers in a multivariate normal
population under varying conditions. These two proce-
dures were selected for two reasons: Since one procedure
is based on distance and the other on volume, they should
identify the same or similar observations as outliers; and
both of the procedures are easily programmed on the
computer.

Purpose of the Study

Presently, many authors suggest that researchers use
one or more procedures for identifying outliers before
performing their statistical analyses (Gnanadesikan &
Kettenring, 1972; Krzanowski, 1988; Stevens, 1984).
Outliers and influential data can be the most important
data in an analysis and are deserving of special attention
according to Gray (1989). The points classified as
outliers may differ dramatically according to which iden-
tification procedure is used.

This study used a factorial design to compare the
results of two procedures for identifying multivariate
outliers under varying conditions. Results were analyzed
for the total number of outliers identified and for the
number of false outliers identified. Simulated data were
generated by computer and were limited to three
dimensions (e.g., three uncorrelated variables). Using
known population parameters, 1,100 samples of size 150
were generated. A sample size of 150 was selected to
approximate the sample size of many studies in the
behavioral sciences. Outliers were induced by replacing
randomly selected data points in each sample with plus or
minus the value of three or six standard deviations from
the mean. The samples had outliers induced into one
dimension; then the samples had outliers induced into two
dimensions; and finally the samples had outliers induced
into all three dimensions. Both procedures were used on
all samples.

Definition of Terms

Outlier. An extreme observation, either high or low,
which does not conform to the distribution of the majority
of observations in the sample. An observation from a
distribution with different parameters than the majority of
the observations. For the purpose of this study, an outlier
will be defined as a data point plus or minus either three
or six standard deviations.

False outlier. An observation occurring naturally in
the population but identified by the procedure as an
outlier.

RESEARCH IN THE SCHOOLS

= 3 Spring 1994



Q

IDENTIFYING MULTIVARIATE OUTLIERS

Hypotheses

The study tested the following null hypotheses using
as dependent variables both the total number of outliers
detected and the number of false outliers detected. The
total number of outliers included both the induced outliers
and the false outliers.

Ho,: There will be no significant differences at the
.05 level between the two procedures in
detecting outliers.
Ho,: There will be no significant differences at the
.05 level between the "Three Standard
Deviation" and the "Six Standard Deviation"
outlier groups in the number of outliers
detected.
Ho,: There will be no significant differences in the
number of outliers detected at the .05 level
among the groups with outliers in one, two,
and three dimensions.

As the performance of the two procedures was the main
interest of this study, there were no hypotheses about the
interaction effects.

Method

Type of Study

This was an empirical study that used computer
generated data. Shapiro, Wilk, and Chen (1968) found
that "empirical sampling using a high speed computer can
provide a very useful general guide on sensitivity prop-
erties even with a few Monte Carlo runs (e.g., 100, 200,
or 500)" (p. 1371). Two methods of detecting
multivariate outliers, the Mahalanobis distance and the
Andrews-Pregibon statistic, were compared under vary-
ing conditions for a set of population parameters. The
population was a large three dimensional multivariate
normal data set with known means and variances.

Generation of Data

The data set was generated using a FORTRAN
program on the IBM 3090/400E computer at The
University of Alabama Seebeck Computer Center.
Morris (1975) recommended using his FORTRAN
program to generate data for use in Monte Carlo studies;
the program creates a population with the desired centroid
and covariance matrix. Using the population parameters,
1,100 random samples were generated. Setting o at the

maximum value of .5 and solving the formula

bound of error (BOE) = 2

+

for n, a BOE of .05 required an » of 400, and a BOE of
.04 required an » of 625. Using 1,100 samples gave a
bound on the error of between .03 and .301 or 3 and 3.1
percentage points. The 1,100 random samples from the
population were generated on the computer after setting
the population parameters in the FORTRAN program. In
order to generate data that were consistent with the type
of data a behavioral scientist would see, the population
parameters used in the study were those of the standard
score distribution, that is, multivariate normal (0,1).
These population parameters provided for simplicity of
interpretation.

The sample sizes were 150. In order to induce
outliers in the samples, the following method was used.
The standard deviations obtained from the selected
population parameters were multiplied by three and by
six to obtain constants that replaced, as a positive or
negative value, eight observations in the original samples.
According to Huber (1977), 5% to 10% of values might
be outliers, therefore 8 outliers (5%) were induced in each
sample of 150. Since the samples were randomly gen-
erated, the first eight observations in each sample were
replaced. For the samples with outliers in one dimension,
the appropriate constant (3o or 6 of the first variable)
replaced the first variable of four observations, and the
negative of the appropriate constant replaced the first
variable of four observations. For the samples with out-
liers in two dimensions, the appropriate constants (3o or
60 of the first and second variables) replaced the first two
variables of two observations; the negative of the constant
replaced the first two variables of two observations; the
constant replaced the first, and the negative constant
replaced the second variable of two observations; and the
negative constant replaced the first, and the constant
replaced the second variable of two observations. For
samples with outliers in three dimensions, each of eight
multivariate outliers was induced according to a different
pattern. The appropriate constants (3o or 60 of the three
variables) replaced all three variables in one observation,
and the negative constants replaced all three variables in
one observation. In one observation, the constants
replaced the first two variables, and the negative constant
replaced the third; in one observation, the constant
replaced the first variable, and the negative constants
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replaced the last two; in one observation, the negative
constant replaced the first variable, and the constants
replaced the last two; in one observation, the negative
constants replaced the first two variables, and the constant
replaced the third. In one observation, the constants
replaced the first and third variables, and the negative
constants replaced the second; in one observation, the
negative constants replaced the first and third variables,
and the constant replaced the second. Table 1 illustrates
the pattern for inducing outliers.

Each sample was manipulated in terms of the
number of dimensions and the extremeness of the
outliers; therefore, there were actually six outlier samples
produced from each original sample.

Table 1
Clustering of Outliers According to Dimensions

Dimension
One Two Three
+ + + + + +
+ + + - - -
+ - - + + -
+ - - - - 4+
- + - + - -
- + - -+ +
- - + + - +
- -+ -+ -

where + is X = + 3¢ or X =+ 60 and
where - is x5 =- 30 or X = - 60

The data were generated on an IBM 3090\400E
mainframe computer using a REXX executable file
(International Business Machines, 1988a; International
Business Machines, 1988b) to run several SAS programs
(SAS Institute Inc., 1990a; SAS Institute Inc., 1990b) and
a FORTRAN program. Eleven hundred samples of n =
150 and dimension = 3 were generated from a multi-
variate normal (0,1) population using a FORTRAN
program developed by Morris (1975). The Mahalanobis
distance (Stevens, 1984) and the Andrews-Pregibon
statistic (Andrews & Pregibon, 1978) were calculated for
each observation in each sample. A data file was created
with the statistics and the row number from the matrix for
each of the two procedures for each sample.

The FORTRAN data listing was transformed into
SAS/IML matrix form and written into a data file. The
SAS program that calculated the Mahalanobis distance
was edited using an executable file that substituted the
new data matrix during each run through the programs.
When the SAS program was run, it induced the outliers
into the data matrix, calculated the Mahalanobis
distances, and produced a listing of the distances for the
matrix. Another SAS program read the output and ap-
pended the data to a data file if the Mahalanobis distance
met or exceeded the critical value; therefore, after the
1,100 runs through the REXX executable file, there was
one data file containing the Mahalanobis distance and
row number for each observation identified as an outlier.
The SAS program that ran the Andrews-Pregibon statistic
on the matrix was edited using an executable file that
substituted the new data matrix during each run through
the program. When the SAS program was run, it deleted
one observation at a time from the data matrix, calculated
the Andrews-Pregibon statistic, and produced a listing of
the statistics and the row number from the matrix.
Another SAS program read the output and appended the
data to a data file if the Andrews-Pregibon statistic was
equal to or less than the critical value; therefore, after the
1,100 runs through the REXX executable file, there was
one file containing the Andrews-Pregibon ratio and the
row number for each observation identified as an outlier.

The two data files containing the Mahalanobis and
Andrews-Pregibon outlier data were downloaded to a
microcomputer. Two BASIC programs were run. The
first program read the Mahalanobis outlier data and pro-
duced another data file containing the sample number and
the number of false outliers, induced outliers, and total
outliers identified under each combination of extremeness
and dimensionality. Thus, for each sample there were six
lines in the output data file. The second BASIC program
did the same thing for the Andrews-Pregibon outlier
data. Data lines in the output files were coded "1" for
Mahalanobis data and "2" for Andrews-Pregibon data,
then the Andrews-Pregibon data were appended to the
Mabhalanobis data forming a single data file. This file was
uploaded to the mainframe and sorted by procedure and
sample. The sorted file contained 12 lines of data for
each of the 1,100 samples.

Outlier Identification Procedures

The first procedure, the Mahalanobis distance, gives
the "distance from the case to the centroid of all cases for
the predictor variables" (Stevens, 1984, p. 339). A large
distance in relation to the other distances obtained
indicates an outlier. This distance also measures an
observation's leverage (Chatterjee & Hadi, 1988). The
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Mahalanobis distance, D/, is expressed in terms of the
covariance matrix S:

D= (X XS~ (X, %)

In this formula, X; is the vector of data for case /, and X is
the vector of means for the predictors. Under the as-
sumption that the predictors came from a multivariate
normal population, the critical values of D, are given by
Barnett and Lewis (1978) for alpha = .05 and .01 and for
p =210 5, where p is the number of dimensions.

For each sample, the induced outliers were added in
one dimension for the first degree of extremeness (i.e.,
three standard deviations), the Mahalanobis distance was
calculated, and a vector of the values was printed. The
vector of Mahalanobis distances was read, and any value
equal to or exceeding the critical value of 7.81473
(Tabachnick & Fidell, 1983, p. 479) was printed with the
row number indicating which observation it had iden-
tified. The same procedure was followed for each of the
dimensions and each degree of extremeness. Therefore,
for each of the 1,100 samples, there was a listing of the
possible outliers with their corresponding Mahalanobis
distance for each of the six possible combinations of
dimensionality and extremeness.

The second procedure, the Andrews-Pregibon sta-
tistic, is based on the volume of the confidence ellipsoid.
Andrews and Pregibon (1978) stated that this procedure
identifies observations that are potential outliers and that
are influential on the linear model estimates. The
Andrews-Pregibon ratio is expressed as:

det (X'x )

(OO
det(x 'x)

AP

where det is the determinant of the matrix that results
from multiplying the two matrices, XT is the transpose of
the X matrix, X", is the transpose of the X matrix with the
ith observation deleted, and Xj; is the X matrix with the
ith observation deleted.

For each sample the induced outliers were added in
one dimension for the first degree of extremeness, i.e.,
three standard deviations, the Andrews-Pregibon statistic
was calculated, and a vector of the values was printed.
The vector of Andrews-Pregibon statistics was read, and
any value less than or equal to the critical value of 0.9484
(Jarrell, 1991) was printed with the row number indi-
cating which observation it had identified. The same pro-
cedure was followed for each of the dimensions and each
degree of extremeness. Therefore, for each of the 1,100

samples, there was a listing of the possible outliers with
their corresponding Andrews-Pregibon statistic for each
of the six possible combinations of dimensionality and
extremeness.

Data Analysis

Analysis of variance was run using the total number
of outliers identified in each sample by the two pro-
cedures and the number of false outliers identified in each
sample by the two procedures as the dependent variables.
The independent variables were the outlier identification
procedure, the extremeness of the outliers, and the
number of dimensions in which the outliers occurred.
The data were entered in a factorial design with procedure
crossed with extremeness of outliers and with number of
dimensions in which the outliers occurred. The data were
analyzed according to the recommendations of Looney
and Stanley (1989) and Barcikowski and Robey (1984).

The research design layout is shown in Table 2.

Table 2
Research Design Matrix

One Two Three
Extremeness 3o 6o 30 6o 30 6o
Procedure 12 12 12 12 1212

Dimensions

Sample,

Sample, 140

Tukey's Honestly Significant Difference (HSD)
Procedure (SAS Institute, 1990c) was run on the main
effect of dimensionality in order to compute the minimum
significant difference.

Results

The analysis of variance procedure was run on the
data generated by the two outlier identification pro-
cedures to partition the variance accounted for by the
design. As expected, the large sample size (n = 1,100)
resulted in all the statistical tests being significant at the
p <0.0001 level; therefore, interpretation of the study is
based on practical significance as indexed by eta-square
rather than on statistical significance. An' eta-square
greater than or equal to .10 (10%) is considered to be
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significant. In terms of practical significance, only the
main effects and one two-way interaction were found to
be significant. Results were analyzed separately for the
two dependent variables, the number of false outliers
identified, and the total number of outliers identified.

False Outliers

For the false outliers identified, the overall model
and each of the variables were statistically significant at
the 0.0001 level. The F-value for each variable is listed
in Table 3. The overall model accounted for 84.4% of the
total variability; subtracting the variability accounted for
by the sample (7.9%) leaves 76.2% accounted for by
dimensionality (18.6%), degree of extremeness (47.3%),
and the interaction of dimensionality and extremeness
(10.3%). The procedure for identifying outliers account-
ed for less than 1% of the variability, as did the inter-
actions of procedure with dimensionality, procedure with
extremeness, and the three-way interaction of procedure,
dimensionality, and extremeness.

Table 3
ANOV A Summary Table for False Outliers

Identifying false outliers represents error on the part
of the outlier identification procedures. In a practical
sense, the choice of procedure was not an issue; although
statistically significant, the choice of procedure accounted
for only about one-tenth of one percent of the variability.
The degree of extremeness of the outliers accounted for
most of the variability in the model. The six standard
deviations and the three standard deviations degree of
extremeness were significantly different at the 0.0001
level and accounted for about 47% of the variability. The
dimensionality accounted for a significant amount of the
variability. There was a significant difference between
the two procedures and between the two degrees of
extremeness, and Tukey's HSD at the .05 level showed a
minimum significant difference of 0.0397 among the
three dimensions. Values obtained for Tukey's HSD can
be found in Table 4.

Table 4
Tukey's HSD for False Outliers

Dimensionality Mean *
1 2.58409 Minimum significant
2 1.61045 difference = 0.0397
3 0.55432

* All means are significantly different

An inspection of several of the data sets showed that
both outlier identification procedures selected similar
numbers of false outliers in each of the six combinations
of dimensionality and extremeness and many times se-
lected the same observations as outliers. Table 5 lists the
means and standard deviations for the number of false
outliers identified by the procedures.

Total Outliers

For the total number of outliers identified, the overall
model and each of the variables were statistically signif-
icant at the 0.0001 level. The F-value for each variable
is listed in Table 6. The overall model accounted for 61%
of the total variability; subtracting the variability account-
ed for by the sample (17.5%) leaves 42.7% accounted for
by dimensionality (10.7%), degree of extremeness
(18.1%), and the interaction of dimensionality and
extremeness (13.9%). The procedure accounted for less
than 1% of the variability, as did the interactions of pro-
cedure with dimensionality, procedure with extremeness,
and the three-way interaction of procedure, dimen-
sionality, and extremeness.

Sumof Mean R-
Source df Squares Square F Value Square
Model 1110 4121599  37.13 58.85* 0.8438
Error 12089 7627.18 0.63
Corrected
Total 13199  48843.16

Sumof Mean R-
Source df Squares Square F Value Square
Dimensionality 2 9068.94 4534.47 7189.09* 0.1857
Extremeness 1 23108.05 23108.05 3984.48* 0.4731
Ext X Dim 2 5027.77 2513.89 3964.48* 0.1029
Procedure 1 54.61 54.81  86.55* 0.0011
Dim X Proc 2 32.50 16.25  25.75* 0.0007
Ext X Proc 1 34.93 3493  5536* 0.0007
Ext X Dim

X Proc 2 26.28 13.14  20.83* 0.0005

Sample 1099 3862.91 3.51 557 0.0791
* p<0.0001
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Table 5
Means and Standard Deviations for False Outliers

extremeness and between the two outlier identification
procedures. With a minimum significant difference of
0.0495, the two-dimension group was significantly
different from the one- and three-dimension groups; the

Standard . . e
Procedure  Dimension Extremeness Mean* Deviaton  ONe and three-dunen§1on groups were not significantly
different. Values obtained for Tukey's HSD can be found
Mahalanobis 1 30 4.38 1.43 in Table 7.
Andrews-Pregibon | 30 4.87 1.52
Mahalanobis 2 30 2.94 1.19
Andrews-Pregibon 2 30 3.06 1.24 Table 7
Mahalanobis 3 30 1.05 0.90 Tukey's HSD for Total Outliers
Andrews-Pregibon 3 30 1.13 0.95
Mahalanobis 1 60 0.52 0.70 . . .
Andrews-Pregibon 1 60 0.56 073  Dimensionality — Mean®
Mahalanobis 2 60 0.20 0.40
Andrews-Pregibon 2 6o 0.24 0.43 2 A 9.61045 Minimum significant
Mahalanobis 3 60 0.02 0.14 1 B 855727 difference = 0.0495
Andrews-Pregibon 3 60 0.02 0.14 3 B 855432
* All means are based on n's of 1,100
* Means with the same letter are not significantly different
Table 6
ANOVA Summary Table for Total Outliers An inspection of several of the data sets showed that
Sum of Mean R- poth outlier.ider.ltiﬁcati.on procedures .se.lected all the
Source df  Squares Square FValue Square induced outliers in the six standard deviation group and
in the two and three dimension groups of three standard
Model 1110 1870342 1685 17.16*  0.6118  devyiations. The two procedures selected the same obser-
Error 12089 11868.27  0.9817 vations as outliers in the one dimension three standard
Corrected deviation group. The one dimension three standard
Total 13199  30571.69 . . . .
deviation group is the only place in which the procedures
Sum of Mean R- did not find all the induced outliers. Table 8 lists the
Source df Squares Square F Value Square means and standard deviations for the total number of
outliers identified by the procedures in the various
Dimensionality 2  3262.78 1631.39 1661.73* 0.1067 combinations of dimensionality and extremeness.
Extremeness 1 5534.18 5534.18 5637.11* 0.1810
Ext X Dim 2 4250.82 2125.41 2164.94* 0.1390 Table 8
*
gri(r)::e)((iuf’rfoc ; 33(5),1/ g?/g; g,l,,llg,, 88853 Means and Standard Deviations for Total Outliers
Ext X Proc 1 63.70 63.70  64.89* 0.0021
Ext X Dim _ Standard
X Proc 2 64.91 32.45 33.06* 0.0021 Procedure Dimension Extremeness Mean* Deviation
Sample 1099  5363.44 4.88 4.97* 0.1754 Mahalanobis 1 30 8.22 228
Andrews-Pregibon 1 30 8.93 2.10
* p < 0.0001 Mahalanobis 2 3o 1094 119
Andrews-Pregibon 2 30 11.06 1.24
In identifying total outliers, the choice of outlier Mahalanobis . 3 3o 9.05 0.90
. . . . Andrews-Pregibon 3 30 9.13 0.95
identification procedures was not an issue; although Mahalanobis : 60 8.5 0.70
statistically significant, the choice of procedure accounted Andrews-Pregibon 1 60 8:56 0273
for less than three-tenths of 1% of the total variability.  Mahalanobis 2 60 8.20 0.40
The degree of extremeness of the outliers accounted for Andrews-Pregibon 2 60 824 0.43
most of the variability in the model; and the dimension-  Mahalanobis 3 60 8.02 0.14
ality accounted for a significant amount. There was a  Andrews-Pregibon 3 6o 8.02 0.14
significant difference between the two degrees of  * All means are based on #'s of 1,100
55 RESEARCH IN THE SCHOOLS
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Conclusions and Discussion

Conclusions

With the two procedures in this study, the Mahala-
nobis distance and the Andrews-Pregibon statistic, there
was a significant difference at the 0.0001 level in de-
tecting both total outliers and false outliers; however,
statistical significance was anticipated due to the large
number of samples. The two procedures used in this
study produced similar results. The squared distance
from the centroid (the Mahalanobis distance) and the
volume of the confidence ellipsoid with the observation
deleted (the Andrews-Pregibon ratio) are both measures
of the distance of the observation from the center of the
multivariate distribution. In terms of practical signifi-
cance, the outlier identification procedure accounted for
less than 1% of the variability in the model; therefore,
other than ease of calculation, there is no reason to choose
one procedure over the other procedure. Some statistical
packages, such as SPSSX, calculate the Mahalanobis
distance, while no commercial package calculates the
Andrews-Pregibon statistic. However, using SAS/IML
(SAS Institute, 1990b), both procedures can be calculated
quickly and efficiently.

The extremeness of the outliers, three or six standard
deviations, accounted for 47.3% of the variability using
false outliers as the dependent variable and 18.1% of the
variability using total outliers as the dependent variable.
Both degrees of extremeness were found to be significant
at the 0.0001 level; there was a significant difference
between the two degrees of extremeness in the number of
outliers detected. With either false outliers or total outli-
ers as the dependent variable, the three standard deviation
degree of extremeness showed an honestly significant
difference from the six standard deviation degree of
extremeness. The mean number of outliers identified in
the three standard deviation group was higher than that in
the six standard deviation group for both false and total
outliers.

The dimensionality, outliers occurring in one, two, or
three dimensions, accounted for 18.6% of the variability
using false outliers as the dependent variable and 10.7%
of the variability using total outliers as the dependent
variable. All three of the dimensions were found to be
significantly different at the 0.0001 level. There was a
significant difference among the one-, two-, and
three-dimension groups in the number of false outliers
detected. There was an honestly significant difference
between the two-dimension group and the one- and the
three-dimension groups in the number of total outliers
detected.

Discussion

It is important to realize that an "outlier" as identified
by these two procedures is simply an observation that
does not fit the distribution of the other scores. It must be
verified that the observations which are identified are true
outliers based on an error of measurement, recording,
coding, or a deviation from the design.

The choice of an outlier detection procedure does not
seem to be a major consideration for the researcher in a
situation similar to what was modeled here. It is impor-
tant for the researcher to be familiar with the data being
analyzed and with the procedure being used. He or she
must be able to take the observations that are identified as
possible outliers by the selected procedure and to exam-
ine those observations in order to determine their validity.
The decision of whether to accommodate or to reject an
observation identified as an outlier must be a careful one.
Both procedures in this study identified valid data points
as outliers. The presence of these false outliers under-
scores the necessity of examining the outliers on an
individual basis in order to verify that the observation is,
in fact, an outlier. Deleting or weighting an observation
strictly on the basis of an outlier identification procedure
could lead to a loss of valid data. Accepting the results of
a procedure without further investigation could lead to
invalid results and inferences.

Both procedures identified data points three standard
deviations from the mean as outliers. Although the
probability of an observation three standard deviations
from the mean occurring in normally distributed data is
small, the observation could still be from the same
distribution; in fact, not having any observations three
standard deviations from the mean could signal a problem
with the data. Three and six standard deviations were
chosen as the degrees of extremeness for this study. In
retrospect, three standard deviations was probably not the
best choice.

Recommendations for Further Research

Both of the procedures studied were based on dis-
tance, distance from the centroid and volume of the
confidence ellipsoid. Procedures based on different
criteria should be studied as they might produce different
results. Many procedures are suggested in the literature;
several graphical procedures are available. The decision
of which procedure to use should be based on the
researcher's knowledge of the procedure, the computer
resources available, and the type of analysis to be done.
Several procedures are tailored to specific types of
analyses, such as regression; therefore, if the researcher
has a certain analysis in mind, he or she should
investigate the procedures available in that area.

RESEARCH IN THE SCHOOLS
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Studies should be done using data involving more
dimensions. Procedures are fairly straightforward when
there are only two dimensions, but the results become
more obscured as the number of dimensions increases.

Studies should be done using different degrees of
extremeness. A point six standard deviations from the
mean is an outlier, but a point only three standard devia-
tions from the mean is probably a valid data point.

An operational definition of an outlier is needed to
facilitate research in this area. In the literature there is no
consensus definition of an outlier, much less an oper-
ational definition. Ifthe definition must be specified for
each study done, the number of available procedures will
continue to mount and comparison of results will be
difficult. If a common operational definition could be
developed, researchers could concentrate on the develop-
ment of more adequate procedures, possibly through the
refinement of existing procedures.
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Gender Differences in Achievement Scores on the Metropolitan
Achievement Test-6 and the Stanford Achievement Test-8

John R. Slate, Craig H. Jones, Rose Turnbough, and Lynn Bauschlicher

The presence of gender differences was investigated in secondary students' scores on the Metropolitan Achievement Test
(MAT), and elementary and secondary students’ scores on the Stanford Achievement Test (SAT). Subjects were 844
Caucasian students enrolled in two schools located in the Mississippi Delta. On the MAT, females exhibited significantly
higher scores than did males on the Composite Battery, Total Reading, and Total Language. On the SAT, females obtained
significantly higher scores than did males on the Basic Battery, Total Reading, and Total Mathematics. Males did not
obtain significantly higher achievement scores than did females on any scales. These results are consistent with other
recent research in which females out-performed males in mathematics and support the contention that gender differences

Jfavoring males are diminishing.

Maccoby and Jacklin (1974), in their seminal text on
psychological differences between the genders, reported
that females showed a slight advantage over males in
verbal ability, whereas males showed a slight advantage
over females in mathematics and spatial abilities. These
differences, however, were not found prior to adoles-
cence. Recently, however, researchers have found that
the gender differences in both verbal and mathematical
ability have virtually disappeared (Hyde & Lynn, 1988;
Jacklin, 1989; Marsh, 1989). Only differences in spatial
abilities still occur reliably between males and females,
and these differences now appear to develop before
adolescence (Johnson & Meade, 1987).

The original gender differences reported by Maccoby
and Jacklin (1974) raised the issue of whether these
ability differences translated into gender differences in
academic achievement. Although numerous studies have
been published, the results have been highly inconsistent.
For example, in a review of 15 studies, Steinkamp and
Maehr (1983) concluded that males show slightly better
science achievement than do females. Similarly, in The
Gender Gap (1989) study, females were reported to out-
perform males slightly in reading and writing, whereas
males out-performed females slightly in mathematics and
science. Other investigators (e.g., Randhawa & Hunt,

John R. Slate and Craig H. Jones are Professors in the
Department of Counselor Education and Psychology at
Arkansas State University. Rose Turnbough is a counselor in
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the paper to John R. Slate, Ph.D., Department of Counselor
Education and Psychology, Arkansas State University, PO Box
940, State University, AR 72467-0940.

1987; Shaw & Doan, 1987), however, have found no
differences in science achievement between males and
females. Friedman (1989) conducted a meta-analysis of
98 investigations and found that the gender difference in
science favoring males declined as a function of the year
in which the study was conducted. More recently,
Randhawa (1991) reviewed studies conducted from 1978
to 1989 and found a gender difference favoring females
in language and, surprisingly, some evidence for a slight
advantage in mathematics for females as well.

One problem with previous research on gender
differences in academic achievement has been the use of
nonstandardized measures (e.g., high school examina-
tions) to measure academic achievement. Notable excep-
tions are studies by Scott (1987), Shaw and Doan (1990),
and Hayes and Slate (1993). Even these studies, how-
ever, have produced inconsistent results. Shaw and Doan
(1990) found no gender differences in science on the
Stanford Achievement Test, but Scott (1987) found that
females exhibited higher achievement on all subtests of
the California Achievement Test. Hayes and Slate (1993)
found that high school females obtained higher scores
than did high school males on the Metropolitan
Achievement Test.

Given both the changing findings with regard to gen-
der differences in intellectual abilities and the inconsistent
results with regard to gender differences in academic
achievement, additional research using standardized
measures of academic achievement is needed. In this
article, the results of two studies are reported. In the first
study, gender differences in the academic achievement of
secondary school students on the sixth edition of the
Metropolitan Achievement Test (MAT-6) were examined.
Study 1, therefore, was a replication of research by Hayes
and Slate (1993) conducted to determine if gender
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differences are present in the Composite Battery, Total
Reading, Total Math, Total Language, Science, and
Social Studies scores on the MAT-6 for students in grade
7 through grade 12. The second study was a replication
of research by Shaw and Doan (1990) conducted to
determine (a) if gender differences are present in the
Composite Battery, Total Reading, Total Math, Total
Language, Science, and Social Studies scores on the
SAT-8 for students in grade 1 through grade 6, and (b) if
gender differences are present in the Composite Battery,
Total Reading, Total Math, Total Language, Science, and
Social Studies scores on the SAT-8 for students in grade
7 through grade 11.

Study 1

Method

Data were collected on 481 students (230 females,
251 males) in grades 7 through 12 enrolled in a rural
school district in northeast Arkansas. These students had
completed the MAT-6 in the spring of 1991. The sample
was exclusively white. This school was located in the
Mississippi Delta, indicating that the majority of students
came from lower class socioeconomic backgrounds. In
fact, 36% (35% of females and 37% of males) of our
sample qualified for either free lunch/breakfast (29%) or
reduced price lunch/breakfast (7%) in the National School
Lunch/Breakfast Program.

Data obtained from students' permanent records
included their Composite Battery, Total Reading, Total
Mathematics, Total Language, Science, and Social
Studies percentile scores on the MAT-6. Similar to the
Hayes and Slate (1993) study, these percentile scores
were converted to a standard score format for statistical
analysis for two reasons. First, the means and standard
deviations for each scale differ by grade level and content
area. Conversion to standard scores produced a uniform
mean of 100 and standard deviation of 15 for all grade
levels and content areas. Second, the conversion to
standard scores permitted statistical analyses that could
not be conducted on the ordinal level data provided by
percentile scores. Thus, the standard scores and not the
percentile scores were subjected to the statistical analyses
conducted in this study.

Results

The means and standard deviations for each gender
on the Composite Battery and the five subscales are
displayed in Table 1. Females obtained higher means
than did males on five of these six measures. Only on the
Science subscale was the average male score higher than
the average female score. An analysis of variance of the
Composite Battery scores, F(1, 477) = 3.85, p < .05,

revealed that females (M = 103.9) demonstrated signifi-
cantly higher overall academic achievement than did
males (M = 101.5). A multivariate analysis of variance of
the scores for Total Reading, Total Mathematics, Total
Language, Science, and Social Science was also statis-
tically significant, F(5, 467) = 12.04, p < .001, indicating
the presence of gender differences in these subscales.
Univariate analyses of variance revealed that females
(M = 102.5) scored significantly higher than did males
(M = 99.8) on Total Reading, F(1,471) =5.07, p <.05.
Females (M = 107.7) also significantly outscored males
(M = 101.6) on Total Language, F(1, 471) = 26.74,
p < .001). Statistically significant differences were not
found between females and males on Total Math,
F(1, 471) = 2.31, Science, F(1, 471) = 0.20, or Social
Studies, F(1,471) =0.35.

Table 1
Means and Standard Deviations of Males and Females
in Grades 7 Through 12 on the MAT-6 Scales

Females Males

(n=230) (n=251)
Scale Mean SD Mean SD
Composite Battery 103.9 12.7 101.5 14.4
Total Reading 102.5 12.9 99.8 14.9
Total Mathematics 104.6 12.6 103.0 14.1
Total Language 107.7 12.4 101.6 134
Science 102.1 11.8 102.6 13.9
Social Science 101.9 13.4 101.3 15.11

Study 2

Method

Data were collected on 363 students in grade 1
through grade 11 enrolled in another rural school district
in northeast Arkansas. These students completed the
SAT-8 in the spring of 1992. The SAT-8 was not
administered to students in the 12th grade at this school.
There were 193 elementary students (91 females; 102
males) and 170 secondary students (88 females and 82
males). This sample was also exclusively white. Because
this school was also located in the Mississippi Delta, the
majority of students again came from lower socio-
economic class backgrounds with 65% (66% of females
and 64% of males) qualifying for either free or reduced
prices in the National School Lunch/Breakfast Program.
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Data obtained from students' permanent records
included the following SAT-8 scores: Composite Battery,
Total Reading, Total Mathematics, Total Language,
Science, and Social Studies. Because SAT-8 means and
standard deviations also differ by grade level and content
area, percentile scores were again converted to standard
scores with a mean of 100 and standard deviation of 15.
Gender differences were examined separately for the
elementary grades (i.e., 1-6) and the secondary grades
(ie., 7-11).

Results

Elementary grades. The means and standard devia-
tions for each gender on the Composite Battery and the
five subscales are displayed in Table 2. Analysis of
variance indicated that males and females did not differ
significantly on the Composite Battery, F(1, 191) = 0.09,
indicating that males and females did not differ in their
overall academic achievement. A multivariate analysis of
variance of the five subscale scores was also nonsig-
nificant, F(5, 135) = 1.35, indicating that male and female
achievement did not differ as a function of the specific
academic area as well.

Table 2
Means and Standard Deviations of Elementary School Males
and Females in Grades 1 Through 6 on the SAT-8 Scales

Females Males

(n=91) (n=102)
Scale Mean SD Mean SD
Composite Battery 104.1 11.4 103.5 13.3
Total Reading 102.5 11.7 102.6 13.3
Total Mathematics 108.1 11.3 107.8 13.7
Total Language 100.9 10.4 98.9 11.9
Science 104.1 12.8 105.9 13.3
Social Science 102.4 11.3 102.4 13.1

Secondary grades. The means and standard devia-
tions for each gender on the Composite Battery and the
five subscales are displayed in Table 3. Analysis of vari-
ance indicated that males and females differed signifi-
cantly on the Composite Battery, F(1, 168) = 4.10,
p <.05, with females (M = 102.4) demonstrating higher
overall achievement than did males (M = 98.0). A
multivariate analysis of variance of the five subscale

scores was also significant, F(5, 77) = 3.22, p < .01,
indicating that male and female achievement also differed
as a function of specific academic areas. Univariate
analyses of variance revealed that females (M = 101.8)
demonstrated higher achievement than did males
(M= 97.9) on Total Reading, F(1, 169) = 3.64, p <.05.
Surprisingly, females (M = 100.9) also demonstrated sig-
nificantly higher achievement than did males (M = 96.2)
on Total Mathematics, F(1, 168) = 3.66, p < .05.
Significant differences were not found for Total
Language, F(1, 81) = 1.47, Science, F(1, 169) = 0.32, or
Social Science, F(1, 69) = 0.01.

Table 3
Means and Standard Deviations of Secondary School Males
and Females in Grades 7 Through 11 on the SAT-8 Scales

Females Males
(n=88) (n=82)
Scale Mean SD Mean SD
Composite Battery 102.4 13.8 98.0 13.5
Total Reading 101.8 13.3 97.9 13.4
Total Mathematics 100.9 14.1 96.2 13.8
Total Language 98.9 12.6 95.8 11.2
Science 101.9 12.8 100.8 12.5
Social Science 100.8 12.2 100.9 13.3
Discussion

Although no gender differences were found in
elementary school children's academic achievement,
secondary school females demonstrated higher overall
academic achievement than did males on both the MAT-6
Composite Battery and the SAT-8 Composite Battery.
Females also out-performed males in Total Reading on
both the MAT-6 and the SAT-8, in Total Language on the
MAT-6 only, and, in Total Mathematics on the SAT-8
only. Males did not out-perform females on any of the
achievement measures to a statistically significant degree.

These findings agree with Friedman's (1989) con-
tention that gender differences favoring males are
diminishing. In addition, higher scores by females in
mathematics on the SAT-8 are consistent with other
recent research in which females out-performed males in
mathematics (Hayes & Slate, 1993; Randhawa, 1991).
Females, on the other hand, continued to out-perform
males in at least some areas of language achievement.

61 RESEARCH IN THE SCHOOLS

64

o Spring 1994

ERIC

IToxt Provided by ERI



SLATE ET AL.

For example, females exhibited better reading skills than
did males in both studies. These superior reading skills
may at least partially explain females having higher levels
of overall academic achievement than do males.

These results are based upon students from only two
schools in a geographically restricted area (i.e., the
Mississippi Delta). Moreover, all subjects were Cauca-
sian with low social class backgrounds. In fact, 36% and
65% of our samples qualified for free or reduced price
lunches, thus meeting the criteria for poverty. Therefore,
generalizations must be made only with considerable
uncertainty. As noted above, however, the findings are
also reasonably consistent with the results of several other
recent studies. Thus, the possible implications of these
findings do need to be discussed.

Recently, social concerns have been raised that girls
are not performing well relative to boys in mathematics
and science (High School, 1992). The results of this
study support the growing consensus among researchers
that such differences probably do not exist, or, that any
differences which do exist are small (Friedman, 1989).
Even in our study, the largest gender difference was only
6 points in Total Language on the MAT-6. The public
concern noted above appears to be based on the original
Maccoby and Jacklin (1974) studies rather than on more
recent research. Thus, better dissemination of recent find-
ings to the public, especially policy makers, is needed.

From a research standpoint, many researchers now
believe that gender differences between males and fe-
males have largely dissipated. In the present study,
secondary school females not only out-performed males
on a number of measures of verbal achievement, but also
exceeded males on overall achievement (both SAT-8 and
MAT-6) and in mathematics (SAT-8). Randhawa (1991)
also reported a slight advantage in mathematics for
females. This raises two questions for researchers. First,
to what extent do the small but statistically significant
gender differences being found on standardized achieve-
ment tests translate into meaningful academic differ-
ences? Second, have previous differences in academic
achievement between males and females simply closed,
or are females slowly coming to out-perform males even
in those areas in which males traditionally have been
expected to out-perform females? Additional studies
employing both standardized test scores and more
"authentic" measures of achievement will be needed to
answer these questions.
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The Global Coherence Context in Educational Practice: A Comparison of
Piecemeal and Whole-Theme Approaches to Learning and Teaching

Asghar Iran-Nejad

Recent biofunctional research suggests that global coherence is a natural aspect of normal brain functioning (the global
coherence assumption). This paper argues that another assumption in educational research and practice, the assumption
of simplification by isolation, runs counter to the implications of the global coherence assumption and is the source of
many of the problems in today's education. Whereas the global coherence assumption implies a whole-theme approach
to learning and teaching, simplification by isolation pushes educational research and practice toward a piecemeal
approach. This paper compares and contrasts piecemeal and whole-theme approaches and concludes that a whole-theme
approach can potentially enable us to rethink our existing ways of going about learning, teaching, and organizing learning

environments in a radically different fashion.

One of the greatest challenges of education is to
teach today's learners to function in the real world of
tomorrow. To think of preparing students now for more
than two decades into the future in the rapidly-changing
context of the modern world is overwhelming, especially
when education is receiving failing grades these days for
preparing students for the real world of today (Bigler &
Lockard, 1992; Meyers, 1986). Even the positive effects
of formal education have not always firmly withstood the
power of-closer scrutiny. For instance, Voss, Blais,
Means, Greene, and Ahwesh (1989) found that per-
formance differences between naive and novice learners
in economics (those without and with formal training in
this area, respectively) disappeared when measures
matched less closely the formal education concepts and
more closely the economic issues of every-day life. This
paper argues that the failure of today's education (e.g., to
produce authentic learning) may be largely a result of the
fact that educational theory and practice are caught in the
unrelenting grip of what Bartlett (1932) called the
assumption of simplification by isolation.

Recent research on conceptions of learning (Marton,
1988) suggests that they exert a profound influence on the
way we approach schooling (Iran-Nejad, 1990). The
assumption of simplification by isolation has been ident-
ified as one of the most counterproductive roots of these
tacit conceptions (Iran-Nejad, McKeachie, & Berliner,
1990).

Asghar (Ali) Iran-Nejad is an Associate Professor of Education-
al Psychology in the College of Education at The University of
Alabama. Correspondence and requests for reprints should be
addressed to Dr. Asghar Iran-Nejad, Educational Psychology,
The University of Alabama, P. O. Box 870231, Tuscaloosa, AL
35487-0231.

As researchers, teachers, or learners, we tend to think
that complex tasks become more manageable (i.e., easier)
once broken down into their so-called basic components.
The result is an everlasting shift in educational practice
away from what has authentic (real-world) relevance,
because the real world is highly complex by nature
(Schon, 1987), and toward isolated skills, facts, concepts,
or principles--regarded as prerequisite knowledge for
complex real-world problem solving. Thus, the gap
between what Schon (1987) called the stone-solid hill of
professional knowledge and the slimy-soft swamp of real-
world problem solving continues to widen. Accu-
mulation of basic-level knowledge becomes the business
of today's education and complex real-world problem
solving is left forever to be a topic for the future.

Consider how the assumption of simplification by
isolation might work in schools. Under its influence, a
teacher may believe, and practice accordingly, that more
elementary and lower ability classes must focus on the
teaching of isolated concepts, facts, and principles
(Shuell, 1990). The teaching of the so-called higher-
order thinking, on the other hand, which would require as
prerequisite considerable accumulation of low-level
knowledge, must be reserved for advanced and high
ability learners who have already amassed the basic stuff.
One unfortunate consequence of this hierarchical assump-
tion is that for several decades, low-level-knowledge
teaching has cast its shadow over the field of education
with the total exclusion of higher-order thinking (Bloom,
1984). This realization has brought about the recent
widespread appeal by researchers and practitioners for an
active and conscious focus on higher-order teaching
(Newmann, 1990; Peterson, 1988; Prawat, 1989) with a
positive influence in guiding the direction of thinking in
education toward authentic learning and problem solving,.
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This is no doubt an important development. Equally
important, it seems, are (a) a commitment to eradicating
the counterproductive assumptions underlying existing
educational practices and (b) replacing these assumptions
with productive alternatives. Widespread change in the
traditional culture of schooling is unlikely so long as the
tacit root-level assumptions that drive educational
practice on a day-to-day basis remain intact:

Despite the emerging consensus on the impor-
tance of teaching for higher-order thinking,
research . . . generally finds that classroom
instruction in high schools is focused on basic
skills (Goodlad, 1984; Powell, Farrar, & Cohen,
1985). To the extent that teaching for higher-
order thinking is manifest, evidence suggests
that it occurs far more often in high-track than
low-track classes (Metz, 1978; Oakes, 1985;
Page, 1990). Thus, at high school level in the
United States, a sharp contrast exists between
current visions of educational excellence and
currently institutionalized patterns of educa-
tional practice. (Raudenbush, Rowan, Cheong,
1993, p. 524)

There appears to be a vast imbalance on the degree
of emphasis in favor of basic skills at the expense of
higher-order problem solving and critical thinking
(Hannaway, 1992). Raudenbush et al. asked teachers to
report the amount of emphasis they placed on higher-
order thinking in their classes. The study involved 16
high schools in California and Michigan using a sample
of 303 teachers and 1,205 classes in math, science, social
studies, and English. The results showed a powerful
influence of conceptions of learning, particularly true of
math and science but also significant for social studies
and English. Teachers tended to observe, to use the
terminology of the present discussion, a simplification-
by-isolation focus in more elementary and lower-track
classes and reserve higher-order thinking objectives for
high-track students in advanced courses. If, as mentioned
already and suggested by the Raudenbush et al. data, it is
indeed the deep-seated assumptions behind conceptions
of learning that hold down firmly the roots of the
currently institutionalized culture of educational practice,
the conscious willingness or decision to focus on higher-
order thinking is unlikely to solve educational problems
single-handedly. Raudenbush et al. looked at the influ-
ence of teacher training and background experience.
Their results "provided no evidence that simply having
obtained a master's degree or having extensive teaching
experience predisposed a teacher to pursue higher-order

objectives. Rather, the match between the teacher's
preparation and the subject matter of a particular class
appeared to be linked to higher-order emphasis" (p. 548).
The link with the subject matter knowledge is not surpris-
ing because the more fluent teachers are in the subject
matter they teach, the more likely they are to focus
spontaneously--perhaps even without knowing--on
critical thinking in that domain. Neither surprising is the
absence of any effects of the educational background or
experience of the teacher, given the notion that the roots
of simplification-by-isolation are "deeply institutionalized
in conceptions of teaching and learning that are essen-
tially invariant across teachers and organizational
environments" (p. 528), including those that govern
teacher training and classroom teaching practices.

The implications of this line of reasoning for school
restructuring and educational reform efforts are obvious.
Innovative reform structures "in and of themselves are not
necessarily associated with higher levels of classroom
thoughtfulness" (Ladwig & King, 1992, p. 710). So long
as reform efforts remain focused at the shallow level of
active and conscious decision making and leave the
entrenched root-level conceptions of teaching and
learning untouched, they are unlikely to change
substantially the direction of educational practice. What
is needed is a direct, systematic, and root-level attack by
means of rigorous teacher training programs on the
problems of identifying, exposing, and replacing counter-
productive assumptions. The root-level strategy implies
that reform, restructuring, or rethinking the process of
education cannot be attained by telling, requiring, making
accountable, or tightening standards. All of these are
shallow-level measures. Root-level measures are likely
to require the development of long-term teacher training
programs consisting of both a preteaching training period
aimed at uprooting and replacing counterproductive
conceptions of learning and an in-school training aimed
at helping teachers-in-training to implement their
preteaching knowledge to build a radically different
school culture.

No one knows at the present time how many years of
preteaching or on-the-job training it takes to develop such
a radically different school culture. I suspect that it is
going to require more time than is currently assigned to
most traditional teacher education programs. Neither is
it possible to plan in detail what teacher training programs
ought to cover. What is certain is that if alternatives are
found to such assumptions as simplification by isolation
and are implemented successfully, the emerging school
culture will be radically different, and more promising.
Consistent with this notion, this paper makes the follow-
ing assumptions: (a) the assumption of simplification by
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isolation is a major, widespread, and seductive cause of
existing educational problems; (b) simplification by
isolation is not the only way to simplify leaming
situations; (c) an alternative root-level assumption to
simplification by isolation is the opposite notion of
simplification by integration; and (d) extensive theoretical
and practical effort is required to reevaluate, rethink, and
reorganize institutionalized conceptions of learning by
uprooting the assumption of simplification by isolation in
all its manifestations and replacing it with the radically
different but promising assumption of simplification by
integration. It is in the spirit of this set of assumptions
that the present paper compares and contrasts what is
called hereafter the piecemeal approach to teaching and
learning, caused primarily by the assumption of
simplification by isolation, with a dramatically different
whole-theme approach, based on the opposite assump-
tions of simplification by reorganization and integration.

To get a feel for how the traditional (piecemeal) and
the alternative (whole-theme) approaches are different in
terms of their expected teacher-training outcomes, con-
sider a thought experiment. Imagine a sample of schools
similar to that used by Raudenbush et al. (1993), divided
into two subsamples, and randomly assigned to a tradi-
tional (piecemeal) or a whole-theme teacher training
approach. The traditional sample is then taught in the
way teachers are traditionally trained. The whole-theme
sample is taught in a training program comparable in
content and duration but different in approach. Subjects
in the traditional sample are expected to continue to
allocate higher-order objectives only to high grade/rank
classes as did the subjects in the Raudenbush et al.
experiment; but subjects in the whole-theme sample will
tend to allocate higher-order objectives independently of
grade/rank.

A Whole-Theme Analysis of
the Piecemeal and Whole-Theme Approaches

The Domain-Launching Theme (DLT)

Suppose that we are planning a course called
Learning and Teaching for School Teachers to be taught
to subjects in the above thought experiment. The first
step in the traditional school-culture approach is to break
the content of the course into its many components and
place them in a sequential order for presentation. By
contrast to this piecemeal way of schooling, the very first
step in preparing for and teaching the course from a
whole-theme perspective is to develop a domain-
launching theme (DLT) for it and translate this theme into
a tangible DLT organizer, one that can be consulted and

used again and again by all students throughout the
course. A DLT organizer is an external thematic organ-
izer depicting the entire domain of learning and teaching
for school teachers. This thematic organizer is used to
introduce, as the very first step in teaching, the entire
domain of the course and its content to the students. This
is the central idea behind the whole-theme approach: to
present the entire domain of a course or subject matter all
at once right at the outset in the form of a single external
representation of the course.

In the piecemeal approach, the entire domain comes
towards the end, if ever, after all the prerequisite parts
have already been internalized piece by piece. In the
whole-theme approach, a total-picture of the entire
domain must come first in the form of a DLT organizer.
This is the simplification-by-reorganization alternative,
because the goal is to change the organization of the
learner's existing knowledge base into the new organi-
zation anchored by the DLT organizer. Moreover, the
remainder of the course must be organized in sequence
such that the course content is learned and/or taught
directly in the form of problems to be solved in the
context of the DLT organizer. This is simplification by
integration, because the goal is to integrate systematically
the details, so to speak, of the learner's existing knowl-
edge base into the new theme established and anchored
by the DLT organizer. Since this paper is not about
thematic organizers, I will not dwell on them or on the
various ideas that go into their building here. Instead, I
will illustrate the notion of a thematic organizer with the
DLT organizer that I use in teaching a cognitive educa-
tional psychology course to graduate students.

Figure 1 shows this DLT organizer. I believe the
same thematic organizer can be used to teach learning and
teaching to future teachers. The DLT organizer portrays
learning as an evolving process of personal growth during
which the individual progresses from being a (naive)
newcomer to a domain toward an effective professional
in that domain. Examples of domains are particular sub-
ject matters such as cognitive educational psychology,
reading, or physics. The diagonal cone-arrow from lower
left to upper right represents piecemeal learning, which
extends linearly from no professional knowledge at all to
a large store of professional knowledge. The diagonal
cylinder-arrow from upper left to lower right represents
whole-theme learning during which a naive learner's
intuitive knowledge base (represented by the cylinder)
evolves into a professional knowledge base (PKB)
through an indefinite, but not very large, number of non-
linear thematic reorganizations. Each global ring in the
learner’s intuitive knowledge base (IKB) is meant to be
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THE GLOBAL COHERENCE CONTEXT

in a different color (say, red, blue, green, purple, and
orange, respectively) depicting a different theme to
serve as a global coherence context for further problem
solving toward the establishment of local-level coher-
ence between that theme and the learner's IKB. It
might be noted that the PKB is a hypothetical concept

. in that there is no ultimate PKB. It is more realistic to

think of IKB as a dynamic system always in a state of
becoming a PKB but never reaching the static end state
of actually being one.

Dictionaries define intuitive knowledge as the
knowledge learned directly--without conscious
reasoning--through immediate apprehension or un-
derstanding. Before school, children demonstrate a
remarkable capacity for intuitive learning from
experience. They manage to acquire a functional
knowledge of the world around them as well as of their
mother tongue. It is this knowledge that constitutes
their initial IKB. It is this knowledge that the tradi-
tional piecemeal school culture ignores by assuming,
and starting with, zero knowledge of PKB and pro-
ceeding to build up the PKB piece by piece.

Referring back to Figure 1, the piecemeal cone-
arrow shows the way students are taught in schools. As
the figure suggests, because of their direct and almost
exclusive focus on subject-matter knowledge and under
the influence of the assumption of simplification by
isolation, schools force children to leave their IKB
behind day after day as they enter the school and the
classroom. The assumption of simplification by
isolation is very seductive. In the past three decades,
there has been a widespread campaign as well as a
great deal of research and evidence supporting the
critical role background knowledge plays in learning
(Anderson, Spiro, & Montague, 1977; Schoenfeld,
1987; Spiro, Bruce, & Brewer, 1980). More recently,
there has been a similar campaign for a focus on
higher-order thinking. However, as the research by
Raudenbush et al. (1993) suggests, the assumption of
simplification by isolation serves as a solid wall resist-
ing firmly the impact of these developments. As a
result, as the piecemeal learning arrow in Figure 1
shows, school learning totally bypasses the leaner's
IKB, that plays such a fundamental role in her or his
daily living (Rovegno, 1993). The piecemeal portion
of Figure 1 can go a long way in explaining why the
gap between what is learned in schools and what is
relevant in the real world of practice continues to widen
throughout formal schooling years (Schon, 1987).

Whole-theme learning (cylinder-arrow diagonal)
tells a radically different story. First, the learning of

the new domain must begin in the real-world-rich con-
text of the learner's IKB. There is a potential advantage
here of immense magnitude. In recent years, there has
been a major shift in thinking toward the situated
nature of learning. This is an important movement
because it draws attention to authentic, as opposed to
academic, learning. The new movement suggests that
situational authenticity must be protected and nourished
in educational practice. However, the whole-theme
approach implies that situatedness itself can be the very
shallow tip of the giant iceberg of the process of
authentic learning. For instance, the implicit contrast
between situatedness and the general/abstract knowl-
edge makes it easy, though not necessarily so, to go to
the other extreme and view situatedness in terms of
shallow external scenarios or cases (Hintzman, 1986)
at the expense of the vast contribution of the individual
variables--variables internal to individual learners
themselves. As aresult, situatedness often reduces to
shallow-level instance learning, or piecemeal accumu-
lation of examples or cases in overly particularized
settings. When this happens severe obstacles present
themselves in terms of practical applications. It is
neither always possible nor desirable to conduct the
teaching of complex domains entirely in their particu-
larized real-world settings.

The whole-theme approach implies that situated-
ness must be defined as situational authenticity first in
terms of the real-world-rich IKB within the learner and
only then in the form of authentic practice in actual
real-world contexts. The whole-theme approach, then,
has all of the advantages of the original notion of situ-
atedness without many of its practical limitations. In
other words, whole-theme learning promises to capture
and formalize the essential spirit of such fundamental
approaches as contextualism (Jenkins, 1974), situated
cognition (Brown, Collins, Duguid, 1989; Clancey,
1993; Greeno & Moore, 1993), and immersion (Prawat,
1991). The focus of the whole-theme approach, how-
ever, is on the role of the naive learner's IKB in learn-
ing and its evolution through reorganization toward the
expert learner's professional knowledge base (PKB).
The basic idea is that the launching of the problem-
solving journey toward a new PKB must occur not as
a separate domain and not with a few fragmented
subskills, concepts, facts, definitions, or procedures but
with an IKB-based, real-world-rich, holistic theme.

Problem-Solving in Complex Domains
The whole-theme approach is not a teaching/learn-
ing method. Rather, it is an approach to problem
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solving, especially in highly complex domains such as
teaching teachers how to teach. Thus, when taught
from the whole-theme approach, Cognitive Educational
Psychology or Learming and Teaching for School
Teachers are not conventional courses. They are
courses in problem solving in their respective domains.
Extensive root-level problem solving can be done in
the context of whole-theme university courses such as
these. Consider asking college of education majors to
try to solve the following problem using our DLT
organizer and their own IKB: Should the piecemeal and
whole-theme approaches depicted in Figure 1 be
treated as completely mutually exclusive or is it better
to use them together in teaching? This problem was
posed to the 12 graduate students enrolled in the Cogni-
tive Educational Psychology course already mentioned.
A representative sample of their thoughts on the
solution is presented in Table 1.

Many graduate students accept the whole-theme
approach soon after the DLT organizer is presented to
them. They also agree that it represents a dramatically
different perspective from the traditional piecemeal
approach. This is perhaps because the DLT organizer
serves as a good vehicle for globally reorganizing
individual students' IKBs and establishing within them
a global coherence context. For those students who
have not conceived the traditional and alternative
cultures of schooling in the manner portrayed in Figure
1, this is a landmark experience of no small conse-
quence. Establishing a new global-level organization,
however, does not mean total IKB reorganization on
the part of the students. For instance, many of the
cognitive educational psychology students who readily
acknowledge that the whole-theme and piecemeal
approaches are dramatically different, continue to
experience considerable difficulty in accepting the
complete mutual exclusion hypothesis, as the data in
Table 1 illustrates. This is presumably because many
institutionalized root-level assumptions in their IKBs
resist total integration into the global coherence theme.
For total integration to occur, extensive problem
solving is required to reach and reorganize the many
long-held beliefs that lie deeply at the very roots of
their IKBs.

Authentic Learning in the Classroom

Thus, a relatively large number of problems must
be solved by the learner before there can be coherent
global as well as local continuity between the DLT and
individual student IKBs. Such a process of IKB-DLT
integration by means of problem solving in highly
complex domains is authentic learning. An important
implication of the whole-theme approach, as far as

practical applications are concerned, is that much
authentic problem solving can occur in the traditional
classroom setting in the form of, say, the preteaching
training of teachers.

One way authentic learning differs from academic
learning, in the traditional sense, is how readily it
transfers, or is applied by the learner to new situations.
There is some evidence that the whole-theme approach
itself, as taught in the Cognitive Educational Psychol-
ogy course already mentioned, is highly transfer-
appropriate. One indication of this became evident in
my experience with teaching the course during Spring
1993, which was the first time that I used the present
DLT organizer. During the seventh week of the
semester, 8 out of the 12 students enrolled in the course
included a thematic organizer in their first required
essay. Moreover, at least three of the students used the
whole-theme approach in their own teaching in the
same semester in areas as diverse as undergraduate
educational psychology (Cochran, 1993), supervision
of student teachers (Volkman & Iran-Nejad, 1993), and
tests and measurement (Zheng & Iran-Nejad, 1993). In
all three cases, the decision to apply the whole-theme
approach was made soon after the introduction of the
DLT organizer. Cochran (1993) reports on his teaching
experience with the whole-theme approach in the
following way: "Acceptance of the whole-theme
approach to instruction feels liberating and is not
simply the acceptance of another paradigm with rigid
boundaries set by others for the teacher to follow.
Inherent to the approach is the freedom of creativ-
ity.... As the teacher or learner, I am not conforming
to someone else's template” (p. 10).

These are examples of thematic transfer. Fluent
on-the-job application of the whole-theme approach is
expected to require widespread integration of the learn-
er's IKB to the DLT organizer. This is by no means a
small challenge and is expected to involve extensive
preteaching and on-the-job training and experience in
problem solving. The present author has had several
years of background and experience with the whole-
theme approach, much of which has been a rocky road
of challenge and gratification which has only recently
turned into the kind of fluency one experiences in
advanced stages of learning a foreign language.

The most immediate test of transfer-
appropriateness of a model is whether or not it can be
practiced successfully by its designer. In other words,
how readily a model of complex problem solving can
be used in new real-life situations by its designer, who
presumably knows everything there is about the
model, is the minimum requirement for its transfer-
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Table 1

Cognitive Educational Psychology Students' Solutions to the Problem: Should Piecemeal and Whole-theme
Approaches be Treated as Completely Mutually Exclusive or Is It Better to Use Them Together in Teaching?

Joe Green: In my assumption of simplification through

experimentation, one would not use either of the two
approaches -exclusively. There is a certain amount of
piece that must come together during the process of
integration. The executive committee would in fact take
parts from piecemeal approach and parts from the whole-
theme approach to form a concrete theory. To start with
the whole is a good idea. However, once we have the
whole theme or the complex situation, break themes
down and take a step by step approach to simplify the
situation.

Sue Smith: 1 think the two approaches are entirely different

but I do believe there are times when they might blend.
There may be times when it will become necessary to
isolate a particular idea or fact for the purpose of
emphasis even though you may be using a whole-theme
approach. If you use a piecemeal approach, it may still
include multi-sensory experiences though to not as great
an extent. The piecemeal approach is not as meaningful
because it does not present the whole picture but it may,
at times, use several sources.

C. S. Lewis: 1 like the idea of a whole-theme approach.

However, I am still having problems completely separat-
ing the two. At some point, every leamner must give
attention to the minute detail and learn what it is. Before
whole-theme approach to most any subject can be
effective, some isolation of parts must occur. Even in
your illustration of learning one's native language, the
parents of the child attend to some isolated parts of
teaching their child what some things are. E.g., "Ball,
this is a ball. Can you say ball?" However, I also see at
some point that the multisource/multimodal kicks into
overdrive of the language explosion period of the older
toddler. Now to specifically address your question, I
have difficulty, completely separating the two.

Ariel: 1think a whole-theme approach is a better match with

how people learn than is the piecemeal approach. I think
it is possible to present information in a piecemeal
fashion after the whole-theme is introduced. However,
using the piecemeal approach alone leads to a number of
problems with learning: lack of meaning or relevance,
boredom and distractions, to name but a few. All of these
problems may be lessened or alleviated when the theme
is presented first, perhaps because as humans we seek
meaning in our life experiences naturally and learning in
this approach is a natural extension of how our system
organizes information. If we have no theme and only get
bits of information, we try to make a theme, or build a
theme around the bits of information. So the two
approaches are not mutually exclusive necessarily--we
may use bits and pieces to fill in the big picture (whole-
theme) where we have gaps in our intuitive knowledge.

Yet without the whole-theme, we will create a theme
(even if it is "learn so I can pass the test").

Tony Cole: As I understand piecemeal, bits of information
are learned in somewhat of a sequential way until the
learner understands the domain he/she is learning. AsI
understand the whole-theme approach the learner uses
his/her intuitive knowledge in a meaningful way and the
concepts are changed as more knowledge is gained. It
may appear that there is gathering of piecemeal
information in the whole-theme approach as more
information is gained through multisource means.
However, it is not the same as gathering pieces and
finally arriving at learing the body of knowledge. In the
whole-theme approach, the learner uses his/her intuitive
knowledge and applies the information to revise concepts
or to make accommodations in how he/she views and
understands the body of knowledge. The piecemeal
approach is not really used in the whole-theme approach.

Sargon: If holistic is used then at some point it will become
sequential and incremental--but that does not imply
piecemeal, i.e., piecemeal not in the sense that you must
read page one before page two, but piecemeal in the sense
that page one is isolated from page 256. Piecemeal
excludes whole-theme with a view toward becoming a
whole-theme, but it may not. Like teaching a person a
second language, distinctively. Is there a hidden variable
that would account for the mentality or cross-over in the
models. Seems like the distinctions between the
following are important: intentional vs. unintentional,
school vs. real-life, artificial vs. natural.

Lisa Baker: 1 believe the piecemeal approach versus the
whole-theme approach are mutually exclusive and that
the two are considered opposites in every sense. It would
be very difficult to use the approaches together, because
the assumptions of each approach do not coincide. To
break concepts into separate entitles is totally different
than treating all components as a whole, based on a
multisource nature of learning. The difference between
the two can be compared to black and white. Although
it is difficult for many educators to comprehend because
for them to understand this whole-theme approach would
mean that they would have to have a complete change in
their way of teaching--a reorganization of insights. /
would like to see the whole-theme approach to become
more than a theory, but to be actually integrated in the
entire educational system in order to fulfill the insights of
individuals according to relevant real-life situations.

Note I: Students composed their solutions to the mutual
exclusion problem after a class discussion of the two
approaches using the DLT organizer. Note 2: All the names
in this Table are self-chosen pseudonyms.
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appropriateness. For example, the reader may have
already noticed that this paper is itself an application of
the whole-theme approach to writing articles of this
type. Thus, one way for the reader to try to evaluate
the degree of transfer-appropriateness of the whole-
theme approach to complex problem-solving is to
reflect on how successfully the present paper has
incorporated it into its own structure. The reader can
verify this by trying to match the ongoing development
of the ideas in this paper against the structure of the
DLT organizer in Figure 1.

A Whole-Theme Interpretation of Learning Miscon-
ceptions

Each of the global coherence rings in the cylinder-
arrow diagonal of the DLT organizer is meant to be in
a different color, representing a different theme with its
own set of problems to be solved. A change from one
theme to another (e.g., from red to blue in Figure 1)
represents a radical reorganization of the learner's IKB.
This is a change analogous to what Carey (1985) called
strong conceptual change. In a thematic reorganiza-
tion, an inference in the context of one theme might be
viewed as a misconception in the context of the
subsequent theme. Consider the question Why do we
pay for our food in a restaurant? A child may respond
because "we are hungry." As Carey suggests, a cate-
gorical structure such as a restaurant script cannot
determine the boundaries for an inference like this
because the same inference may occur in many other
situations having nothing to do with restaurants. From
the whole-theme perspective, inferences like this are far
from being script-driven or schema-driven explana-
tions. Rather, they represent a particular thematic
organization of the person's IKB. Several years later,
the same individual's answer may be an inference in the
context of a radically different theme, where issues of
the exchange of goods or services are involved in an
economics course or discussion. An increase of a few
dollars in the price of a meal may be judged as an
insignificant price to pay by someone who is hungry.
In the context of the economics theme, an increase of
a few cents may be seen as having far-reaching
consequences.

The whole-theme perspective is a theory of learning
in specific domains. It is also a developmental theory.
In this sense, a change from one to another global
coherence ring in Figure 1 may represent a change
from one developmental stage to another in a general,
as opposed to domain-specific, developmental theory
(e.g., a change from Piaget's stage of concrete
operations to formal operations). In second language

learning, it might represent a shift from one to another
interlanguage (Selinker, 1972). Like the relatively
domain-independent developmental or interlanguage
stages, each of the domain-specific stages of IKB
reorganization also generates its own characteristic
misconceptions, although misconception might no
longer be the most suitable term in the context of the
whole-theme approach. This aspect of the whole-
theme approach is compatible not only with the
evidence from the literature on conceptual change
(Carey, 1985) or developmental misconceptions
(Caramazza, McCloskey, & Green, 1981; Rovegno,
1993), but also with background knowledge intrusions
(Bartlett, 1932; Spiro, 1977; Steffensen, Joag-dev, &
Anderson, 1979) and the development of scientific
thinking (Gruber, 1989; Kuhn, 1962).

Whole-Theme versus Holistic

The term whole-theme as used here is consistent
with, but not equivalent to, the term holistic. First, the
whole-theme approach implies that the knowledge that
represents the whole is thematic knowledge, which is
qualitatively different from the categorical knowledge
that represents the components of the whole (Iran-
Nejad, 1989). This is an important qualification
because it assumes that the whole can exist prior to and
without the parts. In holism, the existence of the whole
is dependent on the parts and not necessarily vice versa,
even though the whole is more than the sum of its
parts. In the whole-theme approach, the existence of
the parts is dependent on the whole but not vice versa.
This implication of the whole-theme approach is
generally difficult for students to accept. The same
students, on the other hand, have less difficulty finding
a solution to the following problems: Explain how the
parts can emerge out of the whole theme and rot vice
versa. Explain how the whole theme can exist without
prior existence of the parts and not vice versa. One
graduate student once used the analogy of the ocean
and the waves to come up with solutions. She reasoned
that the waves emerge out of the ocean but the ocean
cannot properly be said to emerge out of waves and
that the ocean exists prior to the waves and without
their existence and not vice versa. This solution is
strikingly similar in gist to the way the nervous system
seems to create concepts out of thematic knowledge
(Iran-Nejad, Marsh, & Clements, 1992).

Another fundamental difference between the whole-
theme approach and holism is that, in the whole-theme
approach, a clear distinction is made between whole-
level (or theme-level) knowledge and unit-level or
(concept-level) knowledge. In holism, the term holistic
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applies to the holistic aspect of concepts. This is the
case also in the whole-theme approach in that concepts
have a holistic aspect as they emerge out of thematic
knowledge. By contrast, thematic wholeness, however,
cannot be applied to the wholeness aspect of individual
concepts. Rather, thematic wholeness is an aspect of an
entire domain of knowledge or the entire realm of the
learner's IKB.

The notion of whole-theme, in the sense just
described, suggests that the reorganizational influence
of a new theme tends to permeate holistically through-
out the entire realm of the learner's IKB. Thus, whole-
theme implications tend to spread widely and deeply.
If the learner believes that there is more to the universe
than our solar system, the geocentric inference that the
sun turns around the earth and the opposing helio-
centric inference that the earth turns around the sun
point to radically different whole-theme understandings
whose respective realms expand far beyond the
understanding of our immediate solar system; they tend
to encompass the entire universe, just as the theme of
a story tends to permeate throughout the entire story
(Iran-Nejad, 1989), or even beyond the entire story in
the form of the story moral. An example from Murphy
and Medin (1985) may be used to illustrate this further.
Given our intuitive knowledge of the world, it would
be strange to believe that water is animate and still be
able to make sense of phase relationships among water,
ice, and steam. Now imagine that an extraordinarily
well-prepared teacher could plant in us the seed to
make us believe that water is indeed animate. Such an
embryonic theme would tend to permeate, not just our
concepts of water, ice, and steam, but the entire realm
of our IKB, including whether or not life is possible on
other planets.

And, finally, it is important to note that the focus of
learning, as portrayed in the cylinder-arrow in the DLT
organizer of Figure 1, is thematic knowledge, both as
a process and an outcome. What makes learning
possible, as a process, is the highly complex problem-
solving context provided by the thematic organization.
On the other hand, what is learned, as the outcome, is
thematic knowledge itself. Individual skills, concepts,
procedures, principles, propositions, vocabulary, and
the like are (content-wise) units or pieces that can only
exist and make sense in the context of the ongoing
thematic organization and its evolution; without this
context-wise influence, content-wise units would be as
meaningless and as useless as Ebbinghaus' (1885/1964)
nonsense syllables.

Summary and Implications

Simplification by Isolation

As teachers, when we think about introducing
learners to a new domain, a justified sense of
overwhelming complexity settles down on us along
with a strong sense of urgency to simplify the task for
our students. Concern for task simplification is perhaps
the single most important influence on the organization
of the traditional school curriculum. It is implicit in the
hierarchical structure of educational taxonomies, where
simpler learning objectives are arranged at lower levels
of the hierarchy to be introduced and mastered first as
prerequisites for more complex or higher-level
objectives (Bloom, Englehart, Furst, Hill, &
Krathwohl, 1956; Woolever & Scott, 1988); it is an
important practical consideration in determining the
zone of proximal development (Vygotsky, 1978), a
developmental bandwidth in which adult guidance is
likely to be most effective; and it is a practical problem
in optimal-level theory, which assumes an optimal level
of interaction as a function of task difficulty or
complexity (Berlyne, 1960; Hebb, 1955; Hunt, 1971;
Iran-Nejad & Ortony, 1985).

The piecemeal cone-arrow in Figure 1 suggests that
a domain gets simpler as we move in the opposite
direction of the arrow. When teaching naive learners,
the natural strategy would be to move all the way back
to the beginning. With more advanced learners, we
must find the knowledge level at which they are ready
to receive instruction. More generally, this assumption
of simplification by isolation has motivated researchers
such as Ebbinghaus (1885/1964) to treat meaning as a
confounding factor in the study of memory. Bartlett
(1932) discussed this assumption and argued that it is
not a necessary consequence of the experimental
method of inquiry, as one might be inclined to think
(see Iran-Nejad, McKeachie, & Berliner, 1990).
Another manifestation of the assumption of simplifica-
tion by isclation was behaviorism, which isolated
complex tasks into sequences of observable stimulus-
response connections. The assumption is alive and
well three decades after the cognitive revolution and
threatens to survive the widespread calls for reform
(Wehlage, Smith, & Lipman, 1992).

A major problem with simplification by isolation is
that it is accomplished directly at the expense of
domain authenticity (Collins, Brown, & Newmann,
1989): As simplification moves further back toward
the beginning of the cone-arrow in Figure 1, the
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essence of the complex domain evaporates with it as do
critical thinking, thoughtfulness, and problem solving.
Recent calls for reform, which propose an authentic
curriculum as an alternative to the traditional cur-
riculum, reflect a recognition of this problem. If this is
true, at least two major obstacles must be removed
before the authentic curriculum can become a reality.
First, the assumption of simplification by isolation must
be eradicated, roots and all. Second, alternative
assumptions that protect domain authenticity must be
identified. This paper examined both of these
possibilities.

In the piecemeal approach, to simplify the learner's
job, the teacher must solve the difficult problem of
matching the learning task to the knowledge level of
the learner. No one has ever found a reliable method of
determining a student's background knowledge level.
In schools, level determinations are made exclusively
based on student grades, which take into account the
learner's often very lean academic knowledge but
almost never his or her rich IKB. As a result, most
students learn to live in two very separate worlds: a
school world from which they are continuously trying
to escape and a real world that offers them no place to
which to escape other than the school world. At the
end, the story of schooling becomes the success story
of the assumption of simplification by isolation.

Simplification by Reorganization and Integration

The whole-theme approach offers two principal
ways for facilitating student learning, which can be
practiced by teachers at all educational levels after a
suitable training period. Teachers can help learners to
reorganize their IKB globally by providing them with
a DLT organizer that anchors and externalizes a new
theme. This is the simplification by reorganization
aspect of the process of teaching. The teacher provides
the learners with a DLT organizer that might take the
learners years, if ever, to discover on their own. Once
established, such a DLT organizer can then be used by
teachers to guide the process of simplification by
integration, by posing the right kind of problems in the
context of the DLT organizer to which learners can find
their own answers. Integration in this sense, of course,
refers specifically to DLT-IKB integration or the estab-
lishment of widespread continuity between individual
student IKBs and their newly-established thematic
knowledge.

The process of simplification by integration goes
beyond the role played directly by the teacher. The
DLT organizer can serve as a teaching map for the
teacher, a learning map for students, a vehicle for

posing and solving the problems that comprise the
appropriate content of a course, and a means of
communication among the teacher and learners as
members of a learning community. Thus, implicit in
the whole-theme approach are different assumptions
about the nature of the course content, teaching, and
learning.

The DLT organizer can facilitate learning or
teaching by providing the learner or the teacher with a
personal-growth learning or teaching map to use
actively in her or his problem-solving or problem-
posing explorations toward a PKB. Learning maps can
help newcomers to a knowledge domain just as town
maps can help newcomers to establish their personal
territory in a new city. Therefore, thematic organizers
provide a foundation for first-hand experience (as
opposed to second-hand knowledge given to them by
telling), autonomy, and self-reliance. For instance, if
provided with Figure 1 early in a graduate course,
students might use it to decide in the course of their
domain-specific problem-solving (a) which of the two
routes--portrayed by the two diagonals--they want to
pursue, (b) what literature they want to consult, (c)
what kind of knowledge--thematic or categorical--to
make the focus of their learning activities, and (d)
when they are ready to change their mind about a prior
solution to a problem.

As scientists (like Copernicus and Galileo) have
often had to discover, getting others to reorganize their
own IKB may not be so easy a task when there is a firm
commitment or a large investment by the learner in the
older paradigm (e.g., the geocentric theory of the
universe). For modern undergraduate, high school, or
elementary school students, with no such commitment
or investment, a willingness by the teacher to invest
preparation time on the right kind of thematic organizer
should go a long way toward helping the learner to gain
a thematic grasp of the new perspective (e.g., helio-
centric theory).

We have some preliminary evidence that learning as
thematic reorganization encouraged by the DLT con-
text followed by an adequate period of DLT-IKB inte-
gration might work exactly in the manner suggested by
the whole-theme approach. Bea Volkman (Volkman &
Iran-Nejad, 1993) used the DLT organizer of Figure 1
in her student teaching supervision project. Her goal
was to use it as the context for helping student teachers
reorganize the traditional school culture component of
their IKBs, their knowledge of the university course-
work, and their ongoing student teaching experience
and to integrate these into a unified, authentic, whole-
theme school culture. As the subjects moved through
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the supervision course, two aspects became evident.
First, there was a tendency toward a shift from the
traditional to a whole-theme school culture. Secondly,
student teachers tended to understand and accept
readily the thematic organizer; but they had a much
harder time reintegrating and revaluating their tradi-
tional school culture assumptions, their university
coursework, and their ongoing school experiences into
this organizer.

Grasping a new theme is sometimes all that is
necessary to put some learners on the right course of
learning by problem-solving and discovery. These
learners might then continue on their own, as opposed
to waiting to be told by the teacher, to do extensive
research to integrate their IKB into the newly
discovered theme. Among these are those same kinds
of learners that will go on to become self-made
scientists and inventors in their respective fields. For
other learners, the teacher may have to resort to the
second principal way that the whole-theme approach
offers for facilitating learning in students: by designing
additional problem-solving activities, the teacher can
offer learners opportunities to facilitate the integration
of their IKB into the new theme (simplification by
integration). It is important to note that simplification
by integration must always follow simplification by
reorganization and occur in the context of it. Without
such a context, the same learning activities can readily
change into simplification by isolation exercises. If we
think of simplification by reorganization as being
analogous to the teacher providing a map to a new city,
simplification by integration would be roughly
analogous to the teacher planning and conducting tours
to major parts of the city and other similar activities.

The variety of thematic organizers and subsequent
learning as problem-solving activities are limited by the
imagination of the teacher and his or her willingness to
invest time and other resources (Cochran, 1993).
However, if the whole-theme approach is correct,
imagination and willingness are necessary but not
sufficient conditions for effectively facilitating student
learning. Also essential is an indepth command of the
content area as well as a rigorous program of preteach-
ing and on-the-job training/experience with problem-
solving in that domain. In other words, teachers must
be fluent not only in their knowledge of the subject
matter but also in the process of posing and solving
problems that guide learners toward a PKB in that
domain.

In the traditional culture of schooling, many
practice education with the aid of a lean or no content-

area knowledge and little more than a naive IKB.
Therefore, it is not too far from the truth to claim that
"public education--the industry in question--still uses
the same methods it did a century ago . . . and [that] no
other industry would last long with such a haphazard
approach to self-improvement" (Marshall, 1993, p. 27).
Earlier, I cited the data from the Raudenbush et al.
(1993) study to show how the institutionalized culture
of schooling represented in the cone-arrow in the DLT
organizer of Figure 1 explains why teachers tend to
resist setting critical thinking objectives for elementary
and lower-rank students and postpone the teaching of
critical thinking to more advanced and higher-rank
students. A parallel argument applies to assignment of
teachers to grades and to the amount of training and
experience required of teachers. Specifically, if it is
assumed that the teaching of the less advanced and
lower-rank classes involves little more than presen-
tation of basic concepts, facts, procedures, principles,
and definitions, then a lean content area knowledge
consisting of the same basic knowledge ought to be
sufficient on the part of the teacher. The arguments in
this paper suggest that what appears to be haphazard
practice on the surface has deep root-level causes that
make the traditional culture of schooling problematic.

The whole-theme approach suggests that all teach-
ers must participate in a rigorous training program in-
volving extensive preteaching and on-the-job problem
solving. There are two problems with the naive IKB
serving directly as a basis for making decisions about
teaching, as is common in the traditional culture of
schooling. First, the naive IKB represents the complex
world Schon (1987) described as a slimy swamp of
hard-to-manage problems. This is the complex end of
the two-way complex-simple arrow on the right side of
Figure 1. The simple end, relatively speaking, is the
PKB which comprises a thematically organized body of
domain-specific solutions gained after many years of
domain-relevant problem solving. In other words, the
learner's naive IKB is a good place for the teacher to
begin the teaching of a complex domain; but the
teacher's naive IKB is a dangerous foundation from
which to teach. For the latter, the teacher must acquire
and use a solid PKB, perhaps in the manner specified
by the whole-theme approach. The second related
problem is that the (intuitively-sound) solutions that the
naive IKB produces are often irrelevant, or even
counterproductive, to actual educational processes (see
the irrelevant-relevant dimension in Figure 1). One
such set of solutions, already discussed, is the one gen-
erated by the assumption of simplification by isolation.
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Figure 1 portrays the distance between the naive IKB
and expert PKB as an indefinite number of thematic
reorganizations, requiring a rigorous problem-solving
program of training, internship, and on-the-job
practice. In fact, it has been recently suggested that
teacher preparation must receive an emphasis similar in
rigor and magnitude at least to that of preparing
medical personnel such as surgeons and physicians
(Iran-Nejad, Hidi, & Wittrock, 1992; Marshall, 1993).
It is a reasonable conclusion, based on the arguments in
this paper, that if educational research and training, as
well as medical research and training, were to be con-
ducted in the manner implied by the whole-theme
approach, many of the problems that exist in today's
education as well as in the area of health care would be
resolved.
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IN MEMORIAM: Ralph W. Tyler 1902-1994

The inaugural issue of Research in the Schools led
with a summary of Ralph Tyler's contributions to research
in the schools and included an interview that took place
shortly after his 91st birthday. For those of us who knew
Ralph Tyler, it was unimaginable that we would face the
balance of our careers without his counsel close at hand.
Ralph Tyler passed away on February 18, 1994, shortly
before his 92nd birthday. He remained professionally
active his entire life, giving an interview for Phi Delta
Kappa as late as August 1993. Until the last year of his
life, he traveled from coast to coast almost weekly,
attending professional meetings, speaking, giving advice,
and teaching. His fee was a good meal and some lively
conversation.

My greatest memory of Dr. Tyler was his ability to
ask questions that got right to the crux of a matter.
Sometimes these questions made you feel foolish because
the answer illuminated a deficiency in your thinking.
However, he never asked questions in a threatening or
ridiculing way. He was challenging you to solve your
own problem. It was impossible to speak with Dr. Tyler
without examining your own views. This man, whose
advice was sought by presidents and other heads of state,
gave the same attention and consideration to issues
presented by anyone, regardless of rank or station.

As indicated in the introduction to the Research in
the Schools interview, Dr. Tyler's influence on
educational research spanned 60 years. His national

recognition began when he became the evaluator in 1934
of the Eight Year Study, a study cited in the literature to
this day. His work on the Eight Year Study is often
credited with broadening the focus of educators from
testing to evaluation. As the University Examiner at the
University of Chicago, he continued to expand his ideas
of measurement and evaluation. His influence is evident
in the Taxonomy of Educational Objectives, Handbook I:
Cognitive Domain and the Taxonomy of Educational
Objectives, Handbook II: Affective Domain. The senior
authors of both these classic books were former students
of Dr. Tyler. In the 1960s and 1970s, Dr. Tyler was
asked and assisted with improving the educational
.systems in the (former) Soviet Union, Israel, Ireland,
Indonesia, and many other countries. Also during the
1970s, 1980s, and 1990s, he served as a volunteer faculty
member at numerous universities across the nation,
sharing his ideas and keen intellect with new generations
of students. During all of his career, his clear and concise
publications broadened his influence on the field.

While Dr. Tyler is gone, his influence lives on
through his deeds, his students, his ideas, and his
writings. I feel that educational research and the field of
education are better places for his having been a part. In
closing, I can't help but remember one of his favorite
questions, "But how will it affect the students?"

James E. McLean
The University of Alabama
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Do Funding Inequities Produce Educational Disparity?
Research Issues in the Alabama Case

Steven M. Ross, Lana J. Smith, and John Nunnery
University of Memphis

Cordelia Douzenis
Georgia Southern University

James E. McLean
The University of Alabama

Landa L. Trentham
Auburn University

The present study was solicited as part of the plaintiffs"legal defense in the Harper v. Hunt (1993) educational disparity
litigation in Alabama. The study entailed a systematic study of school resources and conditions, a teacher survey, and a
principal interview, conducted at 45 schools in either high-stratum (wealthy) or low-stratum (poor) school districts.
Findings from all data sources were consistent in showing disparities favoring high-stratum schools on an overwhelming
proportion (about 84%) of the variables examined. The impact on the trial decision supporting the plaintiffs is discussed
along with the issue of balancing research protocol with courtroom needs.

In the past few years, educational equity litigation
challenging the distribution of state education financing
has been successful in at least five states: Texas,
Montana, Kentucky, New Jersey, and Tennessee (see
reviews by Brannan & Minorini, 1991; Brown, 1991;
Odden, 1992; Policy Information Center, 1991). In New
Jersey and Kentucky especially, the courts were per-
suaded by abundant evidence of the failure of public
education in the states' poorest communities. In a case in

Steven M. Ross is a Professor of Educational Psychology and
Research and Associate Director of Research for the Center for
Research in Educational Policy at the University of Memphis.
Lana J. Smith is a Professor of Instructional Curriculum and
Leadership at the University of Memphis. John Nunnery is a
Research Associate for the Center for Research in Educational
Policy at the University of Memphis. James E. McLean is a
University Research Professor and the Assistant Dean for
Research and Service in the College of Education at The
University of Alabama. Landa L. Trentham is a Professor of
Educational Research at Auburn University. Cordelia Douzenis
is an Assistant Professor of Educational Research at Georgia
Southern University. The authors. wish to thank Brenda
Johnson from Memphis State University and Judy Giesen from
The University of Alabama for their help in the data collection.
Please address correspondence regarding the paper to Steven M.
Ross, CEPR, University of Memphis, Memphis, TN 38152.

Maryland (Hornbeck v. Somerset County Bd. of Educ.,
1983), however, the court ruled that, despite disparities
that may exist between districts, there is no requirement
for fiscal equalization that goes beyond providing a basic
education. A fundamental issue in this decision was the
lack of concrete evidence indicating if and how
"disparity” translates into tangible educational impacts.
The above cases suggest inconsistencies and limi-
tations in the ways that educational disparity has been
researched in previous studies. First, such studies are
usually conceived as "wealth-based"” challenges to inequi-
ties between richer and poorer districts. The primary data
presented to establish disparity are dispensation figures
specifying per capita expenditures on various material
and personnel resources by area or district. Lacking is
information concerning the kinds and quality of resources
provided in terms of curricula, after-school programs,
parent involvement, special education, and other factors.
Second, previous studies, with few exceptions (Mattson,
Pace, & Picton, 1986), have relied on historical records
(namely, state or district data bases) or subjective reports
by school personnel (e.g., teachers, principals, superin-
tendents) to support the case for disparity (e.g., Slavin,
1991). Although these data appear to provide valid
indicators of nominal disparity, they do not reflect actual
conditions of schools within the districts examined in
terms of effective acquisitions and usage of resources.
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For example, it is certainly conceivable that a school
receiving one-half the per capita funding of a similar
school might create a comparable or even superior
educational environment as reflected by the physical
facility, instructional programs, and teacher quality.
Funding disparities suggest but do not necessitate
educational inequalities.

The purpose of this study is to describe an edu-
cational study and results performed in association with
the Harper v. Hunt (1993) litigation in Alabama. The
plaintiffs in this case were parents of children in poor
school districts in the state whose basic claim was a
disparity in the educational opportunities that their chil-
dren received relative to children in wealthier districts.
The educational study was solicited as part of the
plaintiffs' legal defense. The authors, as principal investi-
gators, were interested in developing an investigative
design that would be more comprehensive and powerful
than those used in previous cases.

First, it was desired to triangulate information
sources by using multiple measures of related variables.
The specific methods selected included a school envi-
ronment observation study, teacher survey, principal
interview, and a cross-validation followup of the school
environment study. Second, in the case of the school
environment component, we wanted to design a
methodology that would systematize and objectify the
collection of data regarding school conditions and
resources from site visitations. By comparison, evidence
collected in the Montana studies (Mattson et al., 1986)
consisted of summary impressions from visits by the
principal investigators to plaintiff schools and higher-
revenue schools. Such methodology seems likely to
increase possibilities for the contamination of the data
from observer bias. Third, we wanted to identify and
employ methodologies for analyzing data and presenting
results that would maintain the integrity of valid research
practices while yielding appropriate case-relevant evi-
dence. Specific research questions addressed were:

1. Do funding disparities between school systems in
Alabama translate into differential allocations of educa-
tional resources for schools?

2. To what extent do funding and/or resource dis-
parities correlate with observed conditions at selected
schools (climate, educational resources, teacher attitudes,
instructional programs, etc.)?

3. Are results pertaining to the above questions
consistent across multiple data sources?

Method
School System Sampling
On-site visits were planned to 48 schools in 16
school systems. The sample of school systems was

selected as representing the 8 highest and 8 lowest
systems in local revenue per average daily attendance
(ADA), as reported by the state for 1989. Local revenue
was used as the criterion due to perceived limitations of
state and federal funding as meaningful indicators of
between-system disparity. Specifically, state funding is
distributed at a fairly constant level across systems, thus
resulting in minimal variation. Federal funding is ear-
marked for compensatory and supplementary programs
that are designed to address the special needs of systems
that serve disadvantaged students. Such funding, aside
from making up a relatively small proportion of a
system's total revenue, is thus inversely related to system
wealth. Local revenue, on the other hand, comprises
approximately 40% of total revenue for wealthier systems
and varies by $3,000 per ADA across systems, due
mainly to the abilities of the local counties or cities to
raise funds through property taxes and other means.
Within each of the 16 systems, an elementary school,
amiddle school, and a high school were selected for visits
and observations. For this selection, it was necessary to
decide what criteria would be most appropriate for the
purposes of the study. Given the small number of
systems concerned, a random process was considered
risky in the sense that selections might not be truly
representative of typical schools in the low- and high-
revenue strata. We therefore reasoned that using a corre-
late of school success, such as student achievement, in the
selection would provide a basis for eliminating outlier
schools. That is, a school that performed typically for a
district would be unlikely to have unusual characteristics.
Two alternative strategies using standardized
achievement scores (Alabama Basic Competency Test
and Stanford Achievement Test, depending on grade)
were suggested. The first strategy was regarded as the
most valid from a research standpoint, the second most
useful from a litigation perspective. Specifically, in the
first approach, the median scoring school at each of the
three grade levels would be selected. In the second
approach, the highest scoring school at each level would
be selected in the high-stratum system schools, whereas
the lowest scoring school at each level would be selected
in low-stratum system schools. The purpose of the latter
approach would be to maximize the comparison of
environmental conditions by contrasting ostensibly suc-
cessful wealthy schools and unsuccessful poor schools.
Since both approaches (median and maximum contrast)
were judged to have merit in view of the study's
objectives (research and trial), a combination strategy was
adopted as a compromise. It involved using the max-
imum contrast selection for the four wealthiest and four
poorest systems, and the median approach for the
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remaining four high-stratum and four low-stratum
systems.

Using the above strategies, the sample of 48 schools
was selected. Comparison of the median- and maximum-
contrast approaches actually showed very little difference
due to the fact that, in many of the systems, there was
only one school at each level. School systems were
contacted by a state education official to secure
permission for the site visits. All systems agreed to
participate, with the exception of one high-stratum
system. Consequently, the sample consisted of 15
systems (7 high and 8 low) and 45 schools.

Instrumentation and Procedure

The purpose of the site visits was to document the
types of facilities and the level of resources available for
teaching and learning in the identified schools. On the
basis of previous studies of facilities/resources, a number
of pertinent site characteristics were identified and
incorporated into the data collection procedures. Other
variables were also included on the basis of the exper-
iences and expertise of the research team. The resulting
data collection procedures included an observational
survey of facilities and resources, an interview of the
principal of each school, and a teacher survey.

The observational study (School Environment Study)
required that pairs of trained observers make a systematic
tour of the school facility and document conditions
relative to safety and security, grounds and playing fields,
general exterior characteristics (buildings, walks, drives,
etc.), interior building conditions (offices, classrooms,
labs, rest rooms, cafeteria, library, gymnasium, lighting,
etc.), equipment (desks, media, physical education,
computers, etc.), and other resources (books, science
materials, etc.). Altogether, 236 variables were assessed
pertaining to these categories. Some involved counting
resources and recording the total (e.g., number of swings,
number of football fields), others involved making
qualitative judgments of the condition or sufficiency of
resources using 3-point or 5-point scales (e.g., adequacy
of lighting, condition of windows, appearance of the
teachers' room, etc.), and others involved indicating the
presence or absence of a resource by checking "yes" or
"no" (e.g., whether or not there was soccer field, a
swimming pool, etc.). Space was also provided for
observers to take notes of their impressions.

Twenty randomly selected teachers at each school (or
all teachers if there were 20 or fewer at a school) were
asked to respond confidentially to a survey addressing
such topics as the adequacy of resources and supplies for
teaching and learning, quality of facilities, use of time

required for non-instructional activities, qualifications of
teachers, and availability of aides.

A third instrument provided questions for a 15-20
minute interview with the principal of the school.
Questions concerned class sizes, availability of qualified
teachers and substitutes, and numbers and types of
specialized classes (e.g., drama, psychology, foreign
language) and extra-curricular activities.

Observers and Training Procedures

Observers were recruited from two sites at which
research team members were available for supervision--
Auburn University and The University of Alabama. All
(n=17) were either education graduate students or junior
education faculty selected from a pool of applicants.
Selection criteria included knowledge and experience in
data collection and research, availability during desig-
nated periods of time, quality of work in other areas, and
perceived ability to work well with school personnel.

Prior to the collection of data for the actual study,
procedures and instruments were field-tested by two of
the team members in a sample of public schools in
Memphis, Tennessee. The field test revealed a high
degree of consistency in the observer ratings on nearly all
variables. Revisions to clarify the operationalization of
certain variables and to facilitate the recording of data
were also made. On the basis of the findings, a final
version of the instrument, final training procedures, and
an observer handbook were developed.

Two training sessions, one at each Alabama univer-
sity site, were held for the observers. All training was
conducted by one of the researchers who participated in
the Memphis field test. During training, participants were
guided through the materials and procedures that would
be used for data collection, were given specific defini-
tions and examples, and participated in discussions and
question-and-answer activities regarding the procedures.

Data Collection Activities and Reliability Analyses
Arrangements for visits to the selected systems were
made by research team members working directly with
the system superintendent. Each superintendent notified
the principals in the selected schools that members of the
research team would be contacting them directly to make
arrangements for specific dates and times for site visits.
Observers were scheduled in pairs to visit each
school. The rationale for this procedure was that (a) two
individuals would feel more confident than would one
about carrying out the data collection procedures, asking
questions, and exploring the school; (b) reliability checks
could be conducted by determining the consistency of
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independently made observations by pair members; (c)
where questions arose about particular variables, the two
individuals could discuss them and identify a mutually
agreeable response; and-(d) having two observers would
decrease the time needed to complete an observation at a
given school.

Before visiting a school, the observation team con-
tacted the building principal to make specific arrange-
ments for the visit and the distribution and collection of
the teacher surveys. Once on site, the team would first
interview the principal and any other appropriate
personnel (e.g., maintenance staff, media specialist,
guidance counselor). The team members then toured the
school facility, completed the observation forms, and
collected the teacher surveys.

As noted above, each observer was required to
participate in a reliability check. This involved having
each member of the pair complete a separate observation
form if either had not been checked previously. Once the
observation was completed, the two observers were to
compare their responses, without changing any, and then
record their consensual response on a third form. This
consensual form was then used in the data analysis. The
original forms were spot checked by the first author to
determine whether there was reasonable consistency
(there was in all cases), and were later used in a formal
inter-observer reliability analysis, the results of which are
reported in a later section.

Cross-Validation Component

An additional aspect of the study was followup on-
site visits by three of the principal investigators. The
purpose of the followup was twofold: (a) to cross-validate
information collected by the observer teams, and (b) to
observe exemplary and extreme contexts firsthand. Due
to time constraints, 8 schools (6 low stratum and 2 high
stratum) were visited. The selection of schools was based
primarily on two factors: (a) geographical location to
permit the largest number of schools to be visited within
the available two-day time period; and (b) schools likely
to represent “clear cases” of disparity in resources and
conditions. Thus, for this component, the interest was
more to observe firsthand the extent of likely disparities
than to conduct a controlled comparison of norms for
each stratum. The investigators toured each school for
approximately one hour, talked with principals and/or
other personnel, made notes, and took photographs.

Results

School Environment Instrument
An inter-observer reliability analysis was conducted
in three ways depending upon the type of data collected.

For data involving dichotomous choices (yes/no) or 3-
point rating scales, the percentage of times the two
observers independently made the identical response was
computed. For dichotomous responses, the average was
97%, and for 3-point ratings the average was 93%. For 5-
point rating scales, Pearson correlations were computed
for the pair ratings. The correlation coefficients ranged
from .80 to .97 except for one anomaly. These results
indicate very high degrees of consistency in observer
responses.

A total of 236 variables from the School Environ-
ment Instrument were analyzed. Descriptive analyses
involved constructing summary tables using a 2 strata
(low vs. high) x 3 education levels (elementary, middle,
secondary) format. For interval (and ordinal rating scales
of 3 or more points), stratum-level means were displayed;
for dichotomous variables, the percentages of “yes”
responses were displayed. For variables representing
counts of the quantity of resources (e.g., number of
library books), adjustments were made for school size by
dividing the total quantity by the average daily attendance
(ADA) for the school. This adjustment increased the low-
stratum school means relative to the high-stratum means
due to the smaller ADAs for the former.

For directly comparing low- and high-stratum
schools, significance tests, consisting of chi-square tests
of independence and analysis of variance, were conducted

~ on the overall (all education levels combined) data for

each variable. Given the large number of separate
analyses, and the concomitant inflation of the family-wise
Type I error rate, these results were used mainly for
identifying patterns or trends rather than for proving
particular variables to be valid discriminators. Space
limitations preclude reporting the results: for each
variable. Rather, a summary of interval (rating scale)
variables that showed significant stratum differences is
provided in Table 1. Table 2 presents a comparable
listing for nominal variables. Each table also shows
variables associated with stratum effects that were less
than .05. When viewed cumulatively, these directional
findings reflect patterns that were conveyed as evidence
at the trial.

Altogether, for the 236 comparisons, 204 (84%)
directionally favored the high-stratum schools, 24 (10%)
favored the low-stratum schools, and 8 (6%) were equal.
A total of 113 comparisons (48%) yielded effects with
probabilities < .05, with all but one of these favoring the
high stratum group.

As can be seen from the listings in Tables 1 and 2,
the high-stratum schools had better maintained and more
attractive school grounds, better athletic/playground
facilities, brighter lighting in classrooms and hallways,
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Scaled Environment Variables Associated

with Significant Stratum Effects

Stratum Stratum
Variable Low  High t Variable Low  High t
Exterior Conditions Lighting
School Grounds Qual./hall lighting® 1.83 229 -291*#
Grounds maintained® 238 338 -3.75%* .56 46
92 86 Qual./classroom lighting® 2.08 2.33  -2.15%
Grounds clean® 278 343 -2.49* .28 48
1.00 .68 Health Facilities
Safety First aid supplies® 1.25 1.85 -3.56***
Safety threats® 288  1.62 4.08*** 44 .67
1.23 .74 Lunchroom
Safe from traffic® 3.00 362 -2.30* Attractiveness® 2.96 348 -2.31*
.88 92 . .81 .68
Walkways & driveways Cleanliness® 3.08 3.62 -2.36*
Walkways flood® 177 125  2.71** .83 .67
.69 .55 Rest Room Conditions
Walkway condition® 245 3.52  -4.06*** Overall condition® 1.92 3.33  -5.15%**
-.93 .81 1.06 .73
No. parking spaces? 1559 292.60 -2.06* Sanitary napkins® 1.00 195 -3.19**
118.3 2977 .00 1.47
Parking lot condition® 2.54 338 -3.55%%+ Toilet paper available® 3.00 429 -341*
.83 .74 1.53 .85
Driveway condition® 2.75 343 -3.36** Toilet seats® 4.63 495 -2.03*
.79 51 .71 .22
Exterior building conditions Soap available® 133 3.33  -5.40%**
Age of school bldg. 36.75 26.05 227* .92 153
(in years) Exhaust fans working® 1.25 1.89 -3.36**
1896 11.13 .53 .88
Bldg. attractiveness® 2.25 3.62  4.19%** Odor level® 2.04 1.48 2.34*
1.22 .92 .69 47
Windows clean® 2.50 3.19 -2.55%* Towel holders® 2.29 348 -2.60*
.98 .81 1.40 1.66
Window condition® 2.67 3.62 -3.57**% Towels available® 1.25 3.29  -4.74%**
.82 .97 .90 1.87
Broken windows® 1.57 1.15  3.04** Lighting quality® 1.63 2.48 -3.91***
51 .37 49 42
Rest room: Overall quality® 1.83 329 -6.06***
Interior Conditions .82 .78
General Rest room: Appearance®  1.75 324 -6.14***
Floor condition® 2.21 3.81 -5.61%*** .85 .77
102 .87 Playground/Athletic Fields
Fountains appearance® 2.67 343 -3.03** Elementary only
.87 .81 Age of equipment* 1.55 233 -2.31*
Fountains condition® 2.17 276 -2.72** 69 52
.76 .49 Condition of equipment®  1.90 3.67 -5.13%**
Ceilings appearance® 2.58 3.57 -3.57*** 1.30 .82
.83 1.03 No. Sandboxes! 0.00 3.40 -2.26*
0.00 4.30
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Table 1 (continued)

Stratum Stratum
Variable Low High t Variable Low High t
All levels Science Labs
Basketball courts - 1.85 3.09 -2.42* No. Science labs¢ 1.20 2.50 -2.06*
condition® 1.46 1.14 ' 1.40  2.50
Spectator stands - 2.55 345 -243* Quant. science equip. 1.85 3.62 -4.27%**
condition® .82 .93 .80 1.26
Baseball fields - 2.00 3.19 -2.80** Science equip. - qual®  2.15 3.54 -3.11%**
condition® .93 1.38 .98 1.27
No. Tennis courts? 20 220 -3.28** Teachers' lounge
90 280 No. chairs? 10.10 15.60 -2.42*
No. Player benches? .60 3.00 -2.03* 7.00 7.00
1.50  5.40 Attractiveness® 2.13 3.62 -5.36%**
Gymnasium .72 .92
Girls' Locker room - 1.88 3.44 -3.84*%** Auditorium
attrct.? 1.26 1.03 Attractiveness® 230 3.67 -3.79*%**
Boys' Locker room - 1.53 320 -5.00%** 1.11 1.19
attrct.? 1.01 .86 Regular classrooms
No. Boys' lockers¢ 114.00 316.30 -2.33* Attractiveness® 2.42 3.48 -4.04***
250.80 226.50 .93 .81
P.E. equip - quantity® 196 376 -6.36*** Desks - condition® 2.71 376 -4.17%**
95 .94 .86 .83
P.E. equip. - quality® 1.96 3.81 -6.25%** Lockers/cubbies® 1.26 1.60 -2.02*
.86 112 45 .82
Gym - condition® 2.18 3.61 -3.72%%* A/V screen® 1.92 2.57 -3.14%*
1.30 1.09 .65 51
Gym - attractiveness® 2.09 3.61 -4.44*** Globe® 2.00 243 -242*
L19 .92 42 47
Library - Media Center Map® 200 238 -3.76***
Library .00 .50
Attractiveness® 2.67 376 -3.75%%* Locking cabinets® 2.08 2.38 -2.59**
1.00 .94 72 59
Spaciousness® 2.63 3.86 -3.51%* Wall clock® 225 257 -2.07*
97  1.01 33 Sl
Cleanliness® 2096 386 -3.51*%* Adequate shelf space® 204 271 -2.19*
81 9] 1.00 1.06
Media Center Encyclopedias® 1.46 1.81 -2.12*
No. VCR players' 720 1440 -3.19%* = .60
6.60 860 File cabinets® 233 276 -2.59*
No. VCR cameras* 90  1.80 -2.28* .64 44
1.20  1.40 Textbooks - condition® 2.46  3.43 -3.95%**
No. Carousel projectors® 230 590 -2.53* -66 98
530 3.80 Textbooks - availb.® 2.58  3.00 -2.92%*
Classrooms/Offices 50 32
Administrative Offices Teacher desk - cond.* 2.13 3.14  -4.45%**
No. Desk computers' ~ 2.40  5.80 -3.62*¢** 80 .73
No. Phones? ég(o) lgé(o) -2.55%%* }\Iote:. *p <05 b "i*p <01 . *_**p <001 P
s o el it sole i sl
Attractiveness 2;:; 332 -5.66%* stratum schools: » = 24. High-stratum schools: n = 21.
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Table 2
Nominal Environment Variables Associated with Significant Stratum Effects:
Percentage of Schools with Selected Features by Stratum

Stratum
Variable Low  High x?

Exterior Conditions
Playground/Athletic Fields

Asphalt play surf. 420 450 10.36**

Separate soccer field 43 30.0 5.17*

Running track 0.0 65.0 21.43%**
Walkways/Driveways

Crossing guard 12.5 63.2 11.98*%**

Entr./Exit signs 34.8 85.7 11.78***

Auto drop-off 70.8 95.2 4.56*

Interior Conditions

General

Student lockers 66.7 81.0 4.56*
Heating/cooling

Central air 20.8 100.0 28.77***

Wall units (A/C) 91.3 30.0 1721***
Communications

PA system 833 100.0 3.84*

Student public phone  29.2 61.9  4.86*

Faculty phone 25.0 90.5 19.45%**
Health facilities

Bed available 83 429 7.23**
Library-Media Center

A/V Production 16.7 50.0 5.59*

Gymnasium
Soap/Boys' lockerroom 0.0  40.0 7.94%*
Football equipment 87.5 100.0  7.25**

Tennis equipment 20.8 762  13.779%**
Gymnastics equipment 29.2 714 8.00**
Soccer equipment 62.5 952 6.95%*

Stratum
Variable Low  High x*
Classrooms/Offices

Administrative offices

FAX machine 0.0 28.6 T7.91**
Teachers' lounge

Telephone 5.9 61.9 12.67***
Regular classrooms

Exposed pipes 45.8 9.5 7.19%*
Special classrooms
Music

Music room 20.8 90.5 21.83%**
Band

Band room 43.5 75.0 4.37*

Music stands 71.4 100.0 5.27*

Other special rooms
Foreign language lab. 43 286  4.81*

Art room 0.0 100.0 44.00***
Home economics 542 619 12.67***
Auditorium

Sound system 45.8 85.0 7.23%*
Working microphone  58.3 90.0 5.52*
Stage lights 435 75.0 6.59*
General

Student bookstore 4.8 40.0 7.42%*

Note: *p <.05, **p < .01, ***p <.001. Low-stratum
schools: n =24. High-stratum schools: n =21.

cleaner and better equipped rest rooms, better and more
physical education equipment, more attractive and
spacious libraries, more media equipment, a greater
quantity and variety of special classrooms (e.g., music,
art, band), and better equipped and more attractive
classrooms. The only variable on which the low-
stratum schools surpassed the high-stratum schools was
the quantity of wall air-conditioning units. (This
outcome, however, represents an unfavorable finding
for the low-stratum schools due to such units being
noisy and outdated relative to the central air

conditioning systems installed in 100% of the high-
stratum schools.)

To provide the most liberal picture of where low-
stratum schools might have had advantages, Table 3
lists the variables on which the low-stratum means
were directionally higher than the high-stratum means.
It should be noted that many of these variables repre-
sent tabulations of the quantity of resources per ADA.
Interpretations of how many of these comparisons are
biased by the smaller ADA at the low-stratum schools
are given in the Discussion section.
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Table 3
School Environment Variables Showing
Directional Advantages for Low-Stratum
over High-Stratum Schools

Stratum
Variable Low High ¢
Portable classrooms® 470 550 -0.23
13.0 9.0
No. Apple micro- 3.3 1.7 0.93
comp.® in library- 6.1 2.7
media center
No. spectator stands® 2.8 2.0 0.71
4.2 2.0
No. IBM microcomp. 7.5 34 063
in library-media ctr. 26.9 3.8
No. lunchroom seats®  469.0 400.2 1.08
236.0 177.3
Lunchroom condition® 342 333 039
.78 .66
No. full gyms® 1.9 1.60 0.67
15 11
No. boys' toilets 4.25 365 0.84
229 246
No. girls' toilets 5.21 519 0.03
2.11 186
No. library seats® 111.4 978 0.69
81.8 398
No. library holdings® 17583 16832 0.69
16626 6070
No. weekly subscript.* 6.5 5.7 0.39
7.5 6.7
No. copiers/admn. off® 34 2.7 1.32
18 2.2
Variable Low  High ¥
Shop room 54.2 38.1 1.16
Copier in teach. room 56.3 38.1 1.21
Wall unit A/C 91.3 300  17.21%**
Science lab gas jets 672 643 0.07
Plygrnd.-prot. mats 12.5 0.0 0.81
Elect. in science lab 100.0 923 1.04
Science lab sinks 100.0 92.9 0.96

Note: *p <.05, **p <.01, ***p <.001. Variables in
the left column and top portion of right column are
interval/ratio variables. Column entries are stratum
means. Variables in the right column below the header
are nominal variables; column entries are percentages
of schools or rooms within schools for which the items
were determined to be present. *Per 1000 students
(average daily attendance). °5-point scale. Low-
stratum schools: n = 24. High-stratum schools: n = 21.

Teacher Survey

A total of 421 low-stratum teachers and 404 high-
stratum teachers completed the survey, a response rate
exceeding 95% in both cases. Of the 16 items on
which comparisons were made, significant stratum
differences (p <.05) were obtained on 11 (69%), with
all (100%) directionally favoring the high-stratum
schools. The significant variables are summarized in
Table 4. Among the advantages indicated for the high-
stratum schools are teacher perceptions of more ade-
quate resources, better room conditions, more planning
time, fewer demands for fund raising activities, and
increased support for travel funds and teacher aides.

Principal Interview

The principal interview yielded data on 22
variables. Of these, 20 (91%) directionally favored the
high-stratum schools. The exceptions were that low-
stratum schools were more likely to have Channel One
television (50% vs. 19%) and less likely to have
combined grades (13% vs. 24%). Significant stratum
differences were obtained on 9 (41%) of the variables
(see Table 4). One variable was Channel One availa-
bility, while the others all favored the high-stratum
schools, including smaller class size, number of teacher
job applications, number of special classes (e.g., vocal
music, foreign language, psychology), and the number
of enrichment programs.

Discussion

The discussion of results will address two major
areas: (a) findings from the research study, and (b)
needs and decisions regarding the organization and
presentation of the results for use as evidence for the
Harper v. Hunt (1993) case. The latter issue addresses
the problem of balancing scientific interests and ethical
considerations with litigation needs.

The Research Findings

Findings from all data sources were consistent in
showing clear disparities between the low-stratum and
high-stratum schools. In fact, even though all four
sources (environment study, teacher survey, principal
interview, and visitation followup) directly examined
many of the same or related variables, in no instance
was a contradictory finding noted. Low-stratum
schools were found to have less attractive physical
plants and grounds, fewer educational resources in
virtually all areas, fewer instructional offerings, and
generally more dispirited staffs regarding their abilities
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Table 4
Teacher Survey and Principal Interview Variables
Showing Statistically Significant Stratum Effects

Stratum
Variable Low  High t
Teacher Survey
Adequacy of resourc. 241 1.68 13.49***
0.86 0.67
Classroom cool 221 241 -236**
in hot weather 1.14 1.24
AC noise disruptive 2.65 243  2.43**
1.30 1.39
Teacher--fund-raising 2.27 1.92  7.38***
0.62 073
Student--fund-raising 2.35 2.17  4.04***
0.62 0.72
Avg. planning time 51.01 58.81 -5.24***
17.45 23.89
Extra pay--E/C Acts. 2.88 229 13.27***
0.37 0.80
Extra pay--intramurals  2.68 224 733
0.64 0.90
Teach out of concentrat. 2.78  2.86 -2.59*
043 038
Stratum
Variable Low High x
Teacher Survey (continued)
Participate in F/R 67.6 424  51.90***
Travel funds avail. 225 81.6 272.01***
Teachers' aide (FT) 3.6 6.7 7.43**
Principal Survey
Enrichmnt. programs  50.0 952  10.98***
Channel One 50.0 19.0 4.68*

Note: *p <.01, **p <.05, ***p <.001. Values in left
column represent means and standard deviations by
stratum; values in right column represent percentage
responding "Yes." Low-stratum teachers: n = 421.
High-stratum teachers: » = 404. Low-stratum prin-
cipals: n =24. High-stratum principals: n=21.

to educate children effectively under existing con-
ditions. The principal investigators found that, in every
case (n = 45), they could read the observers' field notes
"in the blind" and correctly guess from the descriptions

whether the school was in the high- or low-stratum
group.

Many of the discriminating variables listed in
Tables 1 and 2 seem educationally important in the
sense of giving children attending low-stratum schools
disadvantages relative to their high-stratum counter-
parts. Examples included:

1. Restricted opportunities for participating in out-
door athletics such as soccer, basketball, and tennis.

2. Discomfort and distractions caused by noisy,
antiquated, and inefficient heating and cooling equip-
ment.

3. The negative ambiance of dark, old, and dirty
school interiors.

4. The health risks and discomforts for children of
having to use dirty, smelly rest rooms that often lacked
toilet paper, soap, and towels. Where toilet paper was
unavailable (in over half the rest rooms), the students
were forced to bring their own or obtain it from a
janitor.

5. Classrooms that lacked space, had unattractive
and old furniture, and lacked learning resources such as
textbooks for every child, globes, maps, encyclopedias,
and projection screens.

6. Libraries that were old, unattractive, poorly
stocked, and inadequately staffed.

7. Old (or no) gymnasiums with limited physical
education equipment, deteriorating floors, and limited
facilities and equipment.

Added to this list are the teacher and principal
reports of staff and student involvement in fund-
raising, lack of enrichment programs and special sup-
port subjects such as drama and foreign language, large
class sizes, and limited funds to support professional
development or to provide compensation for extra
work. Clearly, teachers and staff at low-stratum
schools work under conditions that are much more
stressful and frustrating than is the case for their
counterparts at wealthier schools.

At first glance, the results in Table 3 may appear to
suggest advantages for the low-stratum schools on a
fairly large group of variables. Consideration of the
meaning of those findings, however, suggests other-
wise. First, the only statistically significant effect
showed a greater use in low-stratum of wall air-
conditioning units, a negative condition compared with
the newer, quieter, and better performing central units
housed in all high-stratum schools.

Second, many of the directional advantages for the
low-stratum were tabulations of the quantity of in-
dividual resources adjusted by ADA. Since ADA was
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lower at the low-stratum schools, this adjustment
inflated the low-stratum mean for resources whose
quantity would normally be invariant or insensitive to
school size. For example, larger and smaller schools
might both have one gym, similar weekly periodical
subscriptions, and the same number of copiers in
administrative offices. Thus, it seems of questionable
importance that low-stratum schools had a greater
ADA-adjusted quantity of seats in the library, weekly
subscriptions, full gyms, copiers in offices and
teachers’ rooms, and auditorium seats.

Third, the greater quantity of computer resources
in low-stratum schools is attributable to Chapter 1
funding for supplementary educational support. Since
there was no reasonable way for observers to differ-
entiate between Chapter 1 computers and computers
acquired through the regular school budget, they were
told to make an overall count of all computers and labs
seen at the school. Even with the Chapter 1
acquisitions and the ADA adjustment, the differences
between strata were relatively small and nonsignificant.

Fourth, the low-stratum advantages in three
science lab resources (electricity, sinks, gas jets) are
attributable to several of the high-stratum (but none of
the low-stratum) elementary schools having science
labs which were not so equipped, presumably for safety
reasons. When the elementary schools are not included
in the high-stratum averages, the advantages for the
low-stratum schools are eliminated.

Fifth, the greater number of library holdings by the
low-stratum schools seems attributable to two factors.
One is the ADA adjustment noted above. The second
is that, on the average, the low-stratum schools were 11
years older than the high-stratum schools, giving them
considerably more time to acquire books.  Not
surprisingly, however, the books in the low-stratum
schools were rated as older and in poorer condition
than those at the high-stratum schools.

Sixth, the greater quantity of portable classrooms
at the high stratum reflects not only the ADA-
adjustment bias, but temporary conditions due to the
rapid growth of schools in wealthier communities and
new construction. These portable units tended to be
new and in excellent condition compared to the older,
seemingly permanent units at the low-stratum schools.

Seventh, the principal survey revealed a greater
number of combined-grade classrooms at the high
stratum. As with the portable classrooms, different
causes for these conditions seem to prevail at the high
and low strata. For high-stratum schools, such classes
appear to be mainly a product of enrichment programs
where younger middle school and high school students

take classes, such as algebra and physics, with older
students. At the low stratum, the main reason for
combined grades appeared to be lack of classroom
space and/or teaching staff.

Finally, the principal survey also indicated that
significantly more low-stratum schools than high-
stratum schools had Channel One television. This
advantage seems largely due to the low-stratum
schools' greater interest in acquiring the free television
equipment that Whittle Communications’ Educational
Network provides to Channel One sites. Based on
recent evaluation research by Johnston and Brzezinski
(1992), the educational benefits of Channel One seem
questionable.

Balancing Research Protocol with Courtroom Needs

The above research results provided what seemed
to be compelling evidence of significant disparities in
the educational opportunities available to children at
high- and low-stratum schools. In preparing the results
for presentation at the Harper v. Hunt (1993) trial, the
principal investigators, as expert witnesses for the
plaintiffs, developed a strategy of dissemination that
combined rigorous research protocol with a more sim-
plified presentation than the specialized professional
field would require. Key dissemination strategies were
as follows:

1. The key results presented were the proportion
of directional differences favoring each stratum. We
also included descriptive data on each variable from the
school environment, teacher, and principal measures.
The rationale was that the results represented a specific
population of 45 schools in 15 systems.

2. We conveyed statistical results at the trial
mainly through bar graphs showing stratum compar-
isons in bright contrasting colors. To illustrate, Figure
1 is a black-and-white overhead transparency similar to
that presented during the first author's testimony.

3. We decided to give a high degree of emphasis
to the presentation of photographs taken in the school
visitation followup study. The combination of color
bar graphs and photographs accentuating the associated
stratum disparities was expected to be both attention-
getting and memorable for the court. Where possible,
photographs were mounted so as to pair low-stratum
with high-stratum examples of the same resource (e.g.,
school entrances, playgrounds, libraries, etc.).

Conclusion

In presenting educational research results to the
professional and scientific community, it is essential
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Figure 1. Overhead similar to that shown at the trial: "Condition of play equipment and athletic fields.

that findings be accurate and valid. Appropriate atten-
tion must be given to factors such as validity threats,
usage and outcomes of formal statistical analyses, and
balanced presentations that give comparable coverage
to positive and negative findings. In a courtroom
presentation of research results, there is an ethical and
legal commitment to present accurate information, but
the mode of information dissemination must be adapted
to a non-specialized audience.

In the Alabama study, combining scientific inquiry
and trial objectives evoked relatively little strain, since

the overwhelming positive evidence yielded through
the former process was highly consistent with the latter.
Based on our experiences, however, it is not difficult
to imagine situations where the two domains would run
directly counter to one another; i.e., the research find-
ings support the opposing position. When such occurs,
adherence to ethical values and sound scientific prac-
tices needs to prevail in the educational researcher’s
courtroom presentation of results.

On March 31, 1993, the Montgomery County Circuit
Court ruled in favor of the plaintiffs. Judge Eugene
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Reese, in a landmark decision, held that the Alabama
Constitution guarantees all children in the state an
adequate and equitable education, and that the state has
not met that obligation. The decision ordered the state
to provide "equitable and adequate educational
opportunities . . . to all school children regardless of the
wealth of the communities in which [they] reside"
(Harper v. Hunt, 1993). The present study was cited
numerous times in the text of that decision, with the
associated testimony characterized by Judge Reese as
"graphic and troubling." Reading the full document
leaves little question about the signiﬁcaht impact of the
study results on that decision.
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Student Self-Concept-As-Learner:
Does Invitational Education Make a Difference?
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The present study explored the relationship between invitational education and student self-concept-as-learner. The Self-
Concept-As-Learner Scale (SCAL) was administered to 175 students in the seventh grade and readministered to the same
173 students in the ninth grade. During this period, invitational education was introduced and implemented throughout
the school. Results indicated the SCAL scores of the students remained stable over the 2-year period. Self-concept-as-
learner scores did not decline as predicted on the basis of the findings of previous studies.

The research described here is part of a larger study
to determine the impact, if any, of “invitational
education” (Purkey & Novak, 1984, 1988; Purkey &
Schmidt, 1990; Purkey & Stanley, 1991) on student
self-concept-as-learner. Invitational education is a theory
of practice which maintains that every person and
everything in and around schools add to, or subtract from,
the process of realizing human potential. Ideally, the
combined factors of people, places, policies, programs,
and processes should be so intentionally inviting as to
create a world in which each individual is cordially
summoned to develop intellectually, socially, physically,
psychologically, and morally.

Invitational education is centered on five proposi-
tions: (a) People are able, valuable, and responsible and
should be treated accordingly; (b) education should be a
cooperative activity; (c) process is as important as
product; (d) people possess untapped potential in all areas
of worthwhile human endeavor; and () potential can best
be realized by places, policies, processes, and programs
specifically designed to invite development, and by
people who are intentionally inviting with themselves and
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others personally and professionally (Purkey & Novak,
1988).

In 1989, the first year of the present study,
invitational education was introduced and implemented in
a large (1,100 students) junior high school in North
Carolina. Its implementation, which continued over a
2-year period, was made possible thanks to funding
provided by an RJR Nabisco Next-Century-Schools
Project. While the overall evaluation of the 3-year
project is presently underway, this article addresses one
facet of the investigation--changes in student self-
concept-as-learner over a 2-year period.

Some Considerations Regarding Self-Concept

There continues to be a strong interest in the nature
and function of self-concept in children and adolescents.
However, studying self-concept can be a frustrating task.
The hypothetical nature of self-concept seems con-
founded by confusion with respect to definition and
assignment of causality as it relates to other variables,
such as academic achievement or social competence
(Kelly & Jordan, 1990).

In early studies, self-concept was defined by scien-
tists as simply “self’ (James, 1890). According to James,
the self was composed of the material self, the social self,
and the spiritual self. Cooley (1902), although recog-
nizing that there were many “selves,” focused on the
social self. The social self, called the “looking glass self,”
is the result of recognizing and internalizing the
evaluations of others. In other words, our perceptions of
how others perceive us determines our self-concept.
Many theorists believe that self-concept development is
life-long and is learned from myriad experiences with the
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external environment (Cooley, 1902; Harper & Purkey,
1993; Harter, 1986; Hattie, 1992).

A recent trend is the redefinition of self-concept as a
composite of many dimensions, including cognitive,
affective, and conative. Harter (1986) proposed that self-
concept consists of domains that differ in significance for
the individual according to one’s age. Some domains are
more significant at certain ages than others. For example,
job performance, social competence, and appearance are
components of self-concept which are salient factors in
the definition of self in adulthood.  Scholastic
competence, athletic competence, physical appearance,
and peer acceptance are salient factors which define self
in middle and late childhood.

Marsh (1993) developed a schema which divides
self-concept into components, including academic self-
concept and social self-concept. In addition, he studied
math self-concept and school self-concept. Shavelson,
Hubner, and Stanton (1976) developed a model of self-
concept that is multidimensional and hierarchical in
nature. This model is composed of academic and
nonacademic components of self. Academic self-concept
is comprised of self-concepts which relate to specific
subjects. Nonacademic self-concept refers to social,
emotional, and physical components of self.

Numerous studies have been undertaken to determine
differences in self-concept among children as a function
of gender, grade, race, and ability levels (Harper &
Purkey, 1993; Hoge & Renzulli, 1993; Kelly & Jordan,
1990; Marsh, 1993; Winne, Woodlands, & Wong, 1982).
Results have been mixed and often contradictory. For
example, girls have been reported as having more
negative self-concepts than boys (AAUW, 1991) and as
having more positive self-concepts than boys (Harper &
Purkey, 1993). Different findings may be attributable, at
least in part, to the definition and treatment of self-
concept. As recommended by Byrne, Shavelson, and
Marsh (1992), future researchers might be advised to
utilize instruments that give specific self-concept scores,
such as self-concept-as-learner or social self-concept.

Instruments which have been used to measure
self-concept-as learner or academic self-concept include
the Self-Perception Profile for Adolescents (SPPA:
Harter, 1986) and The Florida Key-Self-Concept-
As-Learner Scale (SCAL: Purkey, Cage, & Fahey, 1973).
The SPPA contains items which measure how one
perceives one’s academic ability, such as “I am smart,” or
“I can think of new ideas” (Harter, 1986). The SCAL
measures students’ perceptions of their own behavior on
four dimensions: relating (basic trust in people), asserting
(trust in one’s own value), investing (trust in one’s
potential), and coping (trust in one’s own academic

ability). These behaviors have been judged by teachers
as reflecting a positive and realistic self-concept-
as-learner. Each of these dimensions contributes to
students’ self-concept-as-learner which itself is a part of
the “global” or total self-concept of the individual. The
SCAL, originally developed as a method for teachers to
infer student self-concept-as-learner, has been revised to
allow students to rank themselves on behavioral indica-
tors of self-concept-as-learner.

The Significance of Student Self-Concept

Student self-concept may provide a measure which
is useful in assessing factors related to such concerns as
underachievement, lack of school attendance, and drop-
ping out of school. Because student self-concept reflects
students’ perceptions of their abilities, feelings of
belonging in school, and perceived relationships with
teachers and other students, it may be useful in planning
preventive and remedial interventions in the school
setting. It also suggests strategies for creating a total
school environment which better meets the needs of all
students in terms of gender, grade, and race.

A positive relationship between self-concept and
academic achievement has been demonstrated by
numerous researchers (Darakjian, Michael, & Knapp-Lee,
1985; Hansford & Hattie, 1982; Harter, 1983). There is
consistent agreement among researchers and theorists that
there is a definite relationship between students’ evalua-
tions of self as learner and their level of academic
achievement (Burns, 1982; Byrne, 1984; Chapman, 1988;
Eshel & Klein, 1981; Johnson, 1981; Purkey, 1970, 1978;
Purkey & Novak, 1984). Students who have more
positive perceptions of themselves and their abilities are
more persistent at school tasks (Chapman, 1988), while
those who have poor self-concepts are more likely to give
up when faced with difficult situations (Covington, 1984).

Beane (1991) conducted an extensive review of ways
that schools can work to enhance student self-concept. In
his view, there are good reasons why schools should be
concerned with enhancing self-concept: (a) Enhancing
self-concept “is a moral imperative for schools, especially
in a time when other social institutions and agencies seem
unwilling or unable to provide support and encourage-
ment in the process of growing up” (p. 25); (b) there is
evidence that shows a correlation between self-concept
and such behaviors as “participating, completions,
self-direction, and various types of achievement” (p. 25);
and (c) self-concept has broader ramifications than the
personal development of an individual. Self-concept goes
beyond the idea of:

coping with problems and into personal efficacy

or power. Conditions like racism, sexism,
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poverty, and homelessness detract from human
dignity and for that reason debilitate one of its
central features, self-esteem. The resolution of
these issues will depend less on rhetoric and
more on action, but action is not likely unless
people believe they can make a difference.
When looked at this way, enhancing self-esteem
helps build the personal and collective efficacy
that helps us out of the morass of inequity that
plagues us. (p. 26)

Changes in Student Self-Concept over Time

Studies of student self-concept indicate a downward
trend in student self-concept as students progress through
school (Griffore & Bianchi, 1984; Harper & Purkey,
1993; Silvernail, 1987). Marsh (1993) reported that
academic self-concept dropped for both boys and girls
from grades 4 through 7. There was a general linear
downward trend in general and academic self-concept for
boys and girls in grades 2 through 7 in a study reported
by Burnett (1993).

Harper and Purkey (1993) researched differences in
self-concept-as-learner (SCAL scores) among average
and gifted boys and girls in grades 6 through 8 and found
a downward trend in both inferred and professed
self-concept-as-learner of both gifted and average
students. SCAL scores were lower for seventh and eighth
grade students than for sixth graders. There was a
significant decline in scores for students at all three grade
levels over a S-month period from fall to spring.

Efforts to Enhance Student Self Concept

Beane (1991) suggests that many attempts to improve
self-concept have fallen short. Traditionally, schools
have used three approaches. One approach involves such
activities as sensitivity training. For example, students
might sit in a circle and talk about how much they like
themselves and others for 15 minutes one day a week.
Another approach is the self-concept programs or courses
taught during the school day. A self-concept curriculum,
which is commercially or locally prepared, is taught to
students. Beane suggests there may be more than 350
programs now, with 30 programs used with more
frequency than others. There is little in the research
literature that documents the value of packaged programs
in promoting positive and realistic student self-concept-
as-learner.

A third approach to addressing self-concept is to
consider the importance of the school environment as a
total system in which a positive and realistic self-concept

can be fostered. This is the approach of invitational
education.

The Invitational Education Approach

The concepts and application of invitational
education are based on the assumption that students'
behavior and achievement are largely influenced by the
ways they view themselves and the world in which they
live (Purkey & Novak, 1984; Purkey & Schmidt, 1987;
Purkey & Stanley, 1991). Invitational education is
anchored in self-concept theory and the perceptual
tradition, both of which are concerned with the inner
world of the individual. Each proposes that perception
guides behavior. To understand other human beings, it is
necessary to understand their unique perceptions of the
world and of themselves.

Invitational learning proposes that there are five areas
that create the “chemistry” of the school and that impact
on student self-concept-concept-as-learner: people,
places, programs, policies, and processes. Each of these
five areas has a vital influence on meeting the needs of
students, encouraging independent thinking, modeling
good social skills, generating inclusion, and dealing with
conflict constructively.

In addition, practitioners of invitational education
support a systemic view of human development and
change. Individuals live in systems. Schools, families,
and communities are systems in which students develop
their sense of self, learn how to relate to others, and
develop the knowledge and skills needed to function in
society. When one applies invitational education, it
involves examining the entire culture of a school and the
community within which the student exists.

Method of The Study

The present study focused on one area of student
self-concept, that is, self-concept-as-learner, and sought
to determine differences, if any, in scores among students
using the variables of gender, grade, and race. The
present study used a longitudinal design to determine
differences in student self-concept scores for junior high
school students over a 2-year period. Seventh grade
students were administered the professed version of the
SCAL and the same students were retested with the same
instrument in the ninth grade.

The researchers hypothesized that scores of students
who were exposed to invitational education in their
school would not decrease from the seventh to the ninth
grade as expected on the basis of the findings of earlier
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research studies (Griffore & Bianchi, 1984; Harper &
Purkey, 1993; Silvernail, 1987).

Participants

Participants in the study included 175 junior high
school students who were administered the professed
version of the SCAL while in the seventh grade. The
SCAL was administered to the majority of the student
body at the junior high school. However, there were only
175 students who reported self-concept scores for both
the 1990-91 and 1992-93 school years and therefore
comprised the sample for the longitudinal study. The
same students who were administered the SCAL in the
seventh grade were retested in the ninth grade. The
smaller number of participants (N = 175) was due to
school transfers, unusable tests, and student absences
during the day of the test administration.

Other participants in the study were the faculty and
staff of the junior high school who received training in
invitational education. The entire faculty and staff (100)
participated in two full-day training programs in
invitational learning, while faculty team leaders partici-
pated in additional 2-day training sessions. The faculty
who administered the SCAL to students also received
training in the administration of the instrument.

Instrumentation

The SCAL (Purkey et al., 1973) is a 23-item
behaviorally-anchored instrument which has both in-
ferred (teacher completes instrument for each student)
and professed (student completes instrument for self)
versions. The present study used the professed version.
To complete the professed version, students select one of
six options in response to each of 23 questions. The
options consist of a Likert-type scale: 0 = Never; 1 =
Very Seldom; 2 = Once in A While; 3 = Occasionally;
4 = Fairly Often; and 5 = Very Often. Items include “I
get along with other students,” “I keep calm when things
go wrong,” “I join in school activities,” and “I do my
school work carefully.”

The SCAL was originally developed by asking
teachers to identify classroom behavioral characteristics
of students believed to possess positive and realistic
self-concept-as-learners. The instrument was created to
provide teachers with a relatively simple way to infer
self-concept-as-learner of their students. An index of
reliability of .84 was obtained for the SCAL. Coefficients
of reliability employing split-half procedures ranged from
.62 10 .92. A split-halves estimate of reliability of .93 was
determined (Purkey et al., 1973).

Four factors comprise the SCAL. These factors are
relating, asserting, investing, and coping.

Relating reflects a basic trust in people. The student
who scores high on the relating dimension probably
identifies closely with classmates, teachers, and the
school. He or she thinks in terms of my school, my
teacher, and my classmates, as opposed to the teacher,
that school, and those kids. Being friendly comes easy
for this student, and he or she is able to take a natural,
spontaneous approach to school life. The student finds
ways to express feelings of frustration, anger, and
impatience without exploding at the slightest problem.

Asserting suggests a trust in one’s own value. The
student who scores high on this factor has not learned to
be helpless. Rather, the student feels control over what
happens to oneself in school. The student who scores
high on asserting is willing to challenge authority to
obtain a voice in what is happening in the classroom.
There seems to be present in this student a learned
process of affirmation: to claim one’s integrity, to
compel recognition.

Investing refers to a student’s trust in his or her
potential. The student who feels good about oneself as
learner is more willing to risk failure or ridicule. A high
score on investing suggests an interest in originality and
a willingness to try something new. This person often
volunteers in class, although sometimes good intentions
backfire. By investing, a student feels a release of
emotional feeling and expresses an attitude of excitement
and wonder.

Coping indicates a trust in one’s own academic
ability. The student who scores well on coping is
interested and involved in what happens in the classroom.
Pride is taken in one’s work, and attempts are made to
obtain closure. A characteristic of the individual who
scores well on coping is that he or she can reasonably
handle the challenges and expectations of school.

The contention of the SCAL is that when students
relate well to others in school, feel able to assert their
thoughts and feelings, feel free to invest in classroom
activities, and cope with the academic challenges of
school, they demonstrate a “good” self-concept-as-
learner.

Procedures

Students were selected for the study by class mem-
bership. Classes were randomly selected and teachers
administered the SCAL to their classes during May 1991.
Those seventh grade students in 1991 who were still
enrolled in the school in May 1993 were readministered
the SCAL. Teachers administered the SCAL during the
same general time period.

In 1990, and continuing thereafter over a 3-year
period, faculty and staff of the junior high school selected
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for this study were exposed to intensive staff
development on invitational education. These programs
included:

Introduction to invitational education. At the
beginning of the 3-year project, all faculty and staff at the
junior high school participated in a 1-day inservice
program on invitational education. The purpose was to
“break the mold” of traditional thinking. All participants
were introduced to the concepts of invitational education,
which included: (a) basic assumptions (trust, respect,
optimism, and intentionality); (b) four dimensions (being
personally inviting with self, being personally inviting
with others, being professionally inviting with self, and
being professionally inviting with others); (c) foundations
of invitational learning (the perceptual tradition and self-
concept theory); (d) levels of functioning (intentionally
disinviting, unintentionally disinviting, unintentionally
inviting, and intentionally inviting); and (¢) five areas
(people, places, policies, programs, and processes).

Small group workshops. Consultants for each strand
conducted four day-long workshops for their specific
strand during the first year of the project. Workshop
content focused on generating ideas for school
improvement, learning the process of organizational
change, and creating plans for action, all from an
invitational education orientation.

Leadership training. In addition to ongoing small
group workshops at the junior high school, five members
of each strand plus the school principal, the two assistant

Data Analysis

SCAL scores of students for 1991 and 1993 were
compared. A f-test procedure was used to determine
significant differences between means of the SCAL
scores for the first year and third year of the project.

An analysis of covariance was used to determine
changes in SCAL scores for the same sample of 175
students. Interaction effects among the initial variable
(initial SCAL scores) and other variables (gender, grade,
and ethnic group) were tested.

Results

Results of the f-test comparing SCAL means from
year 1 to year 3 indicated that there were no significant
differences between means for the total SCAL scores.
This was also true for the four subscales of relating,
asserting, coping, and investing. As Table 1 indicates,
means for the total score and four subtests remained
stable from year | to 3. Although there were slight
increases or decreases in some subscales, these changes
were not statistically significant.

Table 1
t Test Procedure for Florida Key Total Score
and Subscales

principals, and two school counselors participated ina ~ Group N Mean Standard Deviation 't
2-day training session at the University of North Carolina
at Greensboro. The “Five P Relay” (Purkey, 1991), a Total Score
technique modified from the work of Maclver (1991), 1991 175 75.00 16.00 -.3525
was taught to participants in each of five strands (people, 1993 175 74.00 18.32
policies, programs, places, and processes) and then .
employed as a major training component. The relay Relating
involved asking each strand to set five clearly defined 1991 175 18.36 427 4634
“do-able” goals; circulating the goals of each strand to the 1993 175 19.00 4.00
other four strands, in turn, who identify possible obstacles Asserting
a.nd ways to overcome these obstacles; and returning the 1991 175 12.00 4.22 -5362
list of goals, obstacles, and ways to overcome obstacles to 1992 175 12.00 4.34
the original area strand. Each of the five strands then
developed an action plan. Coping
Inservice programs. Workshops at the junior high 1991 175  26.00 55 -4514
continued for the next 2 years and focused on the 1992 175  26.00 6.1
following topics: classroom discipline, cooperative
learning, student evaluation, advisor/advisee programs, Investing
interdisciplinary teaming, multicultural learning and 1991 175 19.00 6.50 -.9504
awareness, leadership, and working with at-risk students. 1992 175 18.00 7.33
All workshop content was presented within the context of
invitational education.
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In Figure 1, results from the present study are com-
pared with those of Harper and Purkey (1993). Harper
and Purkey administered the SCAL in December and
then, again, in April during the same academic year for
two grade levels. Student SCAL scores decreased
significantly over the period of 5 months for seventh
and eighth graders. Although the time frame differed
in the Harper and Purkey study, there is evidence to
suggest that self-concept-as-learner has a tendency to
decline during middle and junior high school.

SCAL Scores

o [ Byrd (78th Grades)
Harper (8th Grade)
40-| [} Harper (Tth Grade)

T

T
Pretest Posttest

Figure 1. Mean pre- and posttest SCAL scores for the
Harper and Purkey (1993) sample and the Byrd Junior
High School sample. Mean pretest score for seventh
graders in the Harper and Purkey study was 73. The
posttest mean was 67. The pretest mean for the Byrd
study was 75 and the posttest mean was 74.

'Analysis of covariance was used to determine
significant differences among variables for each
subscale of SCAL. As Table 2 indicates, significant
treatment effects were found for the variables of gender
and race.

Results of earlier longitudinal studies using SCAL
indicate that self-concept-as-learner scores drop as
students move through grades 6 through 12. The
results from the present study indicate a stability in
scores rather than a drop as predicted and expected.

Table 2
Covariance Analysis for Total Scores

Gender N Mean (1991) Mean (1993) F Pr>F
Female 91 77.13 77.13 2.48 .087
Male 84 73.00 71.00

Race

Black 59 72.30 69.40 3.03 .083
Other 41 73.00 73.00

White 75 79.00 79.00

One possible explanation of the stability in student
scores is the implementation of invitational education.
Teachers and staff participated on teams which
identified weaknesses and strengths in five areas:
people (interpersonal relationships); places (use of
facilities); programs; policies; and processes (how
people worked together to plan and solve problems).
Over a 3-year period, changes occurred in the school
which created a more positive school climate. School
changes were recorded in five areas from year 1 to year
3 of the project:

People

1. Recognition of teachers increased from 10
activities in 1991 to 26 in 1993. Activities
included being named “teacher of the week”
and “teacher of the year,” attending breakfast
held in honor of faculty, and selection of fac-
ulty to attend special training in cooperative
learning.

2. Parent/community volunteer hours increased
from 1,344 in 1990 to 3,590 in 1993.

Places

1. The number of school beautification projects
increased from 4 in 1990 to 8 in 1993.

2. Average daily circulation of library materials
increased from 328 in 1990 to 365 in 1993.

Programs

1. Community/school partnerships increased
from 15 in 1990 to 44 in 1993.

2. The number of dropouts decreased from 48
in 1990 to 14 in 1993.

3. Student scores on End of Course testing
improved in 4 of the 6 areas tested.
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Policies
1. The number of students retained at grade
level decreased from 144 in 1990 to 110 in

1993.
2. The percentage of D and E grades decreased
by 8%.
Processes

1. Total staff development hours attended by
faculty increased by 30%.

2. Eight academic teams were in place in year
3, compared to 0 in year 1.

Discussion

Results of the present study suggest that the de-
cline of student self-concept-as-learner over time can
be ameliorated. The invitational education approach
appeared to have had an influence on students’ exper-
ience in school and thus their self-concept-as-learner.

To answer the question posed in the title of this
study, it appears that invitational education did make a
difference in student self-concept-as-learner. The re-
sults of the present study reveal a stabilization of
student self-concept-as-learner scores rather than the
decline noted in other studies that used the SCAL with
similar groups of students. This was true for males and
females and African-Americans and Caucasian stu-
dents. The implementation of invitational education
did coincide with stability of student self-concept-
as-learner. Further research is needed to substantiate
these findings. Replication studies may reinforce the
results of this study: that invitational education can
make a difference on student self-concept-as-learner.

The present study assumes that environmental
changes initiated by the implementation of a model
entitled invitational education within one school had
significant effects on students’ self-concept-as-learner
over a 2-year period. Self-concept-as-learner scores
appeared to remain stable rather than decline as
reported in other studies. There may have been other
factors, not yet identified, that could have influenced
the stability of scores. For example, there were
turnovers in faculty, with less than five faculty
members leaving and less than five faculty members
being reassigned to the school.

In future studies, the inclusion of a stronger
comparison group in the research design would provide
a stronger basis upon which to make assumptions
concerning the present study. Without a stronger
comparison group, the results of the present study must
be interpreted cautiously.
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This pilot study investigated self-esteem and achievement of adolescent black males identified "at-risk" by their teachers.
Forty-two junior high school students in a rural southern community were administered the Coopersmith Self-Esteem
Inventory and the Stanford Achievement Tests. Self-esteem was significantly related to the achievement test battery
composite (r=.290), and to science and mathematics subtests. Self-esteem was also related to average grade (r=.426),
and to social studies and English grades. Relationships were also noted between self-esteem subscales and specific

academic content areas.

Concerned black men in a rural, southern community
developed a special program for at-risk black males
(Cobbs & McCallum, 1992). Teachers were asked to
identify at-risk participants in kindergarten through
grade 8 for the program based on several characteristics
(Cobbs, 1992). Two of these characteristics were low
self-esteem and poor academic performance. The focus
of this study was to investigate the relationship between
self-esteem and academic achievement of the middle
school students identified at-risk by the teachers.

Sewell (1985) noted there is little empirical evidence
to show a relationship between school performance and
self-esteem. More recently, Gaspard and Burnett (1991)
observed a moderate relationship (r = .38) between self-
esteem and grade average for rural ninth-grade students.
This finding was similar to the results reported by
Midkiff, Burke, Hunt, and Ellison (1986) for grade 8
students in a predominantly white suburb. However,
Mboya (1986) found no significant relationship between
self-esteem and standardized achievement test scores for
10th-grade black males. Similarly, Demo and Parker
(1987) found no significant relationship between self-
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Department of Counselor Education and Psychology at
Arkansas State University. John M. Enger is Professor of
Education in the Department of Educational Administration and
Secondary Education at Arkansas State University. Charles R.
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addressed to Lynn Howerton, P. O. Box 1560, State University,
AR 72467.

esteem and grade average for college-age black males.
Kagan (1988) suggested further investigation is needed to
examine the relationship between self-esteem and
achievement in specific content areas.

Purpose of the Study

The purpose of this pilot study was to measure the
relationship between self-esteem and academic achieve-
ment of at-risk adolescent black males. The Coopersmith
Self-Esteem Inventory (SEI) was used to provide global
measures of self-esteem (Coopersmith, 1967). School
grades and scores from the Stanford Achievement Test
(SAT) battery were used to measure academic achieve-
ment overall and in specific content areas.

Method

Forty-two black males in grades 6, 7, and 8 who had
been identified at-risk served as subjects in this study.
They ranged in age from 11 years 8 months to 16 years 7
months (X = 13.3 years, s = 1.09). A set of eight
characteristics had been used by teachers to identify at-
risk students for the Positive Impact Program for at-risk
black males (Cobbs & McCallum, 1992). Along with the
student's family status, the at-risk characteristics included
low self-esteem, lack of motivation, poor academic
record, chronic disciplinary problems, poor school
attendance, poor hygiene and personal-care habits, poor
social skills, and a disrespect for authority. A lower
socioeconomic status was noted since three-fourths of the
subjects received free lunch at school. Most of the
subjects (88%) lived in a one-parent home or with a
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guardian. Two previous studies with these subjects have
been reported (Enger, Howerton & Cobbs, in press;
Howerton, Enger & Cobbs, 1993).

The school counselor administered the Coopersmith
SEI to the subjects in one sitting. Prior to administering
the SEI, release forms had been obtained from
participants, parents, and school officials. Participants
were requested to indicate "like me" or "unlike me" on an
answer sheet, while being instructed that there was no
right or wrong answer to each question. The SEI consists
of 58 items and provides a global measure of self-esteem,
ranging from zero to 100. The SEI also yields four
subscales: general self, social self-peers, home-parents,
and school-academic. SEI has been a popular research
tool in assessing self-esteem and self-concept, having
been cited in 942 articles over the past 25 years
(Blascovich & Tomaka, 1991). In two reviews by the
Buros Institute of Mental Measurements, SEI was
recommended as an instrument appropriate for research
(Peterson & Austin, 1985) and was noted for its wide
applicability for research purposes (Sewell, 1985). The
SEI is purported to be a reliable and stable instrument
(Peterson & Austin, 1985; Sewell, 1985) with internal

- consistency reliability ranging from » = .87 to » = .92 for
grades 4 to 8 (Coopersmith, 1981). Using an adapted SEI
scale, Zirkel and Gable (1977) reported test-retest
reliability of » = .86 for blacks.

For all students in grades 6, 7, and 8, SAT scores for
the same year in reading, language, mathematics, science,
social studies, and battery composite were recorded from
school records. These SAT scores were converted to
standard scores to reflect each student's relative standing
in his class. School records yielded student grades in
English, mathematics, science, and social studies for the
school year. These grades were averaged to produce a
grade average.

Results

Coopersmith Self-Esteem Inventory (SEI)

Applying coefficient alpha, item responses of the
SEI for the 42 at-risk adolescent black males yielded an
internal consistency reliability coefficient of » = .793.
This reliability estimate of global self-esteem was
somewhat lower than the measures reported by
Coopersmith (1981) and Zirkel and Gable (1977). The
reliability coefficients of the SEI sub-scales were: general
self ( = .678), social self-peers (r = .436), home-parents
(r = .164), and school-academic (r = .458). These
findings support Zirkel and Gable's (1977) use of a
modified SEI scale which omitted the home-parents
subscale from the SEI global measure of self-esteem.

In this study, SEI was found to be a reliable measure
of global self-esteem for at-risk adolescent black males.
Moderate to strong internal consistency measures were
found for three of the four SEI subscales: general self,
social self-peers, and school-academic.

The SEI scores for the entire sample ranged from 38
to 96 with a mean of 63.0 and standard deviation of
12.75. Compared with normative data reported in the
Coopersmith (1981) manual, this mean is similar to the
mean of 64.6 for a sample of 60 black children in grades
3 to 8, but lower than the mean of 73.6 for 681 black
children aged 8 to 14. The manual reported SEI means
generally ranged from 70 to 80 with standard deviations
of 11 to 13. For the distribution of scores in the present
study, SEI scores at the 25th, 50th, and 75th percentiles
were 54.3, 61.0 and 72.3, respectively.

The overall average self-esteem score for the at-risk
middle school black males was significantly lower than
most means reported in the normative studies in the
Coopersmith (1981) manual. However, the average self-
esteem score obtained in the present study was not
significantly lower than means reported in studies for
rural ninth graders (Gaspard & Burnett, 1991), for high
school black males (Terrell, Terrell, & Taylor, 1988), and
for blacks in grades 3 to 8 (Coopersmith, 1981).

Academic Achievement

Stanford Achievement Test (SAT). Students' overall
and content area SAT scores were converted to standard
scores (z-scores) representing their relative standing in
their classes. These converted scores were determined by
obtaining the overall and content area SAT means and
standard deviations for all students in their middle school
in grades 6, 7, and 8. The converted SAT scores for the
at-risk black males had averages of: battery composite,
z=-.78 (s = 1.05); reading, z = -.79 (s = 1.08); language,
z = -.67 (s = 1.00); mathematics, z = -.67 (s = .91);
science, z = -.54 (s = 1.05); and social studies, z = -.74
(s =1.02). In summary, the average SAT scores for these
at-risk black males generally fell .5 to .8 standard
deviations below the mean of their middle school classes.

Grade averages. End-of-school grades in English,
mathematics, science, and social studies for the at-risk
black males averaged 1.85 (s = .69) on a 4-point scale
(4=A,3=B,2=C, 1=D, 0=F). Overall, these stu-
dents had lower grades in science (GPA = 1.58, s = .87)
than in social studies (GPA = 2.03, s = .81), English
(GPA =2.02, s = 1.08), and mathematics (GPA = 1.90,
5=.97). Accumulating all of the subjects' grades across
all four courses produced 3.1% A's, 21.4% B's, 39.0%
C's, 30.8% D's, and 5.7% F's.
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Relationship between SAT scores and school grades.
The overall grade average correlated r = .679 with the

SAT battery average. The correlations between grades
and SAT scores in the four content areas were: English,
r = .380; mathematics, r = .447; science, r = .646; and
social studies, r = .446. These correlations were all
significant at the .01 level.

Relationships Between Self-Esteem and Academic
Achievement

SEI and SAT. As shown in Table 1, the SEI global
measure of self-esteem was significantly related to the
SAT battery composite (r = .290, p < .05), to SAT
mathematics (» = .308, p < .05), and to SAT science
(r = 382, p <.01). The SEI general self subscale was
significantly related at the .05 level to only one of the
SAT scores, SAT science. No significant relationships
were identified between the SEI social self-peers subscale
and SAT scores. The SEI home-parents subscale was
significantly related at the .05 level to the SAT measures
for battery composite, reading, language, mathematics,
and science. For the SEI school-academic subscale,
significant relationships were found at the .01 level with
the SAT battery composite, reading, and language scores

and at the .05 level with science scores. Of the five SEI
measures (one global and four subscales), four were
significantly correlated with SAT science; three with the
SAT battery composite; two with SAT reading, SAT
language, and SAT mathematics; and none with SAT
social studies.

SEI and school grades. As shown in Table 2, the SEI
global measure of self-esteem was significantly related to
average school grades (r = .426, p < .01), English grades
(r = .309, p <.05), and social studies grades (r = .334,
p <.05). The SEI general self subscale was significantly
correlated at the .05 level with average school grades and
social studies grades. The SEI social self-peers subscale
was significantly related at the .01 level to average school
grades, English grades, mathematics grades, and science
grades. The SEI home-parents subscale was significantly
related at the .05 level to average school grades and
science grades. The SEI school-academic subscale was
significantly related only to English grades at the .05
level. Overall, of the five SEI measures, four significant
relationships were found with average school grades,
three with English grades, two with science grades and
social studies grades, and one with mathematics grades.

Table 1
Correlations of Self-Esteem (SEI) and Academic Achievement (SAT) for At-risk Adolescent Black Males

Self-esteem Inventory (SEI)

SEI General Social Home- School-
SAT Scores Total Self Self-Peers Parents Academic
Battery Composite 290 182 .130 325 .381
(.035) (.130) (212) 021) (.008)
Reading 252 130 .061 284 458
(.056) (.209) (.352) (.036) (.001)
Language 236 125 052 299 399
(.069) (:218) (374) (.029) (.005)
Mathematics 308 242 229 279 241
.027) (.067) (.078) (.041) (.067)
Science 382 298 228 358 359
(.007) (.029) (.076) (011 (011
Social Studies .189 156 .014 216 232
(.119) (.166) (.465) (.088) (.072)
p-values in parentheses
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Table 2
Correlations of Self-Esteem (SEI) and Academic Achievement (Grades) for At-risk Adolescent Black Males

Self-esteem Inventory (SEI)

SEI General Social Home- School-

School Grades Total Self Self-Peers Parents Academic
Overali Average 426 307 482 315 200

(.003) (.029) (.001) (.025) (.111)
English .309 .187 401 123 .269

(.025) (.121) (.005) (.222) (.044)
Mathematics .190 161 385 072 -.085

(117) (.158) (.007) (.328) (.298)
Science 233 .006 394 286 229

(.079) (485) (.006) (.037) (.078)
Social Studies 334 .268 231 .230 .266

(.019) (.050) (.078). (.080) (.051)
p-values in parentheses

Discussion related to standardized test scores in mathematics

This pilot study found significant relationships
between self-esteem and academic achievement for at-
risk adolescent black males. The SEI global measure
of self-esteem was significantly related to two compo-
site measures of school performance, standardized test
battery composite score (r = .290, p < .05) and end-of-
year school grade average (r = 426, p < .01). The
school grade relationship with self-esteem was similar
to findings for rural ninth-grade students (Gaspard &
Burnett, 1991) but not for college-age black males
where no significant relationship had been reported
earlier (Demo & Parker, 1987). Significant relation-
ships between self-esteem and standardized test scores
were found for at-risk adolescent black males in this
study, which contrasts to the nonsignificant findings for
10th-grade black males (Mboya, 1986).

Kagan (1988) identified a need for the investigation
of the relationship between self-esteem and achieve-
ment in specific academic content areas. In this study,
significant relationships with self-esteem were noted
for the four school performance areas investigated.
The global measure of self-esteem was significantly

(r = .308, p <.05) and science (r = .382, p <.01), but
no significant relationship was noted between self-
esteem and reading, language, and social studies.
Conversely, self-esteem was significantly related to
school grades in English (» = .309, p < .05) and social
studies (r = .334, p <.05), but not in mathematics and
science. Thus, a significant relationship was found
between global self-esteem and each of the four
specific content areas, science and mathematics with
SAT scores and social studies and English with school
grades.

For these at-risk adolescent black males, several
self-esteem subscales produced stronger relationships
with specific academic content areas. The strongest
relationships (p < .01) were noted between the school-
academic subscale and standardized achievement
measures in reading and language. The strongest SEI
subscale relationships with school grades were noted
between the social self-peers subscale with English,
science, and mathematics grades.

As previously recommended in reviews of SEI
(Peterson & Austin, 1985; Sewell, 1985), measures of
self-esteem are useful for research and group
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interpretation. However, the user should be cautioned
that SEI measures have limited utility in interpreting an
individual's self-esteem.

The most appropriate application of these findings
would be directed at programs working with at-risk
black males, such as the aforementioned program.
Programs such as PIP should be encouraged to include
activities to enhance self-esteem and to improve
academic performance of at-risk students. Continued
efforts to boost self-esteem may serve to enhance
students' academic performance; continued efforts to
improve academic performance may increase students'
self-esteem.
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The study investigated 440 Korean children, ages 2 1/2 - 12 1/2 years, tested on the Korean version of the Kaufiman
Assessment Battery for Children (K-ABC). The aim of the study was to determine whether Korean children demonstrated
a profile on the K-ABC Sequential and Simultaneous Processing Scales characteristic of Japanese children. At each age,
Korean children scored significantly higher on the Sequential Scale, in contrast to the High Simultaneous-Low Sequential
profile displayed by Japanese children in previous investigations. Subtest analysis indicates an unusually strong ability
Jor Koreans in Number Recall, relative to Americans. Implications of that finding for the documented high math ability
of Korean children are explored. Also, the present results are contrary to Lynn's predictions regarding the intelligence

of Oriental races.

The sequential-simultaneous dichotomy exists in
research in diverse areas such as cognitive psychology,
neuropsychology, and related disciplines (Kaufman &
Kaufman, 1983a). Many researchers have dichotomized
types of information processing: sequential versus paral-
lel or serial versus multiple (Neisser, 1969), successive
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versus simultaneous (Das, Kirby, & Jarman, 1975; Luria,
1966), analytic versus gestalt/holistic (Levy, 1972),
propositional versus appositional (Bogen, 1969), verbal
versus imagery or sequential versus synchronous (Paivio,
1975, 1976), time-ordered versus time-independent
(Bogen, 1975), and central versus automatic (Shiffrin &
Schneider, 1977). There are many similarities in the
definitions of serial, successive, and analytic/sequential
processing; additionally, when scientists speak of parallel,
simultaneous, or gestalt/holistic processing, it is evident
that they are referring to a unified construct.

Sequential or successive processing refers to a
person's ability to solve problems by mentally arranging
input in sequential or serial order. Time and temporal
relationships are important aspects of this type of
processing since the stimuli tend not to be available at the
same time (Kaufman & Kaufman, 1983a). The sequential
processing of the stimuli is required regardless of the type
of item content, method of presentation, or model of
response. Simultaneous or holistic processing, on the
other hand, refers to a person's ability to synthesize
information in order to solve the problem. As with
sequential processing, the content to be manipulated (e.g.,
semantic, figural, symbolic) is not as critical as the
process.
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Initial research evidence in support of the two
information processing styles came from three sources
(Kaufman & Kaufman, 1983a): (a) studies conducted by
experimental and cognitive psychologists, primarily in a
laboratory setting; (b) factor analytic work done by Das
and his colleagues (Das, Kirby, & Jarman, 1979) in their
pursuit of a partial validation of the Luria fronto-temporal
versus occipital-parietal neuropsychological approach;
and (c) experiments conducted primarily with split-brain
patients (Springer & Deutsch, 1981). Subsequent
investigations have demonstrated the robustness of the
K-ABC sequential-simultaneous distinction for specific
age groups throughout the preschool years (Kaufman &
Kamphaus, 1984) and for separate groups of girls and
boys (Kamphaus & Kaufman, 1986).

Analyses with the WISC-R produced readily identifi-
able sequential and simultaneous factors, with the former
closely associated with the WISC-R Freedom from
Distractibility factor and the latter with the Perceptual
Organization factor (Kaufman & McLean, 1986, 1987,
Keith & Novak, 1987; Naglieri & Jensen, 1987). The
psychological meaningfulness of the sequential and simu-
ltaneous dimensions was further demonstrated by studies
that investigated these constructs in concert with other
theoretical constructs. Factors corresponding to this
processing split emerged intact when the K-ABC was
factor analyzed with fluid and crystallized scales derived
from the Horn-Cattell theory of intelligence (Horn, 1989;
Hom & Cattell, 1966, 1967), and when alternate
measures of successive (sequential) and simultaneous
processing were factor analyzed with measures of
attention and planning ability in numerous investigations
of Luria's (1980) neuropsychological theory (Das,
Naglieri, & Kirby, 1994).

In Das et al.'s (1975, 1979) earlier work, successive
and simultaneous factors consistently emerged, along
with a speed factor, for a diversity of normal and excep-
tional samples, including culturally different groups such
as white Canadian children and high-caste children from
Orissa, India. Cross-cultural validation of the successive
and simultaneous dimensions also has been provided for
children from other locales in India and for Native
Canadian, Australian, and Australian Aboriginal children
(Das et al., 1994). And the proliferation of adapted and
renormed K-ABC tests throughout the world has
permitted cross-validation of the K-ABC sequential and
simultaneous constructs in Europe and Asia. Clear-cut
sequential and simultaneous factors emerged among
samples of children from France (Kaufman & Kaufman,
1993), Germany (Kaufman, Kaufman, Melchers, and
Preuf}, 1991), and Japan (Matsubara, Fujita, Maekawa,
Ishikuma, Kaufman, & Kaufman, 1994).

Additionally, Ishikuma, Moon, and Kaufman (1988)
examined the simultaneous-sequential profile of Japanese
children, ranging in age from 2 1/2 to 8 1/2 years, based
on data provided by Lynn and Hampson (1986) on the
Japanese version of the McCarthy scales. The results of
that study offered evidence for a high simultaneous-low
sequential profile for 2 1/2- to 8 1/2-year-old Japanese
children. Kaufman, McLean, Ishikuma, and Moon
(1989) used a similar methodology to examine Japanese
children's relative performance in sequential and simul-
taneous processing from their scores on the Japanese
WISC-R (Kodama, Shinagawa, & Motegi, 1978). Re-
gression equations were derived from a sample of 170
normal American children who were tested on both the
WISC-R and K-ABC in order to predict K-ABC
sequential-simultaneous processing based on children's
performance on WISC-R subtests. These equations were
then applied to data obtained on Japanese children. The
outcome of that study also supported a high
simultaneous-low sequential profile for Japanese chil-
dren; that hypothesized profile was not supported,
however, in an investigation of Japanese children's
performance on a Japanese translation of the K-ABC,
using children from Alabama as a comparison group
(Ishikuma, 1990).

The purpose of this study was to examine directly the
simultaneous-sequential profile of Korean children for
ages 2 1/2 through 12 1/2 years, to determine whether a
high simultaneous-low sequential profile characterizes
Asian children other than Japanese. Lynn (1987) has
argued that Orientals, as a race, excel in visual-spatial
(simultaneous) skills. Despite Ishikuma's (1990) negative
finding in this regard, most investigations of Japanese
intelligence support a high simultaneous-low sequential
profile, in agreement with Lynn's (1987) theoretical
position (Kaufman, 1990). The present investigation with
Korean children offers a good opportunity to test out the
generalizability of Lynn's theory, which he bases on
evolutionary, empirical, and neurological factors.

The present study also provides an opportunity to
understand a practical phenomenon: the fact that Korean
children and adolescents easily surpassed the mathe-
matical performance of children from a dozen nations,
including the United States, in the International Assess-
ment of Educational Progress (Lapointe, Mead, &
Phillips, 1989). According to Kaufinan and Kaufman
(1983a), good ability to process information sequentially
"is closely related to a variety of school-related skills . . .
[that] include memorization of number facts. . . .
Sequential processing also may affect . . . applying the
correct stepwise procedures for various mathematical
skills such as 'borrowing™ (p. 30). It may be that the
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exceptional math ability by Korean children is partly a
function of well-developed sequential processing.

Method

Subjects

The sample for this study was 440 Korean children
who were tested between August and November, 1987,
during the program for the development of the Korean
version of the K-ABC. The sample was randomly
selected from children ages 2 1/2 to 12 1/2 attending two
elementary schools, four kindergartens, and five day care
centers located in Taegu City, Korea. The sample was
stratified at each age by sex and included 40 children in
each of the 11 age groups, between 2 1/2 and 12 1/2
years. Equal numbers of boys and girls were included at
each age. Socioeconomic status was not considered since
there was no criterion available in Korea to determine the
socioeconomic status.

Instrument

Moon (1988) translated the K-ABC Mental
Processing subtests to Korean. The tryout version of the
Korean K-ABC included direct translations of all items
without modifications to the item content. Although a
few of the pictures in the American K-ABC are not
appropriate for Korean children (e.g., the "saw" in Magic
Window and a "can opener" depicted in Matrix
Analogies), Moon (1988) preferred to keep the K-ABC
intact during the Korean tryout to permit the detection of
all biased items by applying objective empirical tech-
mques The K-ABC Mental Processmg Scales include

Simultaneous Processmg This 3:7 ratlo does not repre-
sent the proportion of subtests actually administered to a
given child. The ratio of simultaneous to sequential sub-
tests is actually 2:3 at ages 2 1/2 and 3; 3:4 at ages 4 and
5; and 3:5 at ages 6 through 12 1/2.

Reliability data were analyzed to determine the con-
sistency of a child's performance on the Korean version
of the K-ABC Mental Processing Scales and subtests.
Internal consistency reliability coefficients for the
separate subtests for each scale were examined by using
Cronbach's (1970) coefficient alpha. Mean reliability
coefficients of Mental Processing subtests ranged from
.79 (Gestalt Closure) to .87 (Triangles) for preschool
children, whereas at the school age level the range was
between .72 (Photo Series) and .79 (Triangles). Internal
consistency reliability coefficients for the Global scales
were computed using Guilford's (1954, p. 393) formula
for determining the reliability of a composite. The mean
coefficients ranged from .84 to .91 for preschool children.
For school-age children, the mean coefficients were

between .82 and .93, indicating good internal consistency
at both the preschool and school-age level. Of particular
interest for this study are the reliability coefficients for
the Sequential and Simultaneous Processing Scales for
Korean children. For preschool children, coefficient
alphas averaged .89 for Sequential and .86 for Simul-
taneous; for age 5 and above, the mean values were .82
and .88, respectively.

Construct validity of the Korean version of the
K-ABC Mental Processing Scales was also examined by
principal factor analysis using 440 sample cases (Moon,
1988). Results of principal components analysis and
principal factor analysis provide clear-cut empirical
support for the existence of simultaneous and sequential
dimensions. '

Procedure

The Korean versions of the K-ABC Mental
Processing Scales were administered by four trained
graduate students in educational psychology. All children
were tested individually in facilities provided by the
school principals.

For each age group, raw scores on the Mental
Processing subtests were computed. In order to facilitate
comparisons with American children, the computed raw
scores of each subtest were converted to scaled scores
based on the American norms provided by the K-ABC
Administration and Scoring Manual (Kaufman &
Kaufman, 1983b). Then, sums of scaled scores for
Sequential and Simultaneous Processmg were computed
by summing the designate

and the standard scores on these two processing scales
corresponding to the sums of the scaled scores, were
identified from the norm tables in the Global Scales
presented by Kaufiman and Kaufman (1983b).

Mean standard scores on the Simultaneous and
Sequential Processing Scales for Korean children were
computed for each of the 11 age groups and the total
sample of 440 children. Differences between mean
standard scores on the two K-ABC processing scales were
computed for the 11 age groups and for the total sample.
The significance of these differences was then tested by
two-tailed correlated ¢ tests, applying the Bonferroni
correction (Games, 1971) for multiple comparisons.

Results and Discussion

Table 1 presents the mean standard scores for Korean
children on the Korean version of the K-ABC Sequential
and Simultaneous Processing Scales, based on American
norms. As indicated, Korean children have a distinct pro-
cessing profile: high sequential-low simultaneous. The
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Table 1

Mean Standard Scores for Korean Children on the K-ABC Simultaneous and Sequential Processing Scales

Sequential Simultaneous Sequential minus
Processing Processing Standard Simultaneous
Age N Standard Scores Scores Discrepancy t
2% 40 128.4 108.2 20.2 7.19%*
3% 40 117.7 95.4 223 6.22%*
4% 40 111.8 99.3 12.5 7.23%*
5% 40 122.4 109.4 13.0 6.55%*
6 40 112.6 105.8 6.8 3.08*
7% 40 119.4 108.3 11.1 5.50%*
8 40 124.6 111.2 134 7.33%*
9% 40 120.7 104.5 16.2 9.00**
10 % 40 121.7 110.9 10.8 5.98%*
11Y% 40 122.8 110.9 11.9 5.54%**
12 %4 40 128.6 115.2 134 7.07**
Total 440 121.0 107.2 13.8 19.48%*

total sample of 440 children earned Sequential scores
that were nearly one standard deviation (13.74 points)
higher than their Simultaneous scores. The discrep-
ancies at each age level and for the total sample of 440
proved to be statistically significant, favoring Sequen-
tial over Simultaneous processing (p <.01).

A high sequential-low simultaneous profile
emerged consistently across all age groups. The
sequential minus simultaneous discrepancies ranged
from about 1/2 to 1 1/2 standard deviations and

averaged almost 1 SD (13.8 points for the total sample).

These findings are contrary to Japanese children's high
simultaneous-low sequential profile (Ishikuma et al.,
1988; Kaufman et al., 1989), and to Lynn's (1987)
hypothesis that Oriental races as a whole excel in the
kinds of visual-spatial tasks that compose the K-ABC
Simultaneous Processing Scale as opposed to verbal-
sequential tasks. In view of the Korean children's
decisive difference (about one SD, on the average) in
favor of Sequential Processing, relative to American
children, the Lynn hypothesis--that posits a genetically
programmed superiority in visual-spatial ability for
Oriental nationalities--must be thoroughly reexamined.
The results of this investigation cast great doubt about
the generalizability of Lynn's (1987) hypothesis to
Oriental nationalities, and Ishikuma's (1990) failure to
detect a simultaneous superiority for the Japanese

children he tested, relative to his American control
group, suggests that Lynn's hypothesis may not apply
unilaterally within Japanese samples. Further research
on this important and provocative topic is needed.

Table 2 presents means and SDs for Korean
children, relative to American norms, on each of the
K-ABC Sequential and Simultaneous subtests. As a
group, Korean children consistently performed rela-
tively low on Face Recognition and Gestalt Closure,
usually earning scaled scores in the 8-9 range. These
subtests are the purest measures of what Horn (1989)
calls Broad Visualization, a specific ability that re-
quires "fluent” visual scanning, Gestalt closure, mind's-
eye rotation of figures, and ability to see reversals" (p.
80). In contrast, Korean children demonstrated an
astonishing short-term memory on Number Recall.
Relative to children in the U.S., Korean children earned
scaled scores of about 14 at ages 2 1/2 to 4 1/2; about
15 at ages 5 1/2 to 7 1/2; and about 17 at ages 8 1/2 to
12 1/2. The latter mean exceeds the American average
by more than two standard deviations. From Hom's
(1989) theory, the strength on Number Recall denotes
excellent SAR, or Short-term Apprehension .and
Retrieval.

Stevenson, Stigler, Lee, and Lucker (1985) con-
ducted a comprehensive study to examine whether
children in three different cultures (America, Japan,
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Table 2
Mean Standard Scores of the Korean Version of the K-ABC Mental
Processing Subtests, by Age, for the Korean Sample (Based on American Norms)

Subtest Sequential Processing Simultaneous Processing
Age HM NR wO MW FR GC TR MA SM PS
2% Mean 13.8 14.8 12.8 9.7 10.9
SD 2.4 2.8 2.7 45 1.9
3% Mean 11.7 13.6 10.3 9.0 8.6
SD 3.8 2.8 39 25 2.8
4% Mean 11.0 14.2 10.4 10.3 9.5 89 11.4
SD 1.9 34 2.5 2.6 2.1 2.6 24
5% Mean 13.0 16.0 11.4 8.8 12.0 11.1 135
SD 2.3 2.1 1.7 32 24 24 2.3
6 Mean 10.5 14.2 11.2 85 13.0 109 11.8 10.2
SD 2.8 29 2.7 2.0 2.7 2.8 26 14
7% Mean 12.2 15.2 11.5 8.2 13.2 126 109 10.6
SD 2.6 2.1 2.0 3.0 32 29 23 16
8 Mean 12.0 17.0 124 8.7 14.4 126 115 117
SD 2.8 1.7 2.0 23 1.6 2.3 23 24
9 Mean 11.2 164 12.0 8.0 12.5 119 111 99
SD 1.8 2.4 1.6 29 1.7 2.3 24 19
10 Y4 Mean 10.3 17.4 12.4 89 14.0 120 11.8 11.0
SD 24 1.5 22 2.6 2.2 3.0 21 20
11%  Mean——10.7 172 126 91 1377 24 1224 102
SD 2.3 1.5 22 2.9 1.9 24 1.9 20
12 % Mean 12.0 17.1 14.0 9.7 14.2 126 13.1 114
SD 2.2 1.1 1.5 3.0 1.4 2.2 2.1 15
Note. HM=Hand Movements; NR=Number Recall; WO=Word Order; MW=Magic Window; FR=Face Recognition;

GC=Gestalt Closure; TR=Triangles; MA=Matrix Analogies; SM=Spatial Memory; PS=Photo Series

and China) differed significantly in their scores on
cognitive tasks, including coding, spatial relations,
perceptual speed, auditory memory, serial memory for
words, serial memory for numbers, verbal-spatial
representation, verbal memory, vocabulary, and general
information. They found that the largest cultural dif-
ference occurred for serial memory of numbers, where
Chinese children displayed remarkable superiority, but
the superior serial memory of the Chinese children was
not extended to words. The performance of Chinese

children is in line with that of Korean children on the
Korean version of the K-ABC Mental Processing
Scales since their superior Number Recall did not
extend to the same extent to Word Order and Hand
Movements.

No hypotheses are apparent to account for the
superiority of Korean children in the Number Recall
subtest. Similarly, there are no easy explanations for
their relative strength on the sequential processing of
information in general, on tasks that require repetition
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of words and hand movements as well as numbers.
Nonetheless, these strengths are substantial in nature
and extend across the entire age range from preschool
through elementary school; therefore, they cannot be
accounted for simply by variables associated with
schooling. The sequential strength is consistent with
the findings that Korean 9- and 13-year olds far
outstripped children from 11 other countries in their
math abilities in the International Assessment of
Educational Progress (Lapointe et al., 1989; Wainer,
1993). As noted previously, good sequential skills are
needed for performing stepwise problems and
memorization of number facts. Also, the whole
mathematical system is a sequential, ordered system
that lends itself to a sequential processing style.

Nonetheless, the conclusion that the Korean chil-
dren's exceptional math performance is a result of their
outstanding strength in sequential processing must
remain speculative. For one thing, their superiority at
age 13 was most evident in the area of geometry
(Lapointe et al., 1989), a skill that seems more
dependent on visual-spatial, simultaneous processes
than on sequential syntheses. Also, the Korean
children performed better than American children on
all three Sequential subtests, but the superiority was
demonstrated to a far greater extent on Number Recall
(mean scaled scores of about 14-17) than on either
Hand Movements or Word Order (means of about
11-13). Therefore, their math strength may reflect an
unusual facility to manipulate numbers; in effect, then,
their math strength may have influenced their
exceptional ability to remember numbers rather than
vice versa. Finally, other factors may have influenced
their high math achievement even more so than their
outstanding sequential processing, for example, higher
motivation than children from most other countries
(Wainer, 1993) or more time spent doing math
homework than children from most other countries
(Lapointe at al., 1989).
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This study focused on a multivariate analysis of the Charles F. Kettering School Climate Profile, a popular measure that
is widely used to gather data for organizational planning and curriculum development. A total of 1,311 administrators,
teachers, staff and students from an elementary, a junior high, and two high school campuses in a large school district

in the Southwestern United States completed the General Climate Profile.

Primary and second-order principal

components analysis suggested different subscales from those given for the Kettering instrument. Subscale modifications

are suggested to improve overall scale validity.

There is little question that organizational research
occupies a popular position in the educational, psycho-
logical, industrial, and sociological literature. How-
ever, despite three decades of substantial empirical
investigation, the meaning of organizational climate
remains elusive (Anderson, 1982; Drexler, 1977,
Guion, 1973; Halpin, 1966; Miskel & Ogawa, 1988;
Moos, 1974; Stern, 1970; Tagiuri, 1968; Victor &
Cullen, 1987). More recently, research on school
effectiveness has generated a renewed emphasis on the
importance of the educational environment in which
optimal teaching and learning occurs (Good & Brophy,
1986).

Because of the conceptually complex and vague
definitions of climate, James and Jones (1974) re-
viewed the major conceptualizations, definitions, and
measurement approaches regarding organizational
climate. Their popular and often-cited review was
organized into three separate but not mutually
exclusive approaches to defining and measuring
organizational climate: (a) the multiple measurement-
organizational attribute approach, (b) the perceptual
measurement-organizational attribute approach, and (c)
the perceptual measurement-individual attribute
approach.
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Ambassador University in Big Sandy, Texas. Her specialty
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75755.

Representative of the multiple measurement-
organizational approach is the definition of Forehand
and Gilmer (1964) in which organizational climate is
defined as a "set of characteristics that describe an
organization and that (a) distinguish the organization
from other organizations, (b) are relatively enduring
over time, and (c) influence the behavior of people in
the organization" (p. 362).

James and Jones (1974) also reviewed the percep-
tual measurement-organizational attribute approach
(Campbell, Dunnette, Lawler, & Weick, 1970), which
identifies four general categories of the organizational
situation: (a) structural properties, (b) environmental
characteristics, (c) organizational climate, and (d)
formal rule characteristics. There is the possibility,
though, that this approach may be inconsistent. In one
sense, it proposed to measure organizational attributes
that have been demonstrated to vary across levels of
explanation such as the total organization, subsystem
and group, whereas in another sense it is considered a
psychological process that operates at a level distinct
from objective organizational characteristics and organ-
izational processes.

James and Jones (1974) addressed the perceptual
measurement-individual attribute approach, which
characterizes organizational climate as an individual's
set of general or global perceptions about his or her
organizational environment. These general perceptions
reflect the interaction between personal and organ-
izational characteristics in which the individual forms
perceptions about overall climate.

Many of the characteristics of the perceptual
measurement-individual attribute approach to climate
research were identified in work by Schneider and his
associates (Schneider, 1972, 1973; Schneider &
Bartlett, 1968, 1970; Schneider & Hall, 1972).
Schneider and Hall described organizational climate as
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a set of global or general perceptions held by indi-
viduals about their organizational environment. Like
James and Jones (1974), they wrote that summative
perceptions mirror the interaction between personal and
organizational characteristics and that individuals form
their perceptions about the overall organizational cli-

- mate from this interaction. Climate is viewed as an

individual perception and is described as personalistic.
It is seen as a general perception or intervening variable
based upon the interaction between the individual and
the environment.

Although this approach assumed that situational
and individual characteristics interact to produce a third
set of perceptual intervening variables, such an
assumption does not mean that perceived climate is not
an individual attribute. Rather, the intervening varia-
bles are individual attributes that provide a link
between the situation and the behavior. Climate is
treated as an individual attribute because it is the
individual's perceptions that are important, not the
objective situation (Guion, 1973). Such an approach
appears to provide a step toward the formulation of
specific theoretical statements regarding the nature of
the psychological process between the organizational
situation and the attitudes and behavior of individual
members of the organization (James & Jones, 1974).

During the 1970s and 1980s, researchers con-
structed numerous instruments and questionnaires to
assess organizational climate. Because of the belief
that a healthy climate could be achieved and that it
promoted numerous useful outcomes (Schneider, 1983;
Victor & Cullen, 1988), researchers viewed climate as
a promising tool for the analysis of organizational
behavior. Representative of these instruments is the
Charles F. Kettering Climate Profile (CFK), a popular
measure that is widely used to gather educational data
for organizational planning (Bailey & Young, 1989-
1990; Dennis, 1979; Fox et al., 1973; Johnson, Dixon,
& Johnson, 1992; Johnson, Dixon, & Robinson, 1987;
Phi Delta Kappa, 1974). The instrument was patterned
within the perceptual measurement-individual attribute
approach to measuring and conceptualizing climate.

The purpose of this study was to clarify the
appropriate conceptual variables and dimensions for
the CFK instrument. This research will help in
assessing perceived educational climate and in
predicting individual behaviors and attitudes in
educational settings. The suggested refinements for the
Kettering scale are offered to help make the CFK more
effective as a research instrument. Included in this
article will be discussion of the dimensionality of
climate perceptions and the psychometric properties of

the Kettering scale. These topics all relate to a proper
analysis of the Kettering scale.

Method

Subjects

A total of 1,311 administrators, teachers, staff, and
students from an elementary, a junior high, and two
high school campuses in a major school district in the
southwestern United States completed Part A, the
General Climate Factors section, of the profile. The
subjects represented an available population that
district personnel allowed to be assessed. The
principals of the sampled schools were amenable to
testing. For the 75 elementary students and personnel
who completed the instrument, there were 21 fifth
graders (age 10), 20 sixth graders (age 11), 6 teachers,
and 28 support staff (2 secretaries, 4 adult aides, 10
university personnel, and 10 parents). Among the 257
junior high participants were 3 administrators, 12
teachers, 2 secretaries, 1 aide, 6 parents, 6 university
personnel, 83 seventh graders (age 12), 66 eighth
graders (age 13), and 78 ninth graders (age 17). In
regard to the two high schools, there were 79 ninth and
79 tenth graders (ages 14 and 15) each from one school
and 332 tenth graders (age 15), 249 eleventh graders
(age 16), and 240 twelfth graders (age 17) from the
other school. The range of the student ages was from
10 through 17 years. The mean age for the 1,247
students was 15 years with a standard deviation of 1.61.
The sample was represented essentially equally by
males and females. Females only slightly outnumbered
males.

The elementary, junior high, and high school
students' responses were pooled for this study since the
instrument's developers developed their instrument to
be administered and answered by teachers, admin-
istrators, and students collectively at all educational
levels. Furthermore, analyses based on covariance
require as much systematic variance as possible, to
avoid range restrictions. The use of more diverse sub-
ject groups is potentially helpful in yielding the desired
result. Out of the entire group of 1,311 subjects, there
were only 64 adults. Therefore, the authors did not ex-
plore the congruence of the factors for students versus
school personnel given the size of disproportionately
small adult group.

Procedure

Subjects filled out the General Climate Factors
profile in their school classrooms or work areas. They
were not required to sign their names but were asked to
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complete a short demographic section indicating their
status. The elementary and junior high students were
from lower middle-class backgrounds, while the
secondary students were from middle-class back-
grounds. Most of the students were of Caucasian
ancestry.

Instrument

The Kettering instrument was developed in the
early 1970s (Johnson et al., 1992). Under the direction
of R.S. Fox, a task force of educators associated with
Charles F. Kettering II and his educational foundation
researched the climate literature and developed the
CFK. The CFK was copyrighted in 1973. The instru-
ment was designed to be used in school settings. As a
part of the CFK test development, the content validity
was assessed by asking over 200 educators throughout
the United States to respond to the instrument items
(Johnson et al., 1992).

The CFK is composed of four sections: Part A,
General Climate Factors (40 questions); Part B,
Program Determinants (35 questions); Part C, Process
Determinants (40 questions); and Part D, Material
Determinants (15 questions) (Howard, Howell, &
Brainard, 1987; Phi Delta Kappa, 1974).

The General Climate Factors section of the
instrument consists of eight subscales. The number of
items in each subscale follows: (a) Respect (Items
1-5), (b) Trust (Items 6-10), (c) High Morale (Items
11-15), (d) Opportunity for Input (Items 16-20), (e)
Continuous Academic and Social Growth (Items
21-25), (f) Cohesiveness (Items 26-30), (g) School
Renewal (Items 31-35), and (h) Caring (Items 36-40).
See Figure 1 for a listing of the instrument questions.

The scaling technique used involves two
discrepancy-format columns. The "What Is" column is
the perceived actual status of the skill or attitude
whereas the "What Should Be" column is the perceived
desired status of the skill or attitude. The "What Is"
column choices are placed on the left of the survey
questions while the "What Should Be" choices are
placed on the right. Each column has four descriptors:
1 = almost never, 2 = occasionally, 3 = frequently, and
4 = almost always.

Results

Data Analysis

We used the SAS principal components program
(SAS Institute, Inc., 1986) to examine the construct
validity of the General Climate Factors section of the
CFK. A relevant question pertaining to performing a

principal components analysis is if different factors will
emerge if 1s are put in the main diagonal than if
communalities are used. Gorsuch (1983) suggests that
with 30 or more variables, the differences between
solutions are likely to be small and lead to similar
interpretations. Harman (1967) stated, "There is much
evidence in the literature that for all but very small sets
of variables, the resulting factorial solutions are little
affected by the particular choice of communalities in
the principal diagonal of the correlation matrix" (p. 83).
Nunnally (1978) noted, "It is very safe to say that if
there are as many as 20 variables in the analysis, as
there are in nearly all exploratory factor analyses, then
it does not matter what one puts in the diagonal spaces"
(p-418). A somewhat conservative conclusion is that
when the number of variables is moderately large, say
larger than 30, and the analysis contains virtually no
variables expected to have low communalities, that is
0.4, then practically any of the factor procedures will
lead to the same interpretations (Stevens, 1986).

The claim for the so-called convergence of
principal components and common factor analysis as
the number of variables increases is correct, as long as
the universe of variables to which the model is
extended has a finite and fixed number of determinate
common factors. The justification for performing a
principal components analysis in this study was that
there were a large number of variables having moderate
communalities. The authors also performed two
principal factor analyses to verify that the results were
essentially equivalent. Therefore, we report the
findings of our principal components analysis, noting
that one would expect little difference between
principal components with iterative communality
analysis and principal factor analysis.

Because the CFK uses two discrepancy-format
columns, we performed two separate first order prin-
cipal components analyses (Stevens, 1986), one for the
"What Is" left side of the scale and one for the "What
Should Be" right side of the scale. Using the Kaiser
(1960) criterion, the "What Is" analysis yielded six
factors, while the "What Should Be" analysis isolated
four factors. The prerotation eigenvalues for the "What
Is" factors were 12.40, 2.37, 1.88, 1.31, 1.19, and 1.07.
The prerotation eigenvalues for the "What Should Be"
components were 17.67,2.91, 1.57, and 1.13. Results
of these solutions involve a first factor that might be
characterized as a general or g factor. This is a factor
with which most of the items were highly correlated
and suggests the existence of a unidimensional factor
structure. In general, the presence of a g factor does
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Figure 1

Instrument Questions for the CFK Scale

Respect

1.

In this school even low achieving students are
respected.

2. Teachers treat students as persons.

3. Parents are considered by this school as important
collaborators.

4. Teachers from one subject area or grade level
respect those from other subject areas.

5. Teachers in this school are proud to be teachers.

Trust

6. Students feel that teachers are "on their side".

7. While we don't always agree, we can share our
concerns with each other openly.

8. Our principal is a good spokesman before the
superintendent and the board for our interests and
needs.

9. Students can count on teachers to listen to their
side of the story and be fair.

10. Teachers trust students to use good judgment.

High Morale

11.

12.

13.

14.

15.

This school makes students enthusiastic about
learning.

Teachers feel pride in this school and in its
students.

Attendance is good; students stay away only for
urgent and good reasons.

Parents, teachers, and students would rise to the
defense of this school's program if it were
challenged.

I like working in this school.

Opportunity for Input

16.

17.

18.

19.

20.

I feel that my ideas are listened to and used in this
school.

When important decisions are made about the
programs in this school, I, personally, have heard
about the plan beforehand and have been involved
in some of the discussions.

Important decisions are made in this school by a
governing council with representation from
students, faculty, and administration.

While I obviously can't have a vote on every
decision that is made in this school that affects me,
I do feel that I can have some important input into
that decision.

When all is said and done, I feel that I count in this
school.

Continuous Academic and Social Growth

21.

The teachers are "alive;" they are interested in life
around them; they are doing interesting things
outside of school.

22.

23.

24.

25.

Teachers in this school are "out in front," seeking
better ways of teaching and learning.

Students feel that the school program is
meaningful and relevant to their present and future
needs.

The principal is growing and learning, too. He or
she is seeking new ideas.

The school supports parent growth. Regular
opportunities are provided for parents to be
involved in learning activities and in examining
new ideas.

Cohesiveness

26.
27.
28.

29.

30.

Students would rather attend this school than
transfer to another.

There is a "we" spirit in this school.
Administration and teachers collaborate toward
making the school run effectively; there is little
administrator-teacher tension.

Differences between individuals and groups (both
among faculty and students) are considered to
contribute to the richness of the school; not as
divisive influences.

New students and faculty members are made to
feel welcome and part of the group.

School Renewal

31.

32.

33.

34.

35.

When a problem comes up, this school has
procedures for working on it; problems are seen as
normal challenges; not as "rocking the boat."
Teachers are encouraged to innovate in their
classroom rather than to conform.

When a student comes along who has special
problems, this school works out a plan that helps
that student.

Students are encouraged to be creative rather than
to conform.

Careful effort is made, when new programs are
introduced, to adapt them to the particular needs of
this community and this school.

Caring

36.

37.
38.

39.

40.

There is someone in this school that I can always
count on.

The principal really cares about students.

I think people in this school care about me as a
person; are concerned about more than just how
well I perform my role at school (as student,
teacher, parent, etc.).

School is a nice place to be because I feel wanted
and needed there.

Most people at this school are kind.
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not mean that there is only one interpretable factor, but
rather that there is a large overriding factor with
additional factors reflecting nuances of the factor
structure (Daniel, 1991).

One result of these analyses was a matrix of corre-
lations among the factors. The interfactor correlation
matrices can be factored just as the two 40 x 40
intervariable correlation matrices can be. This method
is called second-order factor analysis. Kerlinger (1984)
noted that "While ordinary factor analysis is probably
well understood, second-order factor analysis, a vitally
important part of the analysis, seems not to be widely
known and understood" (p. xiv). It is important to
realize that researchers often want to analyze data with
second-order factor analysis, because various levels of
analysis give different perspectives (Gorsuch, 1983;
Johnson & Johnson, in press). As Thompson (1990, p.
579) explained, "The first-order analysis is a close-up
view that focuses on the details of the valleys and peaks
in mountains. The second-order analysis is like
looking at the mountains at a greater distance, and
yields a potentially different perspective on the
mountains as constituents of a range. Both
perspectives may be useful in facilitating understanding
of data." Kerlinger (1984), Thompson and Borrello
(1986), Thompson and Miller (1981), and Wasserman,
Matula, and Thompson (1993) have presented
examples of second-order factor solutions.

The decision to extract second-order factors was
driven by the desire to conduct a higher-order analysis
and by the finding that the first-order varimax solutions
involved numerous multiple loadings, thus suggesting
a first-order oblique solution as well as a second-order
result. See Tables 1 and 2 for the first-order interfactor
correlation matrices and the promax rotated factor
pattern matrices.

Two second-order factors were extracted from
both the "What Is" and "What Should Be" interfactor
correlation matrices and rotated to the varimax
criterion. See Table 3 for the second-order varimax
rotated factor pattern matrices.

Second-order factors such as these, then, often are
interpreted. However, Gorsuch (1983) argued that this
is not desirable:

Interpretations of the second-order factors

would need to be based upon the inter-

pretations of the variables. Whereas, it is
hoped that the investigator knows the
variables well enough to interpret them, the
accuracy of interpretation will decrease with
the first-order factors, will be less with the
second-order factors, and still less with the
third-order factors. To avoid basing inter-
pretations upon interpretations of inter-
pretations, the relationships of the original
variables to each level of the higher-order
factors are determined. (p.245)

First Order Interfactor Correlation Matrices

Table 1

What Is Factors What Should Be Factors

II II v \" Vi II III I\Y
I 47 30 43 46 09 I 65 50 39
II - 22 40 40 08 II - 63 45
III - 10 36 11 III ) - 56
v - 26 19 v -
Vv - 04
VI -
Note. Decimal points omitted.
Fall 1994 41 RESEARCH IN THE SCHOOLS

ERIC

IToxt Provided by ERI



WILLIAM A. JOHNSON AND ANNABEL M. JOHNSON

Table 2
PROMAX Rotated Factor Pattern Matrices For "What Is" and "What Should Be" Scale Items

Item Scale What Is Factor What Should Be Factor
1 2 3 4 5 6 1 2 3 4
1 Respect 0.152 -0.138 0.459 0.058 -0.043 0.270 -0.027 0.165 -0.070 0.607
2 Respect 0.014 0.063 0.646 0.085 -0.067 -0.122 0.031 -0.009 0.036 0.644
3 Respect -0.174 0.034 0.343 0.497 -0.052 -0.056 -0.042 0.098 -0.049 0.656
4 Respect 0.016 -0.050 0.599 0.257 -0.119 -0.158 0.012 -0.051 -0.017 0.744
5 Respect -0.026 0410 0.473 -0.043 -0.125 0.028 0.013 -0.020 0.193 0.592
6 Trust 0.065 0.085 0.512 -0.099 0.085 0.251 0.104 -0.118 0.236 0.482
7 Trust -0.017 0.067 0.454 0.045 0.132 0.121 0.009 0.126 0.110 0.523
8 Trust -0.086 0.686 0.086 0.012 0.020 -0.074 -0.052 0.105 0.572 0.178
9 Trust 0.036 -0.021 0.534 0.029 0232 0.106 0.048 -0.044 0.606 0.210
10 Trust -0.162 0.429 0.326 0.082 -0.027 0.207 0.075 -0.136 0.724 0.003
11  High Morale -0.004 0462 0.125 -0.041 0.071 0412 -0.026 0.066 0.680 0.116
12 High Morale 0.051 0.636 0210 0.030 -0.143 0.165 0.041 0.019 0.620 0.115
13 High Morale -0.029 0.096 0.049 -0.037 0.179 0.720 -0.032 0.000 0.619 0.156
14  High Morale 0.078 0.650 0.005 -0.010 -0.071 0.071 -0.032 0205 0.592 0.034
15 High Morale 0.227 0.462 0.156 -0296 0.238 -0.134 0.025 0.050 0.641 0.002
16 Input 0.061 -0.026 0.110 0.017 0.658 0.158 0.126 0.082 0.633 -0.087
17  Input -0.056 -0.127 -0.038 0.078 0.784 0.235 -0.023 0.170 0.619 -0.101
18 Input -0.094 0.535 -0.204 0252 0.141 0.153 0.047 0.404 0.474 -0.092
19 Input -0.011 0.094 -0.113 0218 0.658 -0.057 0.103 0.389 0.417 -0.137
20 Input 0.259 0.273 0.005 0.009 0391 -0.001 0.122 0343 0.405 -0.007
21  Growth 0.021 -0.081 0.321 0375 0365 -0.134 0.049 0.541 0.196 0.042
22 Growth 0.078 0.145 0.263 0.38 0.190 -0.044 0.035 0.640 0.187 0.009
23 Growth 0.194 0340 -0.144 0.295 -0.058 0.279 0.105 0.658 0.065 0.043
24 Growth 0.180 0.396 -0.026 0.255 0.145 -0.160 0.017 0.762 0.070 0.005
25 Growth 0.034 -0.025 0.003 0577 0257 -0.013 0.073 0.691 0.049 0.014
26 Cohesiveness 0.461 0272 -0.140 0.096 0.029 -0.047 0.073 0.658 0.077 -0.133
27 Cohesiveness 0.334 0.421 -0.101 0.180 -0.092 -0.008 0.074 0.676 0.028 0.043
28 Cohesiveness 0.167 0.164 0.016 0.533 0.064 -0.038 0.048 0.744 -0.068 0.078
29 Cohesiveness 0.205 0.095 0.045 0.473 0.069 0.115 0.153 0.660 -0.045 0.095
30 Cohesiveness 0.458 0.192 0.036 0258 -0.011 -0.077 0.255 0.656 -0.007 -0.003
31 Renewal 0.345 0.197 -0.086 0.352 0.036 -0.057 0.203 0.629 -0.001 0.001
32 Renewal 0.485 -0204 0.116 0.462 -0.023 0.068 0.595 0.246 -0.027 0.022
33 Renewal 0.643 -0.062 0.059 0.170 -0.039 0.092 0.708 0.207 -0.040 0.034
34 Renewal 0.617 0.035 0.008 0200 -0.145 0.138 0.740 0.102 0.003 -0.012
35 Renewal 0.653 0.121 -0.061 0.176 -0.131 0.041 0.787 0.100 0.032 -0.041
36 Caring 0.792 -0.045 0.045 -0.026 0.008 -0.100 0.821 0.041 0.050 0.025
37 Caring 0.718 0.140 0.016 -0.057 0.019 -0.165 0.799 0.089 0.000 0.014
38 Caring 0.815 -0.105 0.034 -0.031 0.098 0.046 0.874 -0.022 0.040 0.006
39 Caring 0.802 -0.056 0.049 -0.157 0.160 -0.001 0.875 -0.054 0.055 -0.017
40 Caring 0.816 -0.038 0.021 -0.082 -0.001 0.078 0.895 -0.001 -0.006 0.028
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Table 3
VARIMAX Rotated Second Order Factor
Pattern Matrices for "What Is" and
"What Should Be" Scale Items

What Is Factor What Should Be Factor
1 2 1 2

0.763 -0.216 -0.681 -0.648
0.662 -0.386 -0.830 0.087
0.167 0.876 -0.101 0.949
0.196 -0.835 0978 0.066
0.725 0.328

-0.950 -0.115

The first-order promax rotated factors, therefore,
were postmultiplied by the second-order varimax
rotated factors, and the product matrices (for "What Is"
and "What Should Be") were then rotated to the
varimax criterion. Table 4 presents these factor pattern
coefficients for items that had coefficients greater then
0.3. An approximate value for a statistically significant
factor loading can be obtained by doubling the critical
value required for an ordinary correlation. The
statistically significant value for a sample size of 1000
is approximately 0.16 (Stevens, 1986). Very often in
research, the value is set at 0.3 in absolute magnitude.

We used the generalized Kuder-Richardson relia-
bility formula, coefficient alpha (Cronbach, 1951; Ebel,
1965; Novick & Lewis, 1967), to evaluate the
reliability of the instrument. This formula was
appropriate since a Likert scaling format was employed
in the instrument form. The Cronbach alphas for the
"What Is" factors (subscales) follow: subscale one
(.91), subscale two (.71), subscale three (.82), and the
composite for all "What Is" questions (.94). The
Cronbach alphas for the "What Should Be" factors
(subscales) follow: subscale one (.92), subscale two
(.89), subscale three (.94), and the composite for all
"What Should Be" questions, (.97). Although the
CFK's developers never published reliability and
validity date for their instrument, following are the
Cronbach alpha values for the original subscales based
on an analysis of the n=1311 data: "What Is" - Respect
(.54), Trust (.63), High Morale (.66), Opportunity for
Input (.74), Academic and Social Growth (.75),
Cohesiveness (.80), School Renewal (.81), and Caring

(-87); "What Should Be" - Respect (.73), Trust (.77),
High Morale (.83), Opportunity for Input (.83),
Academic and Social Growth (.88), Cohesiveness (.87),
School Renewal (.88), and Caring (.93).

The subscale intercorrelations for the "What Is"
subscales follow: (a) Factors one and two (.57); (b)
Factors one and three (.82), and (c) Factors two and
three (.62). The "What Should Be" subscale intercor-
relations follow: (a) Factors one and two (.74), (b)
Factors one and three (.78), and (c) Factors two and
three (.63). These intercorrelations do not represent
factor scores but subscale scores derived by summing
the response category values for the salient items for a
subscale.

Discussion

The findings presented in Table 2 indicate that the
questions do not group as proposed by the instrument's
developers. Table 2 data also show that there are six
"What Is" first-order factors and four "What Should .
Be" first-order factors.

The factors presented in Table 4 indicate that two
second-order factors represent the eight postulated
scales for the Kettering instrument. The "What Is"
column questions are comprised of 25 questions for
factors one and two. The 10 items having factorial
complexity are listed last in Table 4. Factor one is
composed of 18 questions, and factor two is composed
of 10 questions. Twelve questions were factorially
complex in that these items correlated with both
factors.

These findings suggest there are two second-order
"What Is" subscales and two second-order "What
Should Be" subscales. The first "What Is" subscale is
a composite mainly of the last three sections of the
CFK. The subscale is a composite of growth,
cohesiveness, and school renewal questions. These
questions are cognitive-managerial in nature. The
second subscale is composed of questions from the
respect, trust, opportunity for input, and growth
sections of the instrument. The questions focus on
affective-experiential components. The first "What
Should Be" subscale focuses on cognitive-managerial
features, while the second subscale focuses on
affective-experiential components.

This analysis also suggests a student-related scale
that measures student's feelings and perceptions of how
they are treated and dealt with by teachers and by the
school in general. This scale deals with climate from
the perspective of students' lives in the school.
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Table 4
Rotated Pattern Coefficients for Salient Items for "What Is" and "What Should Be" Scale Items
What Is What Should Be
Factor Factor

Item Scale 1 2 Item Scale 1 2
1 Respect -0.344 0.142 1 Respect -0.479 -0.048
8 Trust 0.484 0.183 2 Respect -0.614 -0.012
14 Morale 0.467 0.014 3 Respect -0.593 -0.033
18 Input 0.543 -0.260 4 Respect -0.760 -0.065
22 Growth 0.412 0.213 5 Respect -0.587 0.147
24 Growth 0.770 0.167 6 Trust -0.491 0.124
25 Growth 0.497 -0.096 7 Trust -0.402 0.099
26 Cohesiveness 0.707 0.073 21 Growth 0.434 0.255
27 Cohesiveness 0.700 -0.074 22 Growth 0.538 0.272
28 Cohesiveness 0.684 -0.118 23 Growth 0.572 0.118
29 Cohesiveness 0.471 -0.164 24 Growth 0.628 0.194
30 Cohesiveness 0.685 0.108 25 Growth 0.604 0.120
31 Renewal 0.726 -0.050 26 Cohesiveness 0.603 0.151
32 Renewal 0.410 -0.082 27 Cohesiveness 0.563 0.104
33 Renewal 0.436 0.063 28 Cohesiveness 0.565 0.038
34 Renewal 0.465 -0.095 29 Cohesiveness 0.559 -0.015
35 Renewal 0.638 -0.038 30 Cohesiveness 0.728 -0.033
40 Caring 0.446 0.259 31 Renewal 0.664 -0.003
2 Respect -0.103 0.510 8 Trust -0.129 0.586
4 Respect -0.044 0.358 9 Trust -0.209 0.534
5 Respect -0.003 0.325 10 Trust -0.061 0.623
7 Trust 0.250 0.411 11 Morale -0.082 0.670
9 Trust -0.186 0.503 12 Morale -0.069 0.566
16 Input 0.114 0.454 13 Morale -0.179 0.602
21 Growth 0.288 0.406 14 Morale 0.107 0.617
6 Trust -0.310 ~ 0370 15 Morale 0.054 0.606
13 Morale -0.407 -0.311 16 Input 0.241 0.551
15 Morale 0.422 0.660 17 Input 0.217 0.638
19 Input 0.528 0.315 18 Input 0.382 0.555
20 Input 0.536 0.394 19 Input 0.525 0.415
23 Growth 0.455 -0.397 20 Input 0.375 0.379
36 Caring 0.573 0.370 32 Renewal 0.623 -0.319
37 Caring 0.697 0.415 33 Renewal 0.664 -0.403
38 Caring 0.481 0.327 34 Renewal 0.648 -0.398
39 Caring 0.469 0.482 35 Renewal 0.710 -0.396
36 Caring 0.623 -0.411
37 Caring 0.656 -0.437
38 Caring 0.630 -0.462
39 Caring 0.627 -0.452
40 Caring 0.642 -0.514

Note. Salient items were items with pattern coefficients greater in absolute value than .30.
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ANALYSIS OF THE CHARLES F. KETTERING CLIMATE PROFILE

Summary and Conclusion

This research analysis suggests that the currently
used subscale subdivisions may be inappropriate. We
understand from the CFK developers that they used
only content validity in the instrument construction.
The general test development literature suggests,
however, that at least two types of validity measures
should be used in scale development (American
Psychological Association, 1985).

When the CFK developers departed from this
traditional approach to instrument construction, they
arbitrarily designated and assigned names to various
subscales in their instrument. However, our first-order
analysis did not verify the instrument developers'
proposed structure. Our second-order solution found
subscales that were cognitive-managerial and affective-
experiential in nature. The suggested modifications for
the Kettering scale are offered to help make the CFK
more effective as a research instrument. Such is the
nature of instrument refinement.
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Students and the First Amendment:
Has the Judicial Process Come Full Circle?

Donald F. DeMoulin
Western Kentucky University

The rules of educational law that exist today are the result of a process of gradual evolution through formulation and
interpretation of the legislative and judicial branches of government. However, those who must apply the law to particular
cases must, of necessity, define the parameters of the interpretation. In the case of First Amendment rights, one
interpretation of court rulings, namely Hazelwood, has posed a major area of concern and controversy regarding the
earlier landmark interpretation of Tinker. This manuscript examines First Amendment rights and illustrates points of
contention and conflict as educators try to cope with seemingly diametrically opposing interpretations.

First Amendment Rights

While there are certainly more practical areas of
school law than that of students' rights of expression--
principals are far more likely to be concerned, for
example, with tort liability and labor relations matters--
there is perhaps no area which has more Constitutional
ramifications. It is in the First Amendment, after all, that
the core notions of free expression are found:

Congress shall make no law respecting an

establishment of religion, or prohibiting the free

exercise thereof; or abridging the freedom of
speech, or of the press; or the right of the people
peaceably to assemble, and to petition the

Government for a redress of grievance.

(Lunenburg & Ornstein, 1991, p. 345)

The Supreme Court has held, furthermore, in Gitlow
v. People of the State of New York (1925) that the amend-
ment--as incorporated by the Fourteenth Amendment's
due process protections--applies as to state "impairment"
of those fundamental rights as well (Yudof, Kirp, &
Levin, 1992).

Despite the seeming sweep of the First Amendment's
language, however, it is clear that "no law" has never
meant no law: Only two Supreme Court justices, Hugo
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Black and William Douglas, have ever taken that
absolutist position. What has emerged as the interpreta-
tive theory of choice for the Supreme Court over the
years has been the "preferred position balancing theory"
(Pember, 1990, p. 46). That approach, which presumes
that freedom of expression will prevail, nonetheless
allows for competing rights to "win" in cases where those
competing interests are significant enough. In Near v.
Minnesota (1931), for instance, the Supreme Court ruled
that the government may prohibit publication of some
information during wartime, with national security in
essence "winning" over the normally preferred right to
freedom of the press (Yudof et al., 1992).

First Amendment Rights in the Schools

In the school setting, freedom of expression was not
areal issue until the 1960s:

For centuries, students were presumed to have

few constitutional rights of any kind. They were

regarded as junior or second-class people and

were told it was better to be seen and not heard.

Parents were given wide latitude in controlling

the behavior of their offspring and when these

young people moved into schools or other

public institutions, the government had the right

to exercise a kind of parental control over them;

in loco parentis, in the place of a parent.

(Pember, 1990, p. 73)

In 1969, however, the Supreme Court "first extended
First Amendment protection to students . . . [and] at least
125 other court decisions followed that precedent,
repeatedly overruling administrative censorship of student
publications and other forms of campus expression"
(Overbeck & Pullen, 1991). The landmark case, Tinker
v. Des Moines Independent Community School District
(1969) involved the wearing of black armbands by school
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children in opposition to the war in Vietnam. There the
court, in a 7-2 ruling, established the principle that
students' First Amendment rights do not stop "at the
schoothouse gate" and that such students are not merely
closed-circuit recipients of only that which the State
chooses to communicate. Such symbolic expression, the
court said, should especially be protected in the school
setting:

The classroom is peculiarly the "marketplace of

ideas." The Nation's future depends upon

leaders trained through wide exposure to that
robust exchange of ideas which discovers truth

"out of a multitude of tongues, [not] through any

kind of authoritative selection." (Overbeck &

Pullen, 1991, p. 431)

The court, concerned with public schools becoming
"enclaves of totalitarianism," recognized that the students'
rights to free expression were neither absolute nor co-
extensive with those of adults. Such rights may be
violated, it ruled, when exercising them would substan-
tially interfere with officials' ability to keep discipline.
Wearing armbands, however, did not do that.

It is hard, in retrospect, to over-emphasize the impact
that the Tinker decision had on American jurisprudence
during the ensuing years. While the Supreme Court's
1943 ruling in West Virginia Board of Education v.
Barnette had established that public school students had
First Amendment rights (in a case involving West
Virginia's policy of expelling students who refused to
salute the flag while reciting the Pledge of Allegiance), it
was not until after Tinker that the proverbial legal
floodgates opened. The best evidence of the case's
vitality: the fact that it was judicially cited more than
2,000 times in school free speech cases in the 20 years
following its release (Eveslage, 1990).

Apart from its quantitative impact upon the develop-
ment of the law in this area, the case also had a qualitative
influence on later court rulings all over the country;
students actually began to win some of their litigation.

But after Tinker, many more cases arose, as

students asserted their newly won constitutional

rights. Some of the earliest post-Tinker cases
were only federal district court decisions and
hence of limited value as precedents, but
students were winning lawsuits against school
officials. (Overbeck & Pullen, 1991, p. 435)

The Impact of the Tinker Decision

Courts following Tinker--until the mid-1980s, at
least--tended to take the Supreme Court's language
literally. High school administrators "could censor stu-
dent speech only if it presented a genuine possibility of

disruption, was libelous, was obscene, or promoted illegal
activity” (Middleton & Chamberlain, 1991, p. 42). In
Illinois, Indiana, and Wisconsin, in fact--since a 1972
ruling by the Court of Appeals for the Seventh Circuit in
the case of Fujishima v. Board of Education--students
"have had the same protection as the professional press
against both prior review and censorship" (Eveslage,
1990, p. 23).

Despite the importance of Tinker, however, recent
years have brought fresh problems and--particularly with
personnel changes in the Supreme Court itself--new legal
approaches. For some commentators, that is eminently
logical:

It is apparent now that the rather benign protest

by a handful of students that resulted in the

Tinker decision presented the courts with a

rather simple problem to solve. Hence the

seemingly- broad constitutional protection
erected in the 1969 ruling has not been fully
carried forth when judges are faced with more
complex issues. Courts have been increasingly
reluctant to second-guess the actions of school
administrators who are often viewed as being

"on the firing line,” forced to make quick

decisions that may appear to be too stringent in

hindsight. (Pember, 1990, pp. 73-74)

For others, though, recent judicial retrenchment from
Tinker has wrought a situation in which "censorship and
punishment for constitutionally protected student
expression are common . . . [with] some school
administrators . . . insensitive to constitutional values"
(Gillmor, 1990, p. 635). That, in turn, has created an
allegedly toothless high school press:

Censorship is the fundamental cause of the

triviality, innocuousness, and uniformity that

characterize the high school press. It has created

a high school press that in most places is no

more than a house organ for the school

administration. (Nelson, 1974, p. 4)

Significant Court Interpretations

There are two cases--both late-1980s rulings by the
Supreme Court--which have drawn the most critical
attention. One, Bethel School District No. 403 v. Fraser
(1986) involved a speech by Tacoma, Washington, high
school student Matthew Fraser nominating a friend for
student body vice president. The speech, which was only
six sentences long, contained sexual innuendoes but no
profanity; while there was apparently no disruption apart
from some student cheering and hooting, Fraser was
nonetheless suspended from school for violating a school
rule prohibiting the use of obscene language. He sued the
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school district and won in the Ninth Circuit Court of
Appeals; he lost, however, in a 7-2 ruling, when the case
was considered by the Supreme Court.

Chief Justice Warren Burger, in writing the majority
opinion for the court, went to great lengths to emphasize
that the court was not overturning its precedent in Tinker.
"The undoubted freedom to advocate unpopular and
controversial views in schools and classrooms," he noted,
"must be balanced against the society's countervailing
interest in teaching students the boundaries of socially
appropriate behavior” (106 S. Ct. 3163, 1986, p. 49).

Unlike the sanctions imposed on the students

wearing armbands in Tinker, the penalties

imposed in this case were unrelated to any
political viewpoint. The First Amendment does

not prevent school officials from determining

that to permit a vulgar and lewd speech such as

respondent’s would undermine the school's basic
educational mission. A high school assembly or
classroom is no place for a sexually explicit
monologue directed towards an unsuspecting

audience of teenage students. (106 S. Ct. 3165,

1986, p. 51)

Justice John Paul Stevens, one of the two dissenters,
emphasized the fact that Fraser's fellow students later
selected him to be their commencement speaker as
evidence that he had not violated their standards, that "he
was probably in a better position to determine whether an
audience composed of 600 of his contemporaries would
be offended by . . . a sexual metaphor . . . than a group of
judges who are at least two generations and 3,000 miles
away from the scene of the crime (106 S. Ct. 3169, 1986).

As important as the Fraser decision was, it has not
received anywhere near the critical scrutiny of its
successor 1988 Supreme Court ruling, Hazelwood School
District v. Kuhlmeier (Overbeck & Pullen, 1991). That
case involved the censorship by a St. Louis-area principal
of his high school's student newspaper; he removed two
pages that dealt--using interviews with students whose
names were not given--with teenage pregnancy (including
discussions about abortion and birth control) and the
impact of parents' divorces on their children. The
principal argued, in defending his actions, that the stories
would serve as invasions of privacy as to the individuals
involved; further, he expressed concern that the stories
were not editorially balanced.

The federal district court, in a suit by the students,
ruled for the school; the appeals court, however, after
finding that the Tinker standards had not been met--
specifically, that there had been no showing that the
censored articles would have either caused disruption or

subjected the school to tort liability--found for the
students. The Supreme Court reversed the appeals court
by a 5-3 vote.

Rationale of Court Decision

The majority's decision in Hazelwood also did not
purport to overturn the precedent established in Tinker;
still, the justices made it clear that high school students
are not adults for First Amendment purposes. Crucial to
the majority's reasoning was the fact that the newspaper
in question was published as part of a school journalism
class. Tinker had dealt with armbands as personal
expression that just happened to occur on school
property; in Hazelwood, however, the newspaper was
considered an official school-tool of communication--not
an open forum--and that distinction was important to the
five justices:

Educators are entitled to exercise greater control

over . . . [school-sponsored publications] to

assure that participants learn whatever lessons

the activity is designed to teach, that readers or

listeners are not exposed to material that may be

inappropriate for their level of maturity, and that

the views of the individual speaker are not

erroneously attributed to the school . . . we hold

that educators do not offend the First

Amendment by exercising editorial control over

the style and content of student speech in

school-sponsored expressive activities so long as

their actions are reasonably related to legitimate
pedagogical concerns. (484 U.S. 260, 108 S. Ct.

562)

Justice William Brennan, in a stinging dissent, criti-
cized the school's "brutal censorship" and the principal's
"unthinking contempt for individual rights." Outside
critics of the decision have been no less vociferous in
their conclusions about the effects of the ruling.

Conclusion

Cases like Hazelwood . . . are troublesome. If we are
indeed educating our youth for citizenship, these holdings
breed cynicism: free expression is not a right to be taken
seriously. They assume that scholastic journalism has
little role in making schools safer, healthier, and better
places to be. Too often the school as an agent of govern-
ment sends reverse constitutional messages to students
when it represses dissent or unorthodox views. It is
difficult to be optimistic about a ruling that will be
broadly interpreted by school officials to condone
censorship (Gillmor, 1990, pp. 645-646).
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While the court's ruling could have been expected to
find widespread support among school administrators, it
has received support from some rather unexpected areas
as well. The nation's regular daily press, for example,
which one might expect to be critical of the decision,
overwhelmingly agreed with the court's ruling. An Edjtor
& Publisher survey found that papers who editorialized
on the issue found the court's reasoning to be a logical
extension of the principle that freedom of the press "is for
those [here, the school and principal] who own one"
(Pember, 1990, p. 75).

It is also important that the ruling be carefully
analyzed for what it did not do. Schools still cannot
routinely censor individual expression, nor--according to
a Ninth Circuit Court of Appeals decision in 1988--would
the decision apply to unofficial or "underground"
newspapers. Also, the ruling does not affect the legal
status of public university newspapers; it seems clear, in
fact, that a public university "is constitutionally
prohibited from controlling the content of its student
publications" (Walden, 1988, p. 708).

It is also important to note that the court's decision in
Hazelwood does not prohibit states from acting on their
own to protect such student expression. California, for
instance, in section 48907 of its Education Code,
prohibits administrative censorship of school newspapers
unless the content is obscene, libelous, or likely to cause
disruption; Iowa and Massachusetts have since passed
similar statutes (Overbeck & Pullen, 1991).

The long-term effects of Hazelwood are not, of
course, yet apparent. Some have predicted that the
decision "will surely encourage school principals to
censor student newspapers, regardless of whether they are
legally permitted to do so under the local rules"
(Overbeck & Pullen, 1991, p. 445). Others, however,
looking at the judicial consequences and noting that it
took the lower courts a long time to adjust to Tinker,
predict that those same courts may now move relatively
slowly in expanding Hazelwood beyond its narrowest
boundaries:

Grudgingly or not . . . most courts by the 1980s

were tempering a school's autonomy and

acknowledging students' right to speak. Many

of the lower courts, finally as comfortable with

the prevailing judicial atmosphere of free

expression as they were with school control in

the 1960s, seem reluctant to change direction as

abruptly as the Supreme Court's recent rulings

suggest. Only tomorrow's history will show
whether Hazelwood's Supreme Court-sanctioned
return to a more regressive public school
atmosphere will prevail, or if lower court rulings

will echo the 20-year litany of decisions that

encouraged students to practice their citizenship.

(Eveslage, 1990, p. 44)

Of all the freedoms guaranteed in this nation, none is
more valued that the right of free speech and freedom of
the press as set out in the First Amendment to the
Constitution. However, these rights have yet to be ruled
absolute.

As with the case with Tinker, some individuals
thought that the schools would lose all authority in the
classroom,; this has not been the case. Only two years
after Tinker, the Sixth Circuit, in Guzick v. Drebus
(Overbeck & Pullen, 1991), upheld a school rule banning
the wearing of freedom buttons distinguishing this case
from Tinker in that, in this instance, the wearing of
buttons and other insignia had a long-standing history of
disruption and related to discipline in the schools
(Hollander, 1978). However, with the ruling in
Hazelwood, mixed messages have been sent to educators
concerning individual interpretations.

As educators try to minimize their involvement in
litigation, contradictory interpretations such as Tinker and
Hazelwood (and a trio of seemingly dichotomous
Supreme Court decisions related to student expression)
have produced an atmosphere of uncertainty for
administrators and teachers as they strive to maintain an
ordered and disciplined educational climate. It may well
be that, after 23 years, the judicial process has come full
circle.
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Metaphor Analysis: An Alternative Approach
for Identifying Preservice Teachers' Orientations
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Metaphor analysis may provide an alternative to more traditional survey methods for determining preservice teachers

beliefs about teaching. This qualitative inquiry examined the value of collecting and analyzing preservice teachers’ pre-
and post-semester metaphors about teaching by comparing the orientational content of the metaphors to the preservice
teachers’ teaching beliefs expressed in their journal entries and the language patterns they employed while teaching small
groups of urban elementary students. The preservice teachers' metaphorical teaching orientations fell into two broad
categories--Teacher as Information Giver and Student-Centered. These were consistent with their journal entries and
language used while teaching. Metaphor and journal data and observations provide a rich source of information about
preservice teachers’ professional development since subtle changes in beliefs can be observed.

Traditionalists define metaphors as various types of
widely-used figurative language which states an
equivalence "between two separate semantic domains"
(Sapir, 1977, p. 4) (e.g., "Our trip to Alaska was out of
this world"). Current perspectives regard metaphors as
representing our entire conceptual system including "the
way we think, what we experience, and what we do
everyday" (Lakoff & Johnson, 1980, p. 31). This more
contemporary position also assumes that metaphors are
generative. That is, how we perceive and metaphorically
describe problems are central to how we address and
generate solutions to those problems (Munby, 1986;
Schon, 1979). For example, teachers may refer to
students having difficulty in reading as "remedial
students” or as "students in need of rich literacy
experiences." Such descriptions have the dual capacity of
revealing and influencing teachers' instructional practices.
Thus, according to the more contemporary view,
metaphors consciously and subconsciously define our
realities, and may subtly guide our decisions (Lakoff &
Johnson, 1980; Sibbett & Cawood, 1983).

Janet C. Richards is Assistant Professor in the Department of
Education and Psychology at the University of Southern
Mississippi-Gulf Coast. Joan P. Gipe is Research Professor of
Curriculum and Instruction at the University of New Orleans.
Please address correspondence regarding the paper to Janet C.
Richards, University of Southern Mississippi-Gulf Coast, 730
East Beach Blvd., Long Beach, MS 39560.

Researchers interested in alternative ways to evaluate
teachers' cognitions suggest that preservice teachers'
metaphors may also indirectly reveal their previously ac-
quired beliefs and conceptions about teaching.! Serving
as a powerful filter, professional beliefs have the capacity
to impact all aspects of preservice teachers' work in field
placements, including what ideas and concepts they
choose to accept or reject, and how they teach their
lessons (Zeichner, Tabachnick, & Densmore, 1987).
Unlocking the meaning of preservice teachers’ metaphors
may help to make their beliefs and conceptions "more
explicit and accessible to analysis" (Bullough, 1991, p.
44).

Of course, a possibility exists that preservice
teachers' metaphors represent nothing more than
habitualized (i.e., "frozen™) professional speech which is
disconnected from their actual teaching views and
practices (Aspin, 1984). All disciplines contain glib,
metaphorical expressions which have lost their meaning
over time, and the field of education is no exception
(Pollio, 1987). However, some studies have documented
"novel" and consistent metaphorical orientations in
individual classroom teachers' descriptions of their work.

! Beliefs, orientations, and conceptions about teaching are
defined as "the highly personalized ways in which a teacher
understands classrooms, students, the nature of learning, the
teacher's role in a classroom, and the goals of education”
(Kagan, 1990, p. 423).

Fall 1994

ERIC

Aruitoxt provided by Eic:

RESEARCH IN THE SCHOOLS

135



Q

ERIC

Aruitoxt provided by Eic:

JANET C. RICHARDS AND JOAN P. GIPE

Categories include those labeled ontological, which refer
to the mind, ideas, and the curriculum as objects (e.g.,
"His mind usually doesn't work"); a journey with a
directionality (e.g., "Each child must start from the center
and move up"); and a commodity passed through a
conduit (e.g., "I have to get my message across") (Munby,
1987; Munby & Russell, 1989; Reddy, 1979). Other
research suggests that teachers' "metaphors are related to
[their] teaching practices" (Tobin, 1990, p. 122).

Thus, there is some support that metaphor analysis
may provide a productive alternative to conventional
methods traditionally employed to ascertain teaching
beliefs (e.g., surveys, structured interviews, checklists).
Yet, until recently, university teachers have largely
ignored preservice teachers' figurative language, an
exception being one study of students' metaphors in a
year-long secondary teacher certification program
(Bullough & Stokes, 1994). University teachers may be
uncertain as to what exactly constitutes a metaphor, since
there is no standard procedure for identifying and
analyzing metaphors about teaching (Kagan, 1990). They
may regard metaphors as "soft data” which cannot be
measured, and therefore have no value (Eisner, 1988), or
they may assume that preservice teachers' metaphors
represent clichéd professional speech which demonstrates
little semantic consistency or relationship to practice.
The following qualitative inquiry: (a) explores the feas-
ibility and value of collecting and analyzing preservice
teachers' metaphors for the purpose of determining their
current teaching orientations and (b) attempts to deter-
mine if preservice teachers' metaphorical statements relate
to their teaching orientations as documented in their
dialogue journals and in the language they employ while
teaching.

Participants, Field Context, and Program Orientation

Participants were 23 female elementary education
majors enrolled in a reading/language arts methods course
block designed as an inquiry-oriented early field program
and their two university teachers, who also served as
observer/researchers. Studies suggest that when pre-
service teachers are confronted with teaching practices,
values, and beliefs which "differ from their own . . . [they
are] more likely to examine and reconstruct their own
beliefs" (Kagan, 1992, p. 157). Therefore, all course
activities (e.g., lectures, demonstration lessons, seminar
discussions, preservice teachers working with small
groups of students) were conducted two mornings a week
in an urban elementary school specifically selected as the
program context because of its nontraditional, permissive,
student-centered atmosphere. For example, students in
the school address teachers by their first names. They

also feel free to socialize with peers during instructional
sessions and are allowed to leave their classrooms in
order to get a drink of water, walk in the hallways, or
confer with the principal about their concerns and
problems with teachers and friends.

The program was guided by a constructivist view of
learning. For example, discussion topics included: (a)
how human beings learn best (i.e., when they can explore,
discover, reason, and continuously interact with their
environment) and (b) the benefits of giving students some
responsibility for their own learning (Harste, Short, &
Burke, 1988; Vygotsky, 1986). The program also
emphasized the importance of teachers reflecting about
their work in order to attempt to solve educational
problems in a thoughtful, deliberate manner (Dewey,
1933; Grossman, 1992). For instance, seminar topics
focused on issues such as why all third graders must
receive reading instruction from third grade basal readers
or who ultimately is responsible if a student receives
overly-harsh punishment from a teacher.

Research Methodology

Tenets of qualitative inquiry guided the research.
Qualitative methods are especially appropriate when
researchers wish to provide "rich, descriptive data about
the contexts, activities, and beliefs of participants in
educational settings" (Goetz & LeCompte, 1984, p. 17).
According to Eisner (1991):

1. Qualitative studies tend to be field focused;

2. The researcher acts as an instrument;

3. Theresearch is interpretive in nature;

4. The research makes use of expressive language

and there is the presence of voice in the text.

(pp. 32-41)

Data Collection: Part 1

During the first and last class meetings the university
teachers reviewed the traditional definition of metaphors
(i.e., inferential or figurative language connecting two
dissimilar elements) and asked the preservice teachers to
write a short metaphorical narrative describing their
views about teaching and themselves as future teachers to
include their current pedagogical beliefs and practices
about how children learn best. The university teachers
prompted the preservice teachers by saying, "Write your
metaphor using your creativity. If you wish, you may
begin your metaphor with one of these statements: (a)
Teaching is like . . .; (b) Teaching and learning are like .
..; (c) Being a teacher is like . .. ."

Using the metaphor identification and recording
system devised by Barlow, Kerlin, and Pollio (1971), the
two university teachers independently analyzed and
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coded the preservice teachers' narratives looking for
"novel" metaphorical content about teaching. Then,
through discussion, the university teachers confirmed or
settled differences in their opinions and interpretations of
what constituted a metaphor until there was 100%
agreement. Next, using constant comparisons (Glaser &
Strauss, 1967; Tesch, 1990), the university teachers
compared all of the metaphors and "listed, examined, and
grouped them according to similar themes [or
orientations]" (Weinstein, 1990, p. 281). Two distinct
types of metaphors emerged in the narratives which the
university teachers classified as "Teacher as Information
Giver" and "Student-Centered." Two subcategories were
further identified within the "Teacher as Information
Giver" classification: "Curriculum as a Commodity" and
"Curriculum as a Journey,” with the latter apparently
reflecting a less rigid orientation (See Appendix A for
examples of the preservice teachers' metaphors and
highlighted "signal" phrases).

Data Collection: Part I

The preservice teachers also wrote weekly journal
entries and the two university teachers responded,
particularly urging the preservice teachers to reflect about
their teaching experiences (e.g., "You questioned why the
students at this school address the teachers by their first
name. Does this bother you? Why?"). Throughout the
semester, the content of the journals was independently
analyzed by the two university teachers, who again used
a constant comparative method to identify statements
which reflected teaching beliefs. The statements were
coded for teaching orientations using the same categories
which emerged in the preservice teachers' initial
metaphors. For example, "Today I told them they were
going to make pudding and then they were going to
dictate a language experience story about it. I finally had
to tell them what to dictate because they got all mixed up.
Then I told them some of the sight words in the story that
they needed to know," was coded as "Teacher as
Information Giver." Once again, differences of opinions
between the university teachers were resolved by
discussion until 100% agreement was reached (See
Appendix B for examples of the preservice teachers'
journal entries and highlighted "signal" phrases).

Data Collection: Part 111

Over the course of the semester the two university
teachers independently observed the preservice teachers
as they taught their lessons. Each preservice teacher was
observed on at least eight occasions. Because both oral
and written language reveal teachers' modes of thinking

(Clift, Houston, & Pugach, 1991; Munby, 1986), the
university teachers used a researcher-devised coding
system to document the language the preservice teachers
expressed as they taught small groups of students.
Guided by the same categories which emerged in the
preservice teachers' initial metaphors and journal entries,
the university teachers coded the preservice teachers'
language. For example, "Encourages students to voice
their opinions" was coded as teacher language indicative
of student-centered beliefs. As before, differences of
opinion were settled until 100% agreement was reached
(See Appendix C for an example of this coding system).

Data Analysis

At the end of the semester the university teachers
collated the three data sets for each preservice teacher
(i.e., pre- and post-semester metaphors, journal entries,
and instructional language documented on the teacher
observation checklist). The aggregated data for each
preservice teacher were scanned, compared, and cross-
checked in order to identify "categories of phenomena
and . . . relationships among categories" (LeCompte &
Preissle, 1993, p. 254). The university teachers looked
for content commonalities and orientational consistency,
or what Guba calls "recurring regularities” (1978, p. 204)
in the preservice teachers' protocols. Thus, three different
sources of information provided a tri-dimensional
perspective of the preservice teachers' beliefs about
teaching (Morine-Dershimer, 1983; Tesch, 1990). In
addition, data from the journals and the observation
coding system served to check the orientational
consistency of the preservice teachers' metaphors.

Results

Each of the preservice teachers' pre- and post-
semester narratives contained "novel" metaphors about
teaching which demonstrated an orientational consistency
throughout each narrative. The pre- and post-semester
metaphors about teaching fell into two categories which
the researchers labeled (a) "Teacher as Information
Giver" (e.g., "Students who learn the most pay close
attention to the teacher") and (b) "Student-Centered"
(e.g., "You learn from your students like you learn
different customs traveling through Europe™). However,
two distinct subcategories emerged within the "Teacher
as Information Giver"” orientation. The researchers titled
these subcategories (a) "Curriculum as a Commodity"
(e.g., "TI'll give it to them and make them want to buy it")
and (b) "Curriculum as a Journey" (e.g., "I will lead the
children on their trip through the forest of knowledge"),
with the former apparently reflecting a more rigid view.
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Representative examples of the preservice teachers'
narratives are included below. The researchers' classi-
fications of the metaphors and identified "signal phrases"
follow each narrative.

The Restaurant. Restaurant clients (i.e., students)
come in to eat junk foods just to get by. The teacher, as
the cook, knows their nutritional needs and supplies them
with the proper foods so that they will be healthy and able
to function properly. You can see how well the cus-
tomers (i.e., students) are doing by observing the increase
in their health and how much better they are able to func-
tion because of the nutritious food that you serve them.
(Metaphor Classification: "Teacher as Information
Giver/Curriculum as a Commodity") (Signal Phrases:
(a) "teacher . . . knows their nutritional needs and supplies
them"; (b) . . . how much better they are able to function
because of the nutritional food that you serve them™)

A Guided Tour. 1 see the teaching and learning of
children as a guided tour of a far away place. They have
never experienced the wonderful things they will encoun-
ter and they need a leader to point things out and show
them the way. The job of the tour guide is to lead the
tourists to learn new things. (Metaphor Classification:
"Teacher as Information Giver/Curriculum as a Journey")
(Signal Phrases: (a) "teaching and learning . . . as a
guided tour of a far away place"; (b) "The job of the tour
guide is to lead the tourists to learn new things.")

The Human Body. 1 think that teaching is like the
human body. My function would be that of the head or
brain, taking in all the information and feelings of the rest
of the body (students). Without my arms and legs
(students) telling me what they need or want to do, I
would have no direction or idea of how to assist. Without
my body parts my brain would be stagnant. The brain
and parts need each other for survival. (Metaphor
Classification: "Student-Centered") (Signal Phrases:
(a) Without my . . . students telling me what they need or
want to do I would have no direction or idea of how to
assist"; (b) " . . . need each other for survival”).

Initially, 19 preservice teachers held "Teacher as
Information Giver" views (9 preservice teachers "Curricu-
lum as a Commodity"; 10 preservice teachers "Curricu-
lum as a Journey"), and 4 preservice teachers held
"Student-Centered" views. By the end of the semester 4
preservice teachers continued to hold a "Curriculum as a
Commodity" view; 3 moved to a "Curriculum as a
Journey" view, and 2 moved to a "Student-Centered"
view. Of the 10 preservice teachers initially holding a
"Curriculum as a Journey" view, none adopted the more
rigid "Curriculum as a Commodity" view; 7 continued to
hold a "Curriculum as a Journey" view, and 3 moved to
a "Student-Centered" view. All of the 4 preservice

teachers initially holding "Student-Centered" views
continued to hold those views.

Additionally, there was consistency among the
preservice teachers' teaching orientations as indicated in
their metaphors, language expressed in journal entries,
and language employed while teaching. That is,
preservice teachers whose orientations remained stable
throughout the semester wrote pre- and post-semester
metaphors which were consistent in orientation. They
also wrote journal entries and used instructional language
which reflected those views. On the other hand, five
preservice teachers wrote "Teacher as Information Giver"
pre-semester metaphors and "Student-Centered" post-
semester metaphors. By mid-semester, subtle changes
demonstrating a "Student-Centered" view were noted in
their journal entries and in their instructional language.

Discussion

The study reported here explores an alternative
means for determining preservice teachers' teaching
orientations. Caution must be used in drawing conclu-
sions from this study, since teaching beliefs are the result
of a complex set of variables including school context
conditions. The possibility exists that preservice teachers
"might employ different metaphorical figures at different
times and under different circumstances” (Munby, 1986,
p. 201). Therefore, generalizing the study's findings to
other preservice teachers working in different school
contexts with different university teachers is limited.
Nonetheless, the results of the study present sufficient
evidence that metaphor analysis is both a feasible and
valuable means of documenting preservice teachers'
orientations as well as their professional development.

The study shows that metaphor analysis can provide
university teachers with an innovative and practical
approach for identifying preservice teachers' teaching
orientations. If solicited early in preservice students'
teacher education programs, metaphor analysis affords an
opportunity for university teachers to plan appropriate
course activities and seminar discussions for nurturing
preservice teachers' growth toward views more conducive
to student learning. That is, if a preservice teacher is
identified through his/her metaphor as holding a rigid
transmission of knowledge orientation, the university
teacher can present specific scenarios, pose teaching
dilemmas, frame questions, and provide experiences
which encourage preservice teachers to become aware of
their beliefs and to consider reconceptualizing their
teaching roles. Additionally, metaphor data coupled with
data from journals and observations can provide uni-
versity teachers with an even richer source of information
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about preservice teachers' professional development,
since subtle changes in beliefs are visible in preservice
teachers' language used in these ongoing activities. End
of semester metaphor analysis can then be used to
confirm these changes.

In this study, the preservice teachers were not
informed about their teaching orientations as documented
by their metaphors. However, the next step in this line of
research would be to "apply what we have learned about
metaphors [and preservice teachers'] beliefs" (Tobin,
1990, p. 126). Through the use of metaphor analysis,
university and preservice teachers can work together and
take an active role in examining their teaching beliefs.
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Appendix A

Examples of the Preservice Teachers' Metaphors
and Highlighted "Signal" Phrases

Examples of Metaphors Coded as "Teacher as Informa-
tion Giver/Curriculum as a Commodity"

- "Being a teacher is like being a salesman. You have to
give a good sales pitch and get them interested enough to
buy the product.”

- "Teaching is like a trip to the circus. You are the ring
leader and you introduce many interesting things to the
students that they hopefully will never forget. The
students have to pay close attention in order for them to
be able to absorb everything that is going on around
them. As the ring leader, I will introduce the acts and
explain how the acts will be accomplished. The students
will then leave and be able to perform the acts they
have learned."”

- "This may sound strange but teaching is like shopping
for groceries and cooking. When you are shopping you
usually start at the first aisle and go down putting

products in your basket. Like shopping and cooking a
meal, in teaching you have to have all of the ingredients
to make it complete. You as a teacher have to make sure
you give your students all the right products to make
them learn."

- "When I think of teaching I think of a large body of
water. The water represents a large body of knowledge.
I will help the children learn this knowledge and decide
if they have learned it before they can go on to the next
ripple or level of knowledge."

- "The teacher teaches children basic skills like lifeguards
teach children how to swim. The lifeguard gives
swimmers a skills test about four times a year to find out
which level they are in swimming. Teachers also test to
see if children have learned what they have been
taught."

Examples of Metaphors Coded as "Teacher as Informa-
tion Giver/Curriculum as a Journey"

- "Teaching and learning are like climbing a mountain.
Sometimes it's hard to reach the top but the teacher who
is the guide is always there to help the kids through the
rough spots. At the end the students reach the top with
a lot of help from the teacher."

- "Teaching is like trying to give directions on finding a
street to foreigners who don't speak English. You have to
draw them a map and label the key locations and show
them step-by-step where to go. If they choose to use the
map they will be successful. If not, . . . they'll have to get
directions over and over again."

- "Teaching is like a tour guide leading a group of
tourists through a far away land. Everything is mapped
out for them. The job of the tour guide is to lead the
tourists to learn new things and guide them in this
learning process.”

- "I think of learning as a walk down a path in the
woods. The path is winding and you are led by a tour
guide. The trail leader points out the intricacies of the
forest and its species. The principal has the role of
caretaker. He must keep the paths clear so the way will
be smooth."

- "Teaching is like a path that leads some place really
great. The only problem is that the kids don't know how
nice the place is and they may not even care. The path is
cluttered and is often difficult to make the way
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through. Some kids are having so many problems
overcoming the obstacles in their paths that it is
impossible for them to move forward. The teacher
must stop and help that child along the path so that he
is not left behind."

Examples of Metaphors Coded as "Student-Centered"

- "Teaching is really like sharing between the teacher and
the kids and vice versa."

- "I'll be like an anthropologist. Anthropologists live
among, and almost become, those who they study.
They look at people from the society the people are from
. .. not from the anthropologist's society. I will be an
anthropologist and look at things from my students’
views."

- "Teaching is like a balancing scale. In order for the
scale to work or balance there must be give and take.
Applied to teaching this means that teachers must look at
students and get their input. Thus, it's a balance of
learning . . . teacher and students together."

- "Teaching is always changing as the teacher learns
about her students' needs. Just like a sculptor who
discovers what's within a piece of clay, teachers discover
that each student is unique and different. Then, the
teacher and students become "one" together. Just like
a sculptor with clay, it is "'we'" instead of ""me."

- "Teaching is like a stepper, a piece of exercise
equipment. It doesn't work if you don't use both pedals.
You aren't teaching if your students aren't learning
and you only learn about your students if you know
that they can teach you. So, the two pedals are like a
teacher and her students. They need each other or it
won't work."

Appendix B

Examples of the Preservice Teachers' Journal Statements
and Highlighted "Signal" Phrases

Examples of Journal Statements Coded as "Teacher as
Information Giver”

- "I had them tell me how to prepare the brownie mix.
Then I told the students to dictate a story orally. I had
each student give me at least two sentences. I had to

give a boy a warning because he wanted to give me
more than two sentences. I told them to listen to me as
I read the story."

- "During the lesson today I had one student who gave
me problems. I hope he won't bother me in the future.
He must learn to listen to what I say."

- "I had them construct a collage. Then I told them to
make up a story to go along with it. Maybe I should
have let them speak when they wanted to. But, no one
would learn anything then."

- "It became clear that these second graders are unable
to write stories. They should be able to write some type
of story. They don't know how to organize their
thoughts. This is terrible."

- "I was disappointed because they did not conform to
the rules I set for them. I hope those five behavioral
problem students will realize that good behavior is
better than bad."

Examples of Journal Statements Coded as "Student-
Centered"”

- "I love my sixth graders. Today we made no-cook
pudding. I know we all need practice on this. We all got
a laugh when I dropped the spoon in the pudding. What
fun.”

- "Thanks to Annette, one of my students, I found out
a lot. She taught me that you can't judge a person by
their neighborhood."

- "If you're going to work with kids then you must accept
the nature of children. You can't expect them to sit up
and listen like adults in medical school.”

- "I thought they did a terrific job. Randy didn't show
up so I filled in for her. I hope the kids don't mind.
Before going on the stage we all took three deep breaths
together. Anyway, I thought they were just terrific."

- "Today was such a great day! The eighth graders and I
had such a good time. Of course, when 1 say the eighth
graders and I, I mean we, us together.”

- "At some point in the day they need time to do what
they choose. They need choices of things to do and

Fall 1994 59 RESEARCH IN THE SCHOOLS

ERIC

IToxt Provided by ERI



JANET C. RICHARDS AND JOAN P. GIPE

stuff that has real meaning to them. Teachers need to
understand that.”

Appendix C

Example of the Coding System Used to Document
the Preservice Teachers' Instructional Language

Name Date

"Teacher as Information Giver" Instructional Language

1. Strongly emphasizes procedures (e.g., "I am going to
pass out the papers. When you receive your paper
begin working. Your job is to answer all of the
questions. When you have finished, turn in your

paper.")

2. Continually tells students to be quiet (e.g., "Listen
carefully."; "Pay attention to me."; "Don't socialize.";
"Be quiet."; "Listen to directions."; "Listen to what I
say.”; "Don't share answers."; "You learn by
listening.")

3. Interrupts and cuts off students' verbalizations (e.g.,
"That's enough."; "Okay, no more talking.")

4. Uses "I" statements rather than "we" statements (e.g.,
"I want you to finish your work."; "Today I'm going
to teach you how to complete a cloze passage.”)

5.

Corrects students' academic responses in a harsh or
terse manner (e.g., "No, you're wrong again."; "No";
"Think before you blurt out an answer.")

Uses a large amount of "teacher-talk" as opposed to
encouraging student discussion

"Student-Centered" Instructional Language

1.

Praises students often for trying (e.g., "You did a great
job."; "Good thinking."; "Great idea.")

Encourages students to voice their opinions (e.g.,
"What do you think?"; "What ideas do you have?")

Acknowledges s/he is a learner along with students
(e.g., "I never knew that."; "You really taught me
something.”; "I never thought of that.")

Encourages students to take some responsibility for
their own learning and for organizing class activities
(e.g., "Let's decide how we can accomplish this. Who
has some ideas?")

. Encourages student discussion and collaboration (e.g.,

"Get together and see what ideas you can come up
with.")

. Uses "we" statements rather than "I" statements (e.g.,

"We all need to understand how to do this.")
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The Effects of Violations of Data Set Assumptions When
Using the Oneway, Fixed-Effects Analysis of Variance
And the One Concomitant Analysis of Covariance

Colleen Cook Johnson and Ernest A. Rakow
University of Memphis

This study integrates into one Monte Carlo simulation an array of studies into the robustness of the analysis of variance
(ANOVA) and covariance (ANCOVA). Three sets of balanced designs and one set of unbalanced designs were simulated.
Data set violations include skew and kurtosis, heterogeneity of variances, and with ANCOVA, heterogeneity of slopes and
a skewed covariate. Each violation was simulated both in isolation and in combination with others, resulting in 665
empirical F distributions which were then compared to the nominal F distribution. The unbalanced designs produced
statistically invalid F ratios with almost any violation. In the balanced design, however, robustness greater than suggested
by Glass, Peckham, and Sanders (1972) was found. This finding is important because the most common violation in
balanced designs is heterogeneity of variances. If a researcher finds the dependent's skew and kurtosis fall within the 95%
confidence bands, then the variance ratio can be as high as 5 without jeopardizing the results.

Within a scientific discipline, theories unify the
existing knowledge base as well as provide hypotheses
for further extension of that knowledge base. Theories
are abstractions, and, as such, are represented by the
construction of conceptual or mathematical models,
models which serve to abstract the subject under study
while preserving the original structure of the system. By
abstracting the subject into a succinct, parsimonious
model, it is possible to determine how changes in one (or
more) parts of a model might affect the system as a
whole. Oftentimes these changes are impossible to
observe and document in the real world; yet by
manipulation of the model it is possible to shed light on
both the effects of such change and the functioning of the
model itself.

There are two types of models that can be developed:
deterministic and probabilistic. Deterministic models are
defined so that virtually 100% of the variance in the
dependent variable can be explained by the independent
variable(s) included in the model. For instance, "E=mc?"
can be considered a deterministic model if it can produce
accurate estimates of E with little or no error. These
models are seldom used in education, psychology, or the
social sciences. Concerning this, Lord and Novick (1968)
wrote, "Deterministic models have found only limited use
in psychology . . . because for problems of any real
interest . . . we are unable to write an equation such that
the residual variation in the dependent variable is small"
(p. 23).

Instead, probabilistic models are more common in
these disciplines. These models are not powerful enough
to eliminate unexplained variation, although strategic

methods are often used to minimize the proportion of
unexplained variance while maximizing the amount
explained. The general linear model (GLM) is a classic
example of a probabilistic model. It has been argued
that use of one specific form of the GLM, the analysis of
variance, is the most widely used statistical procedure in
several major educational journals, and is widely used in
the psychological and social science literature as well
(Elmore & Woehlke, 1988; Goodwin & Goodwin, 1988;
Halpin & Halpin, 1988). Like other statistical models,
those who use the GLM must assume that the prerequisite
conditions for using the model actually do exist within
their data set. However, a researcher seldom stumbles
into a situation where all prerequisite conditions are
perfectly met. Therefore, it is necessary to examine the
statistical model itself, in its various forms, to determine
to what extent real world conditions may depart from the
assumptions inherent in the model before the GLM
should be abandoned in favor of other statistical models.

The Nature of Monte Carlo Experimentation

There are two different kinds of mathematical
research: theoretical and experimental. The main
concern of theoretical mathematics is abstraction and
generality. The theoretical mathematician will write
arguments in the form of symbolic expressions or formal
equations which will abstract the essence of a problem,
thus revealing the underlying structure. However, this
strength is also its inherent weakness: The more general
and formal the language, the less able the theory is at
providing a numerical solution to a specific situation
(Hammersley & Handscomb, 1967). The Monte Carlo
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approach allows the exploitation of the strengths of
theoretical mathematics while avoiding the weaknesses
inherent in it. Using this approach, experimentation
replaces theoretical exploration when the latter falters.

Using Monte Carlo Simulation to Explore the Robustness
of the General Linear Model

The GLM possesses a number of different forms, all
of which provide an abstracted and succinct statement of
the relationship between variables carefully chosen by
research practitioners to reflect real world phenomena
(Cohen, 1968; Knapp, 1978). Though the model is
frequently used, the data collected for analysis never
perfectly adhere to all of the assumptions of the model.
Thus it becomes a question of how much difference there
is between the conditions the model was designed to
handle and the actual conditions that exist in a particular
research situation. If the difference is within a "tolerable
range,” then use of one of the forms of the GLM should
produce information that is statistically robust in its
treatment of the relationship between variables. It is only
when the data collected exceed that "tolerable range" that
altematives to the GLM must be considered. Theoretical
mathematics can be used to define the general nature of
the problems that emerge when the GLM is used
inappropriately; however, it is unable to provide us with
the precise limits of this "tolerable range."

Monte Carlo simulation provides valuable supple-
mentary information about the problems that develop
when assumptions underlying the GLM are violated.
Using this methodology, it is possible to numerically
define the degree of tolerance (i.e., robustness) that
specific forms of the GLM have under real world research
conditions.

This research is an empirical study of the effects of
violations of the assumptions for two specific forms of
the general linear model: the oneway, fixed-effects
analysis of variance and the analysis of covariance using
one independent variable and one concomitant (i.e.,
covariate). These two methods are used extensively in
educational and psychological research, and serve as the
mathematical foundation for more complex extensions of
the GLM as well.

Unique Contributions of this Research

This study offers three unique contributions to the
existing literature studying the appropriate use of
ANOVA and ANCOVA in educational and psychological
research. First, this study directly tested Harwell, Hayes,
Olds and Rubinstein's claim (1990, 1992) that inflated
Type 1 error rates result when the ratio of largest to
smallest group variances in the balanced design is as
small as two against the standard established by Glass,

Peckham and Sanders (1972) that in balanced designs one
need only be concemed about the effects of heterogeneity
of variances if the ratio of largest to smallest variances is
at least three. Second, the study combined a number of
different violations both separately and in combination,
thereby examining the effects of data set violations at the
zero, first, second, third, and fourth orders. Most
previous studies have been limited to exploration at the
zero and first orders only. Finally, this study allowed for
the systematic control of random noise that has
confounded the results of past studies--thus providing
findings that are more precise than those found in
previous simulations.

Review of the Literature

The simplest prototype of the general linear model
(GLM) is the ¢ test for two independent samples, which
tests for mean differences between two groups. The
oneway, fixed-effects analysis of variance (ANOVA) is
the logical extension of this ¢ test, broadened in form to
allow for the analysis of two or more groups. Both of
these statistical procedures involve analysis of the effects
of one discrete independent variable on a single, contin-
uous dependent. In the oneway ANOVA, F represents
the ratio of the variance in the dependent variable that can
be explained by the researcher's data to that variance left
unexplained. The analysis of covariance (ANCOVA) is
a logical extension of the oneway ANOVA, applicable
when a third, continuous variable (referred to as the
covariate or concomitant variable) is known to have a
significant effect on the dependent variable, while having
little or no effect on the independent variable. When
ANCOVA is appropriate, the researcher’s goal is to probe
the effects of the independent variable on the dependent
after removing the influence of the concomitant. To do
this, ANCOVA first removes all variation in the depend-
ent variable that is a function of the concomitant. Then,
using these "adjusted scores,” ANCOVA effectively
reanalyzes the data for mean differences between the
groups that make up the independent variable.

The two forms of the GLM studied in this simulation
are the oneway, fixed-effects ANOVA and the one
concomitant ANCOVA. Most researchers in this area
accept the premise proposed by Cochran (1957) and
Winer (1962), who have claimed that the relationships
found in the simple oneway ANOVA and even the more
basic ¢ test for two independent samples carry over.into
the ANCOVA extension. Therefore, this literature review
will contain discussion of relevant theoretical and
empirical research involving the use of all of these
statistical models.
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Statistical Models and the Assumptions Inherent Within
Them

When they are initially developed, statistical models
(i.e., procedures) are designed to be used under a
specified set of conditions (that is, assumptions about the
data set that the model is used to describe). These
conditions are designed to balance creditability (the
ability to process data in a form that will be useful to
researchers) with manageability (the technique's ability to
simplify many mathematical derivations and operations).
If valid results are to be obtained, the researcher must
assume that his or her data set is similar to the type of
data set required by the statistical procedure chosen.

Seldom, however, do data sets adhere perfectly to the
assumptions a statistical model was developed to handle.
According to Glass, Peckham and Sanders (1972), the
question that the researcher must ask in reference to the
data collected is not whether the assumptions are
satisfied, but instead, are the violations that do occur
extreme enough to compromise the validity of the results?

Box and Anderson (1955) noted that to fulfill the
needs of the researcher, statistical criteria should: (a) be
sensitive to change in the specific factors being tested (in
other words, they should be powerful) and (b) they should
be insensitive to changes in extraneous factors of a
magnitude likely to occur in practice (in other words,
they should be robust).

Literature Concerning the Assumptions of the Oneway,
Fixed-Effects ANOVA

In 1972, Glass et al. identified three assumptions of
concern for the ANOVA. The first of these is additivity--
that is, each observation must be the simple sum of three
components: the grand mean (w), the effects of the
treatment (a;) and the error associated with the individual
observation (e;). The presence of additivity is important
because the least amount of information is lost in an
additive model (Cochran, 1947). The second assumption
is that the sum of the treatment effects equal zero. Glass
et al. argued that this assumption is actually a
mathematical restriction adopted to allow for a unique
solution to the least-squares equation, rather than an
assumption per se. Finally, the third assumption is that
errors made while using the model should be normally
distributed with a population mean of zero and a variance
of 2. This third assumption involves the nature of the
errors in the population from which the data originates,
and takes three distinctive forms: (a) normality of the
error distribution, (b) homogeneity of group variances,
and (c) the independence of errors. Independence of
errors is, of course, a methodological concern. Therefore

it is forms (a) and (b) of the third assumption that are the
subject of most theoretical and empirical research into
ANOVA.

Homogeneity of Variance. This assumption was first
identified in the classical 1908 paper "The Probable Error
of the Mean" by The Student (Gossett); however, the
publishing of empirical results in this area would wait
until the work of Hsu (1938, as cited by Scheffe, 1959).
Active research concerning the assumption of homo-
geneity of variance has continued even until today. Many
of the published studies suggest that the F test with equal
sample #'s is robust when faced with the single violation
of the assumption of unequal group variances as long as
the ratio of the largest to smallest group variances does
not exceed 3 (e.g., Glass et al., 1972). Some studies
(e.g., Shields, 1978) suggest that the degree of robustness
present may be offset by the loss of power that is the
result of using a parametric test when heterogeneity of
group variances is present. The validity of the F ratio,
however, is questionable in situations where both the
sample sizes and variances are unequal. When cell sizes
are unequal and two groups are involved, research
suggests that inflated Type I error rates occur when the
larger group size is paired with the smaller group variance
(e.g., Box, 1954; Scheffe, 1959). Tomarken and Serlin
(1986) have argued that ANOVA may not be the best
choice in the presence of heterogeneity of variances,
especially when many groups are to be compared. Their
research suggested that the effects of variance
heterogeneity increases as the number of groups to be
compared increases. But the most surprising results of
recent years, however, came in a meta-analytic study
conducted by Harwell et al.,, (1990, 1992). They
suggested that even when sample n's are equal, inflated
Type 1 errors are possible when the ratio of largest to
smallest variance is as small as 2. Thus, Harwell et al.
(1990) wrote, "... researchers should not rely on equal
sample sizes to neutralize the effects of heterogeneous
variances" (p. 23).

Normality of the Distribution of Errors. Research dating
back to the 1920s has investigated violations of this
assumption. Games and Lucas (1966) suggested that
skewed distributions are a greater threat to robustness
than leptokurtic or platykurtic distributions; however, this
claim is not consistent with Pearson's 1929 power analy-
sis among balanced designs. Assuming a distribution
with a mean of 0 and variance of 1, the third moment
(from which skewness is mathematically derived) is
defined as follows:
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b, - E(x3- )

while the fourth moment (used to calculate kurtosis) is
defined as:

MR
Bz - 4

Norton (1952, cited in Glass et al., 1972) examined the
degree of skewness in data distributions and found a
moderately skewed distribution as having a skew value
around .5, while the skew value for an extremely skewed
distribution was around 1.0. A perfectly symmetrical
distribution (in other words, a distribution with no skew)
has a skew of 0. A perfectly mesokurtic distribution has
a kurtosis of 0. Distributions with kurtosis significantly
greater than 0 are leptokurtic, while those significantly
less than 0 are platykurtic.

Looking at the effects of skewness in the single
sample t-test, Pearson (1929) and Scheffé (1959) found
that if the difference between the sample and population
mean is positive and the distribution is positively skewed,
then actual power will exceed nominal power. However,
if the difference between the sample and population
means is positive and the distribution is negatively
skewed, then the actual power is less than nominal power.
Games and Lucas (1966) suggested that F test results may
improve when the procedure is conducted on data that has
highly leptokurtic error distributions, while F test results
for data with platykurtic error distributions tend to be
adversely affected.

Extension of ANOVA Assumptions to ANCOVA. The
simplest form of the analysis of covariance (which
consists of one independent, one concomitant, and one
dependent variable) is an extension of the oneway, fixed-
effects ANOVA. According to Cochran (1957) and
Winer (1962), the assumptions previously discussed in
regards to ANOVA apply to ANCOVA as well, provided
that the concomitant variable is normal. It is for this
reason that empirical testing of either of these single
violations in the ANCOVA case is scarce.

The sensitivity of the F test in ANCOVA to depar-
tures from normality in the dependent variable depends
on the degree of nonnormality that is found in the
concomitant (Potthoff, 1965). Similar results were found
in Atiquallah's theoretical treatise (1964): If X (the
concomitant) is a normally distributed random variable,
nonnormality in the dependent variable has little effect on

the F test. If, however, the concomitant is a random
variable that is not normally distributed, then there will
appear an increased sensitivity of the F test to non-
normality in the dependent variable.

The Seven Assumptions of the Analysis of Covariance

Elashoff (1969) and McLean (1979, 1989) reported
the following seven assumptions associated with
ANCOVA: (a) The cases are assigned at random to
treatment conditions; (b) the covariate is measured error-
free (that is, there is a perfect reliability in the
measurement of the covariate); (c) the covariate is
independent of the treatment effect; (d) the covariate has
a high correlation with the dependent variable; (¢)-the
regression of the dependent variable on the covariate is
the same for each treatment group; (f) for each level of
the covariate, the dependent variable is normally
distributed; and (g) the variance of the dependent variable
at each given value of the covariate is constant across
treatment groups. These assumptions can be classified as
falling into one of two categories: (a) assumptions that
are concerned with the research design and sampling
(methodological assumptions) and (b) assumptions that
are concerned with the numerical form of the data set and
the population from which it came (data set assumptions).

Methodological Assumptions. Two of the ANCOVA
assumptions deal with the research design and sampling:
(@) The cases are assigned to random treatments (random-
ization) and (b) the covariate has perfect reliability.
Concerning the issue of randomization, Evans and
Anastasio (1968) distinguished three separate situations:
(2) Individuals are assigned to groups at random after
which the treatments are randomly assigned to the
groups; (b) intact groups are used, but treatments are
randomly assigned to the groups; and (¢) intact groups are
used where treatments occur naturally rather than being
randomly assigned by the researcher. They maintain that
ANCOVA is appropriate for the first situation, can be
used with caution in the second, but should be abandoned
altogether (perhaps in favor of the less restraining
factorial block ANOV A design) in the third. Two reasons
are provided for their recommendations: First, it is never
quite clear whether the covariance adjustment has re-
moved all of the bias when proper randomization has not
taken place, and second, when there are real differences
among the groups, covariance adjustments may involve
computational extrapolation.

A number of researchers (e.g., Loftin & Madison,
1991; McLean, 1974; Raajimakers & Pieters, 1987;
Thompson, 1992) have addressed the issue of an unrel-
iable covariate. Raajimakers and Pieters (1987) noted
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that there are two ways that the researcher can
conceptualize covariate reliability. If one assumes that
the dependent variable is linearly related to the observed
value of the covariate, then the ANCOVA results will
retain their statistical validity. If, on the other hand, it is
assumed that the dependent variable is linearly related to
the underlying true score on the covariate (rather than the
sample of scores that were actually observed), then the
resulting F ratio will produce biased results. McLean's
research, however, suggested that the issue of perfect
reliability becomes less of a threat to the validity of the F
ratio if there is an independence of the covariate measure
and the treatment groups.

The Covariate's Relationship with the Independent and
Dependent Variables. The covariate should have no sig-
nificant correlation with the independent variable, yet be
highly correlated with the dependent variable. Feldt
(1958) recommended the use of a covariate only when the
0-order correlation between the covariate and the depend-
ent variable is r = 0.6. McLean (1979, 1989) saw the
relationship between the covariate and the independent
variable to be the most fundamental of all of the
assumptions, and suggested that ANCOVA not be
performed until after the data has been tested to see if it
meets this assumption. If this assumption is not met, the
F test results are not invalidated as such; however it
reduces the ANCOVA's efficiency to slightly below that
of doing a simple oneway ANOVA on the same data.

Homogeneity of Group Regression Slopes. This assump-
tion requires that the slope of the regression line between
the concomitant and dependent variables be the same for
all levels of the grouping variable (see McLean, 1979,
1989; Thompson, 1992). The problem, if this assumption
is violated, is analogous to trying to interpret main effects
in the presence of significant interactions in an n-way
factorial ANOVA. If heterogeneous regression slopes are
suspect, the researcher would be wiser to use the
randomized block ANOVA rather than ANCOVA.
Peckham (1968), McClaren (1972) and Hamilton
(1972) have investigated the effects of violation of this
assumption. Peckham varied regression slopes, the num-
ber of groups, and the sample size, though he limited
himself to equal groups. Values of the concomitant
variable were fixed and chosen to conform as closely as
possible to a normal research situation. He found that
there were small discrepancies in the actual vs. theoretical
significance levels when the slopes were varied. He also
found that as the degree of heterogeneity of the regression
slopes increased, the heterogeneity of group variances

likewise increased, and therefore the empirical rate of the
Type I errors decreased from what is suggested by normal
theory.

McClaren found similar results to Peckham when he
looked at equal samples; however he extended his study
to unequal groups. With the unequal group n's, McClaren
found results similar to those reported by Box (1954) 4nd
Scheffe (1959); that is, when the smallest regression
coefficient and the largest variance were combined with
the smallest sample size, the empirical significance levels
were biased in a non-conservative direction, and,
likewise, when the pairings were reversed, the test
became conservative.

When Hamilton (1972) conducted his study, he
limited his analysis to two groups. He used the same
combination of equal sample sizes, number of groups,
and regression coefficients as Peckham and McClaren,
yet failed to replicate their findings. Whereas Peckham
and McClaren observed a conservative bias in empirical
alpha levels when sample n's and regression slopes were
heterogeneous, Hamilton's values were close to nominal
alpha. It is unclear why there is a discrepancy in the
results of the three studies (Shields, 1978). Theoretical
work by Atiquallah (1964), however, suggested that
ANCOVA should be robust enough to the violation of the
single assumption of homogeneity of regression in
situations where the sample size is large and the means of
the concomitant variable(s) are equal. Otherwise,
Atiquallah suggested, the test should be biased in a
conservative direction.

Homogeneity of Variances and Nonnormal Error
Distributions in ANCOVA. As has been discussed
previously, most researchers simply accept the claim by
Cochran (1957) and Winer (1962) that the effects of the
simple ANOVA violations are equally viable when the
model is extended to include one or more concomitant
variables.

Research Methodology

Goal of the Research

This research is an exploratory study of the effects of
both single and compound violations of the mathematical
conditions (i.e., assumptions) underlying use of the
analysis of variance and covariance designs. Monte Carlo
methodology was used, allowing for the empirical
investigation of problems identified by theoretical
mathematicians as potential threats to the robustness of
the ANOVA and/or ANCOVA results under conditions
common to research practitioners in the behavioral
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sciences, social sciences, and education. Because of
advances both in methodological techniques and
computing technology, the capability has emerged to
study this topic in depth, yet with a global perspective not
possible just a few years ago. Capitalizing on these
advances, this study has integrated into one compre-
hensive laboratory experiment a vast array of previously
defined and substantively interrelated research avenues
that have spanned across seven decades of statistical
inquiry.

Specifically, this research explores the following
violations that can occur in a researcher's data set: heter-
ogeneity of group variances, skewness, non-mesokurtic
distributions, and (in ANCOVA) heterogeneity of
regression slopes and use of a skewed concomitant.

Information about the Computing Environment and the
Programs Written to Conduct the Simulations

The statistical simulations were conducted on a
Digital Equipment Corporation VAX 6430 mainframe
computer with 128 M-bytes of MOS memory and 32
gigabytes of disk storage space. The simulation itself
consisted of two sets of eight FORTRAN 77 programs
written especially for this research: The first set of
programs (phase 1 of the simulation) conducted simula-
tions that used a normally distributed covariate vector,
while the second set of programs (phase 2 of the
simulation) conducted the same analyses using a skewed
covariate vector. The data generated by the experiments
in phase 1 were used again in phase 2 with one exception:
The concomitant vectors generated for phase 1 were
mathematically perturbed to produce the skewed con-
comitant vectors needed for phase 2.

The Simulation Process, Part I:
Replication of an Experiment

Four experimental situations were simulated in each
of the two phases of the simulation: three balanced
designs (i.e., equal sample sizes) and one unbalanced
design (i.e., unequal sample sizes). For explanation
purposes, these four experimental situations will be
referred to in this text as experiments A, B, C, and D.
Experiment A tested the ANOVA and ANCOVA F
statistic when three equal groups of size 15 were used.
Experiment B involved simulation using three equal
groups of size 30, while experiment C tested the F
statistic when three equal groups of size 45 were used.
The fourth condition, experiment D, involved simulation
of the ANOVA and ANCOVA F statistic when three
unequal sized groups (n's = 15, 30, and 45) were used.

Experiments A, B, and C of phase 1 were used to
generate the data. Experiment D, on the other hand, did

Within a Single

not generate data. Instead, it imported grouping,
concomitant, and dependent vectors from the data
generating experiments, so that the first group had a size
of 15, the second group 30, and the third group 45. The
use of data in experiment D which was not independent
of the data used in experiments A, B, and C was to
facilitate the comparison of the balanced and unbalanced
design results. By using the same data, a major source of
sampling error was eliminated, sampling error that
otherwise might confound interpretation of the results.
Likewise, phase 2 of the study (for both the balanced and
unbalanced designs) imported data that was created in the
data generating experiments of phase 1 with only one
change: The concomitant vectors, which were normally
distributed when they were originally created in phase 1,
were perturbed to create moderately skewed covariates.

The data generated for experiments A, B, and C were
created using the International Mathematical and
Statistical Libraries (IMSL) subroutine RNVMN, a
subroutine which is designed to create multivariate
normal distributions with means equal to 0, standard
deviations equal to 1, and correlations between vectors
that can be specified beforehand by the user. Data for
each treatment level were created separately using IMSL.
This made it possible to obtain the unequal group
regression slopes desired for the second concomitant
vector. For the first concomitant vector, the correlation
between all groups and the IMSL created dependent
variable was set at r = 0.707, thus simulating homo-
geneity of regression slopes. For the second concomitant,
heterogeneity of regression slopes was simulated by
having IMSL create concomitant vectors for group 1 that
had a correlation of r = 0.6 with group 1's dependent
vector, a correlation of r = 0.707 between the group 2
concomitant and dependent vectors, and r = 0.8 between
the third group's concomitant and dependent vectors.

The next step of the data creation process would
require that duplicate copies of the dependent vector be
created and then perturbed in a systematic fashion to
simulate specific skew and/or kurtotic conditions.
Therefore, it was imperative that the originally created
vectors themselves have the purported mean, variance,
skewness, and kurtosis. This was accomplished by
building a testing procedure into the data generating
FORTRAN programs.

By using this testing procedure, dependent vectors
created by IMSL were tested to see if their skew and
kurtotic values fell within the 95% confidence bands that
surround zero skew and kurtosis for the specific group
size. Therefore, for experiment A (where the group size
was 15), all dependent vectors generated by IMSL were
tested to determine if their skew was between -1.137 and
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1.137, while the kurtosis was tested to see if it fell
between -4.038 and 4.038. If either value was not within
these limits, then the data created by IMSL was
discarded, and new data created and tested. Likewise for
experiment B (n = 30), skew values were tested to assure
that they fell between the values of -0.837 and 0.837,
while kurtosis values were checked to assure that they
were between -3.478 and 3.478. For experiment C
(n = 45), confidence bands for skew were -0.693 and
0.693, while they were -3.205 and 3.205 for kurtosis. For
all of the data generating experiments, the data were
retained only when both the skew and kurtosis values of
the dependent vectors created by IMSL fell within these
limits.

These checks assured that the base vectors (that is,
those created originally by IMSL) were normally distrib-
uted, with no significant skew or kurtosis. This, in turn,
allowed for mathematically valid perturbations to be
performed on them. The checks do, however, represent
a departure from the sampling procedure characteristic of
more traditional Monte Carlo studies. Using the more
traditional approach, parent populations with the desired
mathematical characteristics are created. Out of these
parent populations, repeated samples of the desired size
are randomly selected and tested. While this method-
ology is more generalizable because of its ability to
simulate the central limit theorem, it also allows the
inclusion of samples with skew and/or kurtosis radically
different from what they are purported to be. Therefore,
when differences between the empirical results and
normal theory surface, it is unclear to what degree these
differences are the result of the known mathematical
characteristics of the parent population, and at what point
they become the result of selected samples that, as the
result of pure chance, possess mathematical character-
istics far different from their parent population.

After IMSL created acceptable concomitant and
dependent vectors, phase 1 of the simulation required that
the normal dependent vector be duplicated, then alge-
braically perturbed to simulate 27 different mathematical
conditions. Distortions of distributional shape were im-
posed on the data first. This was done using Fleishman's
method (1978), which uses the following function:

Y =a+ bX + cX2+dX?

where the coefficients b, ¢, and d are obtained by
consulting a special table compiled by Fleishman (1978),
and the coefficient a has the same absolute value as the
coefficient c, but the opposite sign. Using this poly-
nomial expression, the base dependent vector's values
were substituted for X, while the resulting Y values
formed a distribution with the desired shape.

Use of Fleishman's (1978) function allowed the
desired combination of skew and kurtosis values to be
created within a tolerable margin of error without
distorting the original mean or standard deviation. The
originally created (i.e., base) dependent vector was
normal, with no skew and kurtosis. After Fleishman's
(1978) formula was imposed on duplicate copies of the
original dependent vector, the following combinations of
skew and kurtosis were simulated: moderately skew
(skew = 0.5, kurtosis = 0), platykurtic (skew = 0, kurtosis
=-0.5), leptokurtic (skew = 0, kurtosis = 2), moderately
skewed and platykurtic (skew = 0.5, kurtosis = -0.5),
moderately skewed and leptokurtic (skew = 0.5, kurtosis
= 2), and extremely skewed and leptokurtic (skew = 1,
kurtosis = 2). This allowed for every combination of
skew and kurtosis with two exceptions: an extremely
skewed and platykurtic distribution and an extremely
skewed and mesokurtic distribution. Neither of these
shapes was possible to obtain using the coefficients
published by Fleishman (1978).

After the algebraic manipulations to distort shape,
seven dependent vectors possessing the characteristics
described above were available. Each of these seven
vectors was then duplicated three more times, and the
three duplicate vectors for each shape linearly trans-
formed. After the duplicate vectors were transformed,
there were four different group variance ratios for each of
the seven distributional shapes: 1:1:1 (homogeneity of
variance), 1:1.5:2 (slight heterogeneity of variance), 1:2:3
(moderate heterogeneity of variance) and 1:3:5 (extreme
heterogeneity of variance). These inter-group variance
conditions were chosen specifically to allow the testing of
Harwell et al.'s 1990 claim (that differences from normal
theory may be present in balanced designs when the ratio
between the largest and smallest variance is 2) against the
standard set by Glass et al. in 1972 (that differences from
normal theory do not emerge in balanced designs until the
ratio between the largest and smallest variance is at least
3).

As has been mentioned previously, no new data was
generated for experiment D (the unbalanced design).
Instead, a systematic process imported vectors already
created. Specifically, treatment level (group) 1 from
experiment A, group 2 from experiment B, and group 3
from experiment C were imported. This created the
unequal n simulation where group 1 had an n =15, group
2 had an n = 30, and group 3 had an n = 45.

Therefore, in the end 28 different dependent vectors,
two concomitant vectors, and a grouping vector were
either created for or imported into each replication of all
of the experiments. For the ANOVA simulations, the
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grouping vector was combined with each of the depend-
ent vectors, computing 28 F ratios (one for each combina-
tion of skew, kurtosis, and variance). For the ANCOVA
simulations of phase 1, the first concomitant vector was
combined with the grouping vector and each of the 28
dependent vectors to calculate 28 ANCOVA F statistics
using a normal covariate with equal regression slopes.
The second concomitant vector was then combined with
the grouping vector and each dependent vector to
calculate 28 ANCOVA F statistics using a normal
covariate with unequal regression slopes.

As has been mentioned before, the experiments of
phase 2 used the same data that was created in phase 1;
however the normal covariate created in phase 1 was
skewed by Fleishman's function (skew value = 0.75).
Phase 2 was designed to test ANCOVA when the only
difference was use of a skewed concomitant rather than
a normal one. Therefore, only 56 additional F statistics
were calculated per replication in this phase: 28
involving use of a skewed covariate and equal slopes and
28 involving use of a skewed covariate and unequal
slopes.

Besides using IMSL subroutines to generate the data,
IMSL subroutines were also incorporated into the
FORTRAN programs to calculate the F ratios. Specif-
ically, IMSL subroutine AONEW was used to obtain the
ANOVA F values, while subroutine AONEC was used to
calculate the ANCOVA F values.

The Simulation Process, Part II: The Global Design

As has been mentioned previously, phase 1 of the
study was designed to test the ANOVA and ANCOVA F
test when a normal covariate was combined with viola-
tions of one or more of the following assumptions:
normal skew, normal kurtosis, homogeneity of variances,
and (in the ANCOVA) situation, homogeneity of
regression slopes. Phase 2 of the study conducted the
same analyses using a skewed covariate rather than a
normal one.

Glass et al. (1972) recommended that the sampling
distributions created in Monte Carlo studies have a
minimum of 2,000 F ratios each. For the three
experimental conditions involving equal group n's,
sampling distributions of 4,000 (twice the minimum
recommended by Glass et al.) were created. In the
experimental condition involving unequal n's and
homogeneity of variances, F sampling distributions of
4,000 F ratios were also created. In the situation where
unequal n's were combined with heterogeneity of vari-
ances, however, the combination of variance ratios and
group sizes were varied so that two sets of sampling
distributions with 2,000 F ratios each were developed:

one set where the largest group variance was combined
with the largest sample size and the other set where the
largest group variance was combined with the smallest
sample size. This was done since previous literature
suggests that heterogeneity of group variances produces
different effects in the unequal n situation, depending on
the combination of sample size and magnitude of group
variances (e.g., Box, 1954; McClaren, 1972; Scheffe,
1959). The relationship between sample size and group
regression coefficients was fixed for those analyses that
involved unequal group slopes; therefore the process of
varying the magnitude of group variances with the sample
size produced the following triple combinations for
analysis in the ANCOVA simulations: (a) the largest
group size with largest group variance and largest
regression coefficient, and (b) the largest group size with
the smallest group variance and largest regression
coefficient. Previous literature (e.g., Glass et al., 1972;
Shields, 1978) suggests that the additivity of effects
should produce dramatic differences in these two
combinations.

After running all four sets of experiments in both
phases of the simulation, a total of 420 empirical
sampling distributions of 4,000 F ratios each were
created, representing all single and compound data set
violations for the balanced ANOVA and ANCOVA
simulations. Another 35 sampling distributions of 4,000
F ratios each included all unbalanced ANOVA and
ANCOVA simulations with homogeneity of group
variances. Finally, another 210 empirical sampling
distributions of 2,000 F ratios each were created,
representing all single and compound data set violations
having both heterogeneous variances and unequal sizes.

Of these 665 F sampling distributions, four ANOVA
and four ANCOVA F distributions were created using
data that did not contain any violation under study. These
eight sampling distributions (one ANOVA and one
ANCOVA for each of the four experimental conditions
A, B, C, and D) served as a baseline against which other
distributions could be compared, and served as a check to
make sure that the simulation was operating properly.

Statistical Analysis of the Sampling Distributions

In addition to qualitative evaluation of the sampling
distributions, statistical analysis of the data was
performed using the Kolmogorov-Smirnov one sample
test at the p < .05 and (where applicable) p < .01 levels of
significance. The non-parametric test was employed to
compare the empirical sampling distributions with the
appropriate theoretical (i.e., nominal) F distribution at
four key points in the nominal F tail region: .90, .95,
.975, and .99. These points, of course, are the points on
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the nominal F curve used by practitioners when testing
for significance at the p < .10, p < .05, p < .025, and
P < .01 levels of significance respectively. In addition,
the means, standard deviations, skew, and kurtosis values
for each of the entire populations of data generated in the
study were calculated and inspected to assure the integrity
of the results.

Results

Summarized here are the specific results of the
effects of violations of data set assumptions for the
analysis of variance and covariance statistical models.
Since the integrity of the results is dependent on the
quality of the data produced, the first section will discuss
the descriptive statistics for the entire population of data
produced for this simulation. The second section will
summarize the effects of violations in the ANOVA
situation. The third and fourth sections will summarize
the effects of violations on the ANCOVA.

Analysis of the Population Data

All data created in each of the replications of the data
generating experiments were retained in order to verify
the integrity of the results. In the actual process of
creating the data, the vectors for each treatment level
were created individually, then merged with the vectors
for the other treatment levels before ANOVA or
ANCOVA could be performed. The population vectors
were checked for each treatment level separately; then the
full vectors (which consisted of the three treatment levels
merged together) were also checked. All population
vectors, including the base vectors created by IMSL and
the vectors perturbed by use of Fleishman's function,
were at or very near their target parameters.

The size of the populations are worth noting. In their
classic 1972 paper, Glass et al. suggest that populations
with the desired characteristics have a minimum of
10,000 points each. The population N's used in this study
were considerably larger than the minimum standard:
180,000 for each of the full population vectors created in
experiment A, 360,000 for the full population vectors
created in experiment B, and 540,000 for the full
population vectors created in experiment C. The
population statistics for the vectors created to simulate
heterogeneous variances were also checked. As expected,
the simple linear multiplication that changed their
variances did not change the vectors means, skew, or
kurtosis.

Effects of Data Set Assumpt